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e performance on conventional, networked and multi-processor machines
e versatility and ease of use.

We have now achieved the first part of PrRosSIT. We have completely specified the simu-
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Simulation Séquentielle en Prosit :
Modéle de Programmation et Implémentation

Résumé : Le projet SLoor, débuté en 1995, porte sur 'étude et le développement
des méthodes et des outils permettant 'utilisation efficace de machines multi-processeurs
pour la simulation de systémes & événements discrets. Un des objectifs du projet est le
développement de PROSIT, un nouvel environnement de programmation orienté objet pour
la simulation & événements discrets. L’utilisation du paradigme objet devant permettre:

e d’obtenir de bonnes performances a la fois sur les architectures mono-processeur, multi-
processeurs et multi-processeurs virtuels.

e une grande souplesse et facilité d’utilisation.

La premiére étape de PROSIT est maintenant achevée. Nous avons spécifié le modele de
simulation ainsi que le modele d’exécution, et nous avons une implémentation séquentielle
du simulateur.

Ce rapport détaille le processus de modélisation et présente 'architecture orientée objet
développée. Comme exemple d’utilisation, les classes supportant la simulation de réseaux
de files d’attente sont introduites.

Mots-clé : Simulation & événements discrets, Simulation orientée objet, Réseau de files
d’attente, C++
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1 Introduction

The SLOOP project, launched in 1995, works on three main domains: (1) discrete event
simulation, (2) parallel object-oriented languages and (3) interconnection networks. One of
the research objective of the project is the development of PrROSIT, a sequential and distri-
buted workbench for discrete event simulation. Its design is based on the object paradigm
and its main objective is to allow target independence: distributed (in both optimistic and
conservative variants) and sequential simulation without user code modification.

The design philosophy and the modelling processin PROSIT have been presented in [MM93],
an overview of the implementation strategies was given in [FMMS94].

We have now achieved the first part of PROSIT. We have completely specified the si-
mulation and the execution models, and we have a sequential C++ [ES90] version of the
simulator!. This sequential prototype will allow us to investigate the usability and power
of expression of our modelling and programming process. Furthermore, it will be used in
order to demonstrate the feasability of target independence and to measure the acceleration
obtained when going from sequential to distributed.

This report concentrates on the object oriented architecture of the simulator. As an
illustration of possible applications, we present the classes supporting the queueing network
paradigm.

The rest of this report is organized as follows. In Section 2, the modelling process
is presented. Section 3 describes the queueing network library, and Section 4 details the
architecture and implementation of a sequential PROSIT environment. Final comments,
conclusions and future investigations are given in Section 5. We give in Appendix A a short
simulation example.

2 Modelling process

2.1 An object oriented concurrent model

A PRrOsSIT simulation can be thought of as a collection of concurrently active objects in-
teracting, via service calls, in the simulated time. An active object encapsulates both the
specification and the behavior of the modelized entity.

2.1.1 Active simulation objects

Active simulation objects are the basic components that make up the model®>. An active
object executes its main activity in an autonomous way, independently of, and concurrently
with, other active objects. Active objects can also have secondary activities. The activities
are all running concurrently in the simulated time3.

!Two students from ESSI (Ecole Supérieure en Sciences Informatiques): L. Bollini and L. Pigallio, have
worked during their final year project on the first PROSIT prototype.

2e.g., in a queueing network model, queues and customers are active objects.

3In this sequential version all the activities are running pseudo-concurrently in the real time.

INRIA



Sequential Simulation in PROSIT )

When created (using standard C+-+ creation rules), the active object is automatically
managed by the kernel, and is ready to be activated. Its activation time is indicated at
creation as a parameter of the constructor. When activated, the object begins to execute
its main activity.

During its life (Fig 1), the object can either be in a running mode (currently executing
or consuming time), in a blocked mode (the main activity is blocked due to a synchronous
request) or in a sleeping mode (it has put itself in i¢dle—wait state, waiting to be re-activated
by another object). The object is considered to be dead* when its main activity has ter-
minated. We distinguish normal death (normal termination of the main activity), suicide
(the object decided to terminate prematurely) and assassination (another object has used
the termination primitive).

All the secondary activities of a sleeping active object are also suspended, and they are
automatically destroyed when the object dies.

Xreation
INITIALISED %%m

SUICIDED
KILLED

RUNNING ﬁtamma{mn of behave( FINISHED

Sleep()
%r]mhronou end of
BLOCK ED

Figure 1: Possible states for an active object.

To be active, an object must be instantciated from a class (active class) inheriting directly
or indirectly from the system class Active_0bj. An active class must at least define the
main activity of its instances.

2.1.2 Activities

An activity is an action performed by the active object® and corresponds to the execution
of a member function. The main activity executes the behave() function and secondary
activities are attached to other functions.

An activity has a duration in the simulated time and can halt and be later reactivated
(Fig 2). Between the suspension and the reactivation some predefined or random time may
have elapsed. An activity will halt either when explicitly consuming time (wait()) or when
making a synchronous request to an active object.

4The death of an active object is distinct from its destruction by the runtime (destructor call and recovery
of memory space). A dead active object is an active object that is no longer considered, by the kernel, to
be reactivable.

5e.g., in a queueing network simulation, customer behaviors and service executions are activities.

RR n°2713
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L A Activity execution
Activity activation

reactivation
suspension point

suspension point

Figure 2: Non-continuous execution of an activity.

An activity terminates when the corresponding function finishes. We have also imple-
mented system primitives allowing an activity to terminate explicitly or to kill an other one.
During its execution, an activity goes through different states (Fig 3). An activity is an
instance of the system class Activity.

creation

registration

INITIALISED . ) terminate_activity( SUICIDE
Active Object /

Kill_activity()

E%Jy RUNNING ) —m————————>*=( KILLED
WORKING em/womu end QM
termination EINISHED

consumption  reduest request
BLOCKED

Figure 3: Possible states for an activity.

2.1.3 Interaction

The basic interaction between active objects is the service call, and we have unified member
function calls and service calls. A service call can be seen as sending a request to an active
object. The call can either be synchronous (the calling activity blocks until termination of
the service) or asynchronous (the calling activity carries on immediately). Synchronous calls
can have return values.

The request management policy and the service progress depend on the receiving object
characteristics. The receiver decides whether, when and how to execute the service. This
means that a request can be fully or partly served or even not served at all. In order
to take appropriate actions, the caller of a synchronous request not fully served is always
informed; in this version of PROSIT, an exception is raised in the context of the receiver.

INRIA
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The library has a set of functions that can be used to reject a request or abort a service,
and a hierarchy of exception classes for the different cases. This mechanism can easily be
extended or modified.

We also distinguish two levels of parameterization in a service call: (1) the service para-
meters which are related to the model semantics, (2) the control parameters related to the
execution, by the active object, of the service (eg. priority, maximum execution time, etc.).

2.2 Building a simulation

The modelling process is an assembly of class instances, using dedicated class libraries and
user-defined classes. The PROSIT programmers and advanced-users can develop high-level
model libraries. These libraries may include sub-models for high-level subsystems, or highly
optimized simulation classes for commonly used sub-systems.

Coding a simulation consists in coding the interfering entities and constructing the model
by instantiating and initializing the components.

2.2.1 Component specification

For each different simulated component there must be a class embodying the corresponding
functional behavior and implementing the desired services. Three situations can arise:

1. The class already exists in the library.

2. The class is not in the library but a system class with the corresponding functional
behavior exists. The simulationist simply has to code a class, inheriting from the
system class, and having new members (data and function) implementing the services.

3. The functional behavior of the component is specific, therefore the simulationist has
to code it. This can be done in a systematic way thanks to the adopted architecture
and the facilities provided by object oriented languages (mainly overloading and re-
definition). This new class must define the internal management of arriving requests
and the policy for creating and scheduling activities.

2.2.2 Model construction, compilation and execution

Constructing the simulated model consists in creating and initializing an instance of the
corresponding class for each interfering entity. By applying the run() function to the globally
declared kernel, the simulationist starts the simulation. The simulation can be compiled and
executed as any C-++ program.

2.3 Related works

There are strong links between our active objects approach and the Actor [AH87] and
Reactive Objects [BL95] models. Our execution architecture is also greatly inspired by the
coroutine facility of Simula [Lam82].

RR n°2713
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Many C++ packages providing discrete event process based simulation have been propo-
sed: Awesime [Gru91|, C++SIM [LM93], SIM PlusPlus [Ros92a, Ros92b], SIM+-+ [BL8&9),
etc.

All of them introduce in the C++ object model the concept of activity. But this ex-
tension is performed differently: Awesime, C+-+SIM and SIM++ introduce active objects;
SIM PlusPlus has active methods. The multi-active model of PROSIT is unique and can be
seen as a combination of both techniques. Further more, PROSIT activities are themselves
first class objects (we have a uniform object oriented model).

In the packages supporting the active object model, the simulation entities either inter-
act through events (SIM+-+), or by using synchronization objets — generally semaphores —
(Awesime, C++SIM). The reification® of function calls and their unification with service
calls are specific to PROSIT . In our environment we provide:

1. for the developer, hierarchical control (encapsulation is respected) and the capacity to
program at different levels (new services, new policies, etc.) in a fully object oriented
way (everything is an object: activities, requests, etc.);

2. for the simulationist, complete abstraction of the execution features.

8 Reification transforms a call issued to an object into an object itself.

INRIA
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3 Example of a queueing network library

3.1 Application of the PROSIT model

When applying the PROSIT model to the queueing network paradigm, two kinds of active
objects come into sight:

e the customers, who are mono-active objects. Their activity consists mainly in issueing
service requests and synchronization operations.

e the stations, who receive requests, from customers or other stations, and process them.

3.1.1 Station specification

The specification of a queueing station is no more different from what has been presented
in 2.2.1. System classes supply different combinations of requests (FIFO, LIFO, etc.) and
services (Preemption, Processor Sharing, etc.) management policies. Depending on the
station, the simulationist will have to supply additional information (number of servers,

maximum queue size, etc.).

3.1.2 Customer behavior specification

The coding of a customer behavior is straightforward: the simulationist has to declare a new
class, inheriting from the system class Active_Customer, and having:

e as data member, typed pointers to the stations at which the customer will ask services.

e as function member, the body() function, coding the behavior of the customer as
function calls to the data members. Let us note that we have inverted the control of
the execution from the server to the customer (we have called this architecture the
customer architecture [MM93]).

A customer class represents a set of customers whose behavior may be considered as identical.
There must be a different class for each type of customers.

The simulationist must also specify how the customers will be created in the system by
the source stations. A typical source station is characterized by the class of the generated
customers and by the intergeneration statistical distribution.

3.1.3 Simulation with passive customers

Sometimes the simulationist will like to describe his model as being a set of servers which
must, upon receiving a customer, execute the service and route the customer to the downs-
tream station. In this architecture (we have called it the server architecture [MM93]), the
customers are passive objects and each station must define the functions service(), imple-
menting the service and route_customer(), responsible of the routing.

RR n°2713
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The potential reusability of the classes is reduced but the simulation generally runs faster
and consumes less memory. Let us note that both paradigms may be easily mixed, and are
supported in PROSIT.

3.2 The developed library

The developed library (Fig 4) has classes for implementing and generating customers, co-
ding service stations, synchronizing activities and programming timers. A simulationist can
directly program with these classes, but they may better be used to build higher level and
domain specific librairies (e.g. defining a cashier class for a supermarket simulation instead
of a FIFO-station class).

Simulation_Obj

r 1
[ Non Routing_Station | [Resequence_Customer| [SM_Customer|

Object_Timer

—[Server_Preemption<...%

— I I ] I I I —
Source<..> | [ Server |[Resource<..>]| Flag || Timer |[ Semaphore | [Resequence Station| [ SM_Station |
—1 Server_Normal<..> |
—
<...>

e
e ]

L[ Activity_Timer |

Activity_Timer

Figure 4: Partial class hierarchy of the queueing network simulation library.

3.2.1 Common functionalities
The following primitives are defined for every simulation entity:

o get_time(), which returns the current simulation time.

e end_simulation(), to terminate the simulation.

The stations can also overload the boolean function end_simulation(). This function
is automatically evaluated and returning true will trigger the termination of the simulation.
3.2.2 Classes implementing active and passive customers

Passive customers A passive customer class must inherit from the system class
Passive_Customer.

INRIA
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Active customers An active customer class must inherit from the system class
Active_Customer. The behavior of the customers must be coded in the body() mem-
ber function.

Two other classes define customers with additional synchronization capabilities:

e Resequence_Customer, which must be used if the simulationist wants to re-order
the execution of customers. Two primitives are defined: register_sequence() and
re_sequence().

e SM_Customer which must be used if the simulationist wants to split and merge custo-
mers. Two primitives are defined: split() and merge().

3.2.3 Classes implementing source station

The library provides a generic class (Source<. ..>), parameterized by the generated custo-
mers class, and supporting, as a constructor parameter, the statistical distribution object.
The simulationist declares a new class inheriting from this system class in order to achieve
specific customer initializations. The initialization is performed by the init_customer ()
member function.

3.2.4 Classes implementing service station

For each service scheduling policy, the library provides a generic class (Table 1), the generi-
city parameter is used to specify the request management policy (Table 2). The programmer
can also specify the number of servers (as a parameter to the base constructor) and the maxi-

mum queue length (with the set_queue_size() primitive).

| Class | Scheduling policy |
Server_Normal<...> A service is executed without preemption.
Server_Quantum<...> Bach service receives cyclically a fixed amount of server
time.

Server_Preemption<...> | A running service can be preempted by a request having
a higher priority level.

Two policies are available concerning the continuation of
the preempted service: with or without restart.
Server_PS<...> Requests are served immediately, each service receives
an amount of server time proportional to the number

of running services.

Table 1: Service station classes.

RR n°2713
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| Genericity parameter | Request management policy |

FIFO First come, first served.

LIFO Last come, last served.

PRIORITY FIFO Requests have a priority level, requests having the same
level are managed in FIFO order.

PRIORITY LIFO Requests have a priority level, requests having the same
level are managed in LIFO order.

Table 2: Available request management policy.

3.2.5 Classes implementing synchronization

Different kinds of stations may be used for synchronization (semaphore, flag, resource ma-
nager, etc.) and different operations are possible, ranging from the basic ones up to the

more sophisticated (customer execution ordering, splitting and merging customers, etc.).
The classes are presented in Table 3.

| Class | Purpose | Existing Primitives |
Resource<...> Manages a set of ressources. — take()
—return()
Semaphore Low level synchronization based 1510
on the classical semaphore -v(Q)
concept.
Flag Low level synchronization based —wait()
on the classical flag concept. —set()
— unset ()
Resequence_Station | Re-order the execution of customers register_sequence()
according to a previous registration. | — re_sequence()

The customers must support
re-ordering (see Section 3.2.2).
SM_Station Split and merge customers. — code_split()
The fission /fusion can be made with | — code_merge()
or without memory.

The customers must support fission/
fusion (see Section 3.2.2).

Table 3: Synchronization classes.

3.2.6 Classes implementing timer

A timer is an object used to perform a defined action (statistics gathering, trace output,
etc.) at a precise simulation time, or cyclically. The library provides a set of abstract classes

INRIA
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implementing different firing policies. A new timer class inherits, from one of the system
classes, a firing policy and must specify, in the action() member function, the action to
perform at firing time. Table 4 presents the classes and the firing policy associated.

| Class | Firing policy |
Absolute Timer | At a given time.
Relative Timer | After a given amount of time.
Cyclic_Timer Cyclically, every n units of time.
Object _Timer After every activation of an active object.
Activity Timer | After every activation of an activity.
Date_Timer After every time change.

Table 4: Available timer classes.

RR n°2713
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4 Architecture and implementation highlights

4.1 Implementing active objects

The activity mechanism has been implemented with a coroutine-like facility developed at
the University of Washington [Kep93]. At the lowest level, an activity consists of a stack and
the processor context. At the programming level, an activity is an instance of the system
class Activity (Fig 5). An activity is attached to an active object and is bound to the
execution of one of its functions.

class Activity : public Temporal Obj {
protected:
Active_Obj *user; // owner of the activity
Routine func; // bounded function
public:
ActivityStatus get _status(); // status query primitive
}; // end Activity

Figure 5: Partial definition of the Activity class.

An active object is an instance of a class inheriting from the system class Active_0bj
(Fig 6). At instantiation, an activity is automatically created and bound to the execution
of the behave () function. This main activity can create and schedule secondary activities
to serve the incoming requests. The object (Fig 7) has a local scheduling list and queues for
the incoming requests and replies.

class Active_Obj : public Temporal _Obj {
protected:
Activity *main _activity; // main activity
Temporal List<Activity> *secondary activities; // list of secondary activities
virtual void sleep(); // idle-wait state primitive
virtual void terminate(); // suicide primitive
public:
virtual void behave() = 0; // main activity code
virtual void kill(); // assassination primitive
ActiveObjStatus get _status(); // status query primitive
Y // end Active_ Obj

Figure 6: Partial definition of the Active_0Obj class.
By intensively using the properties of the object oriented paradigm and by designing

a good class hierarchy, we have been able to implement active objects in an elegant and
natural way which is totally transparent to the simulationist.

INRIA
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Figure 7: Basic active object architecture

4.2 The service mechanism

From the simulationist point of view, a service call to a station is a function call to the
object simulating the station. The PROSIT pre-processor transforms the function call into
the construction and emission of a request (Fig 8). The request object holds the service
parameters and the control parameters. If the request is a synchronous one, the calling
activity will be blocked; if the object is mono-active, the object itself will be blocked.

On the receiving side, the serving object can store the request in a waiting queue or
serve it immediately. In order to serve the request, a new activity may be created. For a
synchronous request, a reply object will be sent back to the calling object at the end of the
service. The reply object holds the termination status, the current simulation date, and the
service return values, if any. The reply object will be used to reactivate the calling activity.

ACTIVE OBJECT ACTIVE OBJECT

Figure 8: Interaction mechanism

4.2.1 Syntax of a service call

In this version of the simulator we have extended the C++ function call syntax in order
to express the specific semantics of a service call (see Section 2.1.3). A service call (see

RR n°2713



16 P. Mussi, G. Siegel

Fig. 9) is always prefixed by either the sync or async keyword, indicating the synchronous
or asynchronous nature of the call. Following the function call, come the control parameters.
The control parameters are directly used to parameterize the request object”, the system is
then fully extensible. See Fig. 10 for a small code example.

Service call syntax

{ :|—| function call —=[control parameters}— G )—

Control parameters syntax

VN
)

O panes e | - ([ _pareias | (1=

Figure 9: Syntax of a service call.

sync stationl->service(23) :priority(20), :max_ service _time(78);

async station2->another_service();

Figure 10: Exemples of service call.

For the exception mechanism used in the request termination status notification (see
Section 2.1.3), we use the standard C++ syntax (see Fig. 11). The PROSIT pre-processor
can also automatically incorporate in the code the exception handler, but in that case, the
associated action will be a default one (ex: suicide of the receiver).

try {
sync stationl->service(23) :priority(20);

catch (Service_Exception &exception) {
// code for a non completely served request

Figure 11: Exception mechanism.

"Bach control parameter is applied as a member function call on the request object.

INRIA
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4.3 Overall control and time management
4.3.1 Program execution mode

The main PROSIT program supports two different execution modes:

e the mono-activity mode, which corresponds to the execution of the main() function.
The creation and initialization of the model and post-mortem analysis are performed
in this mode.

e the multi-activity mode, during which the simulation itself runs.
We switch from mono to multi-activity mode when running the kernel; when the simulation
finishes, the program returns in mono-activity mode.
4.3.2 Hierarchical control

We have designed a two—level hierarchical control: at the top level, the kernel main loop,
in which the kernel manages the reactivation of active objects, and at the object level,
the main activity loop, in which the main activity manages the reactivation of secondary
activities (Fig 12).

Mono-Activiy mode Multi-Activity mode
main() Active Object main

Kernel main loop activity loop

-

) ’ - Select Activity
kernel->run() / B Select ACI'V?—ObJ : - Activate Activity
| - ARG ) - Reschedule Activity
! - Reschedule Active_Obj or
-manage requests/
| replies

r----

Figure 12: Overall control.

4.3.3 Time management

Each active object or activity has a clock indicating its reactivation time. The kernel ex-
tracts, from the scheduling list, the active object with the smallest clock, advances its own
clock to the time indicated by the object and reactivates it (in fact it reactivates the main
activity of the object). If the object is a multi-active one, the main activity can either:

RR n°2713
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¢ serve waiting requests (creating new secondary activities),

e reactivate blocked (if the reply object is arrived) or working (if the requested delay
has elapsed) secondary activities.

5 Conclusions and future work

During this first step of PROSIT development, we have validated and precisely specified the
modelling process for both the final user and the component programmer. We have now a
completely specified simulation model and a sequential prototype.

We now focus our investigation in two directions. First, we are working on libraries for
different modelling paradigms (Petri nets, task graphs, etc.) and on external components
(statistical analysis tool, animation, traces, etc.). Secondly, we are studying the problems
arising when distributing the execution of the active objects (modification of the synchroni-
zation algorithms, model partitioning, active object migration, load balancing, etc.).
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A Simulation example

In this appendix, we give a short exemple of a supermarket simulation (Fig 13). In Sec-
tion A.1, the model is coded in the customer architecture, and in Section A.2 it is coded in

the server architecture.

Office

T Information
L

entrance counter cashier

Figure 13: The supermarket model.

A.1 The customer architecture

=
active customer

GO

Figure 14: Flow of control in the customer architecture.

QD

The Door class

class Door : public Server_Normal<FIF0> {
protected:

Random *service_distribution;
public:

void use() { wait((*service_distribution)()); };

Door(int nb_server,Random *distribution):Server_Normal<FIF0>(nb_server) {
service_distribution=distribution;
};
};
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The Counter class

class Counter : public Server_Normal<FIF0> {
protected:
Random *service_distribution;
public:
void take(int nb_articles){
for(int i=1;i<=nb_articles;i++)
wait ((*service_distribution)());

};

Counter (Random *distribution) : Server_Normal<FIF0>(100) {
service_distribution=distribution;
};
};

The Cashier class

class Cashier : public Server_Normal<FIF0> {
protected:
Random *service_distribution, *price_ok;
Office *superviser;
public:
void pay(int nb_articles){
for(int i=1;i<=nb_articles;i++)
if ((*price_ok) ())
wait ((*service_distribution)());
else
sync superviser->ask_price();
wait ((*service_distribution)());

};

Cashier(0ffice *o,Random *distribution) : Server_Normal<FIF0>(20) {
service_distribution=distribution;
superviser=o;
price_ok=new Binomial(1,0.9, new MLCG);
};
}s

The Office class

class 0ffice : public Server_Normal<FIF0> {
protected:
Random *service_distribution;
public:
void ask_price() { wait((*service_distribution)()); 1} ;

RR n°2713
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0ffice(Random *distribution) : Server_Normal<FIF0>(1) {
service_distribution=distribution;
};
};

The Source class

class Main_Source : public Source<Client> {
protected:
Door *in, *out;
Counter *counter;
Cashier *cashier;
Random *nb_articles_distribution;
public:
Main_Source((Random *intergeneration, Door *in_, Door *out_, Counter *counter_,
Cashier *cashier_) : Source<Client>(intergeneration){
in=in_;
out=out_;
counter=counter_;
cashier=cashier_;
nb_articles_distribution=new Uniform(3,20, new MLCG);
};
protected:
bool stop_condition() {
return((total_population()>=1000) || (get_time()>=20000));
};
virtual void customer_init(Client *customer) {
customer->entrance_door = in;
customer->exit_door = out;
customer->visited_counter = counter;
customer->used_cashier = cashier;
customer->nb_articles = (int)floor((*nb_articles_distribution)());
};
};

The Customer class

class Client : public Active_Customer {
public:

Door *entrance_door,*exit_door;

Counter *visited_counter;

Cashier *used_cashier;

int nb_articles;
public:

Client (Time t) : Active_Customer(t) { };
protected:
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void body(){
sync entrance_door->use();
sync visited_counter->take(nb_article);
sync used_cashier->pay(nb_article);
sync exit_door->use();
};
};

The main program
Kernel *kernel = new Kernel;
main() {

Office *superviser_office = new Office(new Uniform(2,4, new MLCG));

Door *in = new Door(20,new Uniform(1,2, new MLCG));
Counter *counter = new Counter(new Uniform(1,2, new MLCG));
Cashier *cashier = new Cashier(superviser_office,new Uniform(0,1, new MLCG));
Door *out = new Door(20,new Uniform(1,2, new MLCG));
Main_Source source(new Uniform(0,0.5, new MLCG), in, out,
counter,cashier) ;

kernel->set_max_simulation_time(50000000) ;
kernel->run();

A.2 The server architecture

oo B> (oo D (o
/ information
/7
Con oo om0

Figure 15: Flow of control in the server architecture.

The Door class

class Door : public Routing_Server_Normal<FIF0> {
protected:

Random *service_distribution;

Routing_Server *next;
public:
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Door(int nb_server,Random *distribution,
Routing_Server #*mnext_):Routing_Server_Normal<FIF0>(nb_server) {
service_distribution=distribution;
next=next_;
};
protected:
void route_customer(Passive_Customer *cl){ async next->receive_customer(cl); };
void service(Passive_Customer *cl){ wait((*service_distribution) ()); I};

};

The Counter class

class Counter : public Routing_Server_Normal<FIF0> {
protected:
Random *service_distribution;
Routing_Server *next;
public:
Counter (Random *distribution,Routing_Server *next_)
Routing_Server_Normal<FIF0>(100) {
service_distribution=distribution;
next=next_;
};
protected:
void route_customer(Passive_Customer *cl){ async next->receive_customer(cl) };
void service(Passive_Customer *cl){
Client *client = dynamic_cast<Client*>(cl);
for(int i=1;i<=client->nb_articles;i++)
wait ((*service_distribution)());

};

The Cashier class

class Cashier : public Routing_Server_Normal<FIF0> {
protected:
Random *service_distribution,price_ok;
Routing_Server *next;
0ffice *superviser;
public:
Cashier(0ffice *o,Random *distribution,
Routing_Server *next_):Routing_Server_Normal<FIF0>(20) A{
service_distribution=distribution;
superviser=o;
price_ok=new Binomial(1,0.9, new MLCG);
next=next_;
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protected:

void route_customer(Passive_Customer *cl){ async next->receive_customer(cl); };

void service(Passive_Customer *cl){
Client *client = dynamic_cast<Client*>(cl);
for(int i=1;i<=client->nb_articles;i++)
if ((*price_ok) ())
wait ((*service_distribution)());
else
sync superviser->ask_price();
wait ((*service_distribution)());
};
};

The Office class

class Office : public Server_Normal<FIF0> {
protected:
Random *service_distribution;
public:
void ask_price(){ wait((*service_distribution)()); };
Office(Random *distribution):Server_Normal<FIF0>(1) {
service_distribution=distribution;
};
};

The Terminus class

class Terminus : public Sink {
protected:
void service(Passive_Customer *cl){};

};

The Source class

class Main_Source : public Routing_Source<Client> {
protected:

Routing_Server *next;

Random *nb_articles_distribution;
protected:

bool stop_condition(){

return((total_population()>=1000) || (get_time()>=20000));

};

virtual void customer_init(Client *customer) {

customer->nb_articles = (int) floor ((*nb_articles_distribution)());
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};

virtual void route_customer(Passive_Customer *cl) { async next->receive_customer(cl); };
public:
Main_Source(Random *intergeneration,Routing_Server *next_)
: Routing_Source<Client>(intergeneration){
next=next_;
nb_articles_distribution = new Uniform(3,20,new MLCG);

};
};

The customer class

class Client : public Passive_Customer {
public:
int nb_articles;

Client(Time date): Passive_Customer (date) {};
};

The main program

Kernel *kernel=new Kernel;

main() {
0ffice *superviser_office = new Office(new Uniform(2,4,new MLCG));
Terminus *sink = new Terminus;
Door *out = new Door(20,new Uniform(1,2, new MLCG),sink);
Cashier *cashier = new Cashier(superviser_office,new Uniform(0,1, new MLCG),
out);
Counter *counter = new Counter(mew Uniform(1,2, new MLCG),cashier);
Door *in = new Door(20,new Uniform(1,2, new MLCG),counter);

Main_Source source(new Uniform(0,0.5, new MLCG), in);

kernel->set_max_simulation_time(50000000) ;
kernel->run();
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