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Linéarisation dynamique des systémes a deux
commandes et quatre états, affines en les commandes

Résumé : Dans cet article, on considére un systéme commandé affine en la com-
mande dont 1’état vit dans IR* et la commande dans JR?>. On donne des conditions
nécessaires et suffisantes pour que ce systeme soit linéarisable par retour d’état dy-
namique avec la restriction que les “sorties linéarisantes” doivent ne dépendre que
de Détat et de la commande. Ceci fournit aussi des conditions pour les systémes
non-affines dans IR®.

Mots-clé : Linéarisation par feedback dynamique, sorties linéarisantes, petites
dimensions, platitude différentielle.



Dynamic linearization of systems in IR* with two inputs 3

1 Introduction

A deterministic finite dimensional nonlinear control system

T = f(z,u) (1)

where the state x lives in IR", the control u lives in IR™, and f is smooth —smooth
means C* in this article— is said to be locally static feedback equivalent around (T, )
to another system

z = f(Z,?)) (2)
around (z,7) if there exists a nonsingular feedback transformation, i.e. two maps
u = afz,v)
’ 3
v = 6(2) )

such that (z,v) — (¢(2),a(z,v)) is a local diffeomorphism sending (Z,7) to (Z,a),
that transforms (1) into (2). The interest of feedback equivalence is that the trans-
formation (3) allows one to convert the solution to a certain control problem for
system (1) to the solution of a similar control problem for system (2). It is clear that
(germs of) static feedback transformations form a group acting on (germs of) sys-
tems, and that static feedback equivalence s an equivalence relation. This feedback
equivalence has been very much studied, see for instance [5, 3, 15]. Classification of
control systems modulo this equivalence is of course a very ambitious and difficult
program, almost out of reach. A more restricted problem is the one of describing
the orbits of controllable linear systems, i.e. systems of the form Z = Az 4+ Bv with
(controllability) the columns of B, AB, A2B, A3B, ... having full rank. This problem
is known as static feedback linearization, and has been completely solved : in [17, 13],
some explicit conditions are given for a general nonlinear system to be locally static
feedback equivalent to a controllable linear system.

A dynamic feedback, or dynamic compensator, as opposed to static, is one where,
the “new” and “old” controls u and v are not computed from one another by simply
static functions, as in (3), but through a dynamic system which has a certain state

¢

u = 04(:13,5, 1})
§ = 7($;£,U) (4)
z = ¢($,f) ’

where ¢ lives in IR®, £ > 0, and ¢ is a (local) diffeomorphism of IR"*¢. (z,v) may be
viewed as the “input” of the control system, and (u,z,£), or (u, X) a its “output”.
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4 Jean-Baptiste Pomet

Clearly, (4) allows one to transform system (1) into a system like (2). However,
contrary to the case of static feedback, the dimension of the state of the transformed
system (2) is strictly larger than the dimension of the state of the original system
(1), and for this reason, it a priori difficult to say what an “invertible” dynamic
feedback “transformation” can be. One may however, following [7], state the problem
of dynamic feedback linearization as the one of deciding when a system (1) can
be transformed via a dynamic feedback (4) into a linear controllable system. The
problem of deciding if a given system is dynamic feedback linearizable is much more
difficult than the one for static feedback and is still open... In [7], where a general
panorama and further references on dynamic feedback linearization from the point of
view of compensators (4) can be found, some interesting results are given : a single
input system (u € IR), at a regular point in a certain sense, is dynamic feedback
linearizable if and only if it is static feedback linearizable, a necessary condition
for dynamic feedback linearizability at a point (x,u) = (Z,0) is that the linear
approximation of the system be controllable, a controllable system which is affine in
the control —i.e. the right-hand side of (1) is affine with respect to u— and such
that the dimension of the state is larger than the dimension of the control by at most
one —if they are equal, the system is of the form & = v modulo a static feedback—
is dynamic feedback linearizable, and some sufficient conditions are also given, but
they have the annoying drawback of not being invariant by static feedback...

As seen above, the case of systems with one control is completely understood
(outside singularities), so that the nontrivial cases have at least two controls, and
then the state must have dimension at least 3 —if it is 2, the system is £ = u modulo
static feedback— but if the system is affine the case of 3 states is already known
because it exceeds the number of controls by one only. The case of non-affine systems
with a three dimensional state is considered in section 6, but most of the paper is
devoted to the case of affine systems with two controls and a state of dimension 4,
i.e. systems

T = X()(x) + ule(x) + UQXQ(.CII) (5)

where 2 € IR* and u; and uy are in R (u = (ug,us)). Xo, X1 and Xy are smooth
vector fields in IR*. Smooth means C™ in this article.

Of course, since it is the simplest non-trivial case, the problem of dynamic feed-
back linearization for the four dimensional system (5) has already been studied. In
[18], based on the results from [7], some sufficient conditions on X, X7 and X5 are
given. The main drawback of these results is that they are not invariant by static
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Dynamic linearization of systems in IR* with two inputs 5

feedback, and that they are only sufficient conditions. They are contained in the
results of the present paper.

Rather recently, some conceptual progress has been made on dynamic equiva-
lence and dynamic linearization, initiated in [19, 8, 9]. In [19], a restricted class of
compensators (4) is studied, called endogenous dynamic feedbacks, they are exactly
these that should be called “invertible”. They are the compensators (4) such that, by
differentiating relations (1) and (4), it is possible to express ¢ and v as functions of
Z, u, U, and a finite number of time-derivatives of u. The compensator (4) may then
be replaced by some formulas giving z and v as functions of (x,u,, 1, ... ), which
is “invertible” by some formulas giving x and w as functions of (z,v,7,?,...). On
the other hand, the notion of differential flatness for control systems is introduced in
[19, 8, 9], as roughly speaking, existence of m —two for system (5)— functions of z,
u, % and a finite number of time-derivatives of u which are differentially independent
(the jacobian of any finite number of these functions and their time derivatives has
maximum rank) and such that both x and u can be expressed as functions of these
m functions and a finite number of their time-derivatives. These functions are called
linearizing outputs, or “flat outputs”. It is proved there that differential flatness is
equivalent to equivalence by endogenous dynamic feedback to a controllable linear
system. In the differential algebraic framework of [8, 9], flatness is defined as the
differential field representing the system being non-differentially algebraic over a pu-
rely transcendental differential extension of the base field, and the linearizing output
is a transcendance basis. Of course, the linearizing outputs are then “restricted” to
be algebraic. With a suitable definition of endogenous dynamic equivalence between
differential fields, it is proved that differential flatness is equivalent to equivalence by
endogenous dynamic feedback to a controllable linear system.

In [16], a notion of dynamic equivalence in terms of transformations on “trajec-
tories” of the system is studied; different types of transformations are defined there
in terms of infinite jets of trajectories, for smooth systems, one of them is proved
there to be exactly the one studied here. propoerty of “freedom” is introduced that is
close to differential flatness and is proved to be equivalent to equivalence to a linear
system.

Of course, there are some recent and interesting results and points of view on
dynamic feedback equivalence and dynamic feedback linearization, like [27] and sub-
sequent works that make a link between dynamic feedback linearization and the
notion of absolute equivalence defined by E. Cartan for pfaffian systems, that we do
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6 Jean-Baptiste Pomet

not develop here. See [1, 2|, and also [10, 7|, for a more complete panorama and list
of references.

There was a need to develop a geometric framework for the invertible transfor-
mations that represent dynamic feedback. This was done recently by the author in
[23] and independently by the authors of [8, 9, 19] in [11, 12]. In these papers, an
(infinite dimensional) differential geometric approach, based on infinite jet spaces, is
used, and the transformations described above may be seen as a particular case of
infinite order contact transformations, or Lie-Backlund transformations used in the
“geometric” study of differential systems and partial differential relations. [23] and
[11, 12] are quite similar in spirit although [11, 12] is more general and more formal,
and tends to give as a conclusion that systems (1) is not a general enough class of
system for control theory, whereas [23| defines everything in coordinates with the
aim of developing the “sufficient” framework to use classical tools from differential
calculus for the study of dynamic feedback. Here, we shall adopt the notations from
[23]|, which are summed up in section 2. Roughly speaking, to a system (1), one
associates the “manifold” where some coordinates are x,u, @, @, u(®, ..., and the vec-
tor field F = f& + a2 +ii2 + - on this infinite dimensional manifold. The Lie
derivative along this vector fields is the “time-derivative” along the system (5), and
we often write % instead of Lr. An m-uple of smooth functions from this manifold
to IR (smooth means depending only on a finite number of variables) is a system of
linearizing outputs if and only if these functions, together with their Lie derivatives
of all order along F' form a system of local coordinates. Endogenous dynamic feed-
back transformations are local “diffeomorphisms” between two such manifolds (they
mimic the transformations defined in [19]). In this framework, a linearizing output is
a m-uple of functions (of x,u, @, %, u®,...) such that these and all their derivatives
along the vector field representing the system are a set of local coordinates (this is
recalled more precisely in section 2), and their existence is necessary and sufficient
for linearizability by endogenous dynamic feedback, see [23] or section 2 fore details.

The problem of deciding endogenous —actually, a proof of necessity for general
dynamic feedback is announced in [11, 12]— dynamic linearizability is then the one
of deciding existence of a system of linearizing outputs.

The first difficulty is that there is no known a priori bound on the number of
time-derivatives of the input the linearizing outputs should depend upon (similarly, in
the “dynamic compensator” approach, there was no a priori bound on the dimension
of £ in a compensator (4) that would transform a given nonlinear system into a linear
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Dynamic linearization of systems in IR* with two inputs 7

system if such a compensator exists). Even for four-dimensional systems (5), no such
bound is known.

If such a bound K were known, some PDEs might be written for a m-uple of
functions of (x,u,1,...,ul)) to be linearizing outputs, and it would then be in
principle possible to decide, via formal integrability algorithms, if these PDEs have
solutions, and this would provide necessary and sufficient conditions for existence
of linearizing outputs depending on (z,u,,. .. ,ulK )), i.e. for existence of general
linearizing outputs, i.e. for endogenous dynamic feedback linearizability. Even if
the bound K is not known, one may look for the conditions under which there
exists some linearizing outputs depending on (z,u,, ... ulK )) for some arbitrarily
fixed K... when such linearizing outputs exist, the system is of course linearizable,
but these PDEs have no solutions, it only means that there is no linearizing out-
puts depending on (x,u,ﬂ,...,u(K))... but there might exist some depending on
(z,u,, ..., ulF)), u(K+D),

In this paper, we do not address the difficulty of finding a bound K, so that we
do not obtain necessary conditions for endogenous dynamic linearizability of (5). We
“only” (but it is not so easy technically) give necessary and sufficient for existence
of linearizing outputs depending on z and u for the small dimensional system (5).
We call z-dynamic and (z, u)-dynamic linearizability existence of linearizing outputs
depending on u or on (z,u), so that we given necessary and sufficient conditions for
x-dynamic linearizability and (z,u)-dynamic linearizability.

Of course, this could in principle be done according to the above mentioned
method : write the PDEs that two functions of x (resp. of (z,u)) must satisfy in
order to be linearizing outputs, and use formal integrability conditions. However,
the PDEs for z-dynamic linearizability or (z,u)-dynamic linearizability in arbitrary
coordinates may be written, but are very complicated and huge, involving many
cases, and applying formal integrability criteria (differential elimination) to these,
even using computer algebra on a big computer is out of question seen the size of
the equatiouns.

In the case of z-dynamic linearizability however, using some normal forms modulo
static feedback and working in appropriate coordinates, it is possible —and we do
it here— to treat all the simple cases, and to find some necessary conditions for
integrability in the remaining case that will suffice here.

For (z,u)-dynamic linearizability, even using some normal forms under static
feedback to write the PDEs are huge, and even using symbolic calculation computer
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8 Jean-Baptiste Pomet

programs, they are not tractable. What we do in this case is writing some different
equations : we use the fact that there exists two differential forms (these from the
infinitesimal Brunovsky form introduced in [1, 2, 24], not necessarily exact, that,
except exactness, have all the properties the differentials of some linearizing outputs
must have, and we do not write PDEs on the linearizing outputs, but —following
[1, 2, 24]— on the coefficients of transformations on pairs of forms that would preserve
these properties and would render the forms integrable. It turns out that doing so
and keeping in mind the meaning of the equations, we are able to derive conditions
using only first order integrability conditions, i.e. Frobenius theorem. Note however
that the computations are still heavy and require the use of computer algebra. It
would be interesting to know whether it is general that [2, 1| provides a method to
write the equations for linearizing outputs in a more tractable manner.

The paper is organized as follows. Section 2 precises the above definitions of
what is intended here by feedback linearization, and then proceeds to recall some
results from [23, 2|. In section 3, we apply these results to derive some necessary and
sufficient conditions for z-dynamic linearization, and in section 4 for (x,u)-dynamic
linearization. Section 5 presents an illustrative example. Section 6 shows that,
thanks to a necessary condition given in [25], all non affine systems in IR® which
are dynamic feedback linearizable may be transformed to an affine system (5) by
a simple dynamic extension. Section 7 is devoted to the proofs ; the Appendix is
devoted to some basic facts on pfaffian systems.

2 Statement of the problem

2.1 Static Feedback

A static feedback transformation followed by a change of coordinates on z may be
seen as a local transformation on (z,u) of the form (z,v) = (é1(x), d2(x,u)) where
¢1 is a (local) diffeomorphism and 65% is invertible.

Since we are only concerned with systems like (5) where the controls appear
linearly, we shall only consider affine static feedback. A local affine static feedback
transformation is defined locally by :

(Z;) = a(x>(jj;) + fla) (©)

INRIA



Dynamic linearization of systems in IR* with two inputs 9

with a(z) an invertible 2 x 2 matrix and §(x) a vector, both depending smoothly in
x. It transforms system (5) into

i = Xo(z) + wiXi(x) + upXy(x)

Xo = Xo + AiXi(z) + B Xy
with X1 = an X1 + a1 Xy
Xy = apX; + anXs

A system is static feedback linearizable if and only if it may be transformed
by such a transformation into a system which, in some coordinates, reads like a
controllable linear system z = Az + Bv in IR* with two inputs; these linear systems
are all, modulo a linear feedback —like (6) with o and § constant— and a linear
change of coordinates, of the form (a) or (b) below

T1 = X9 T1 =Ty
.itQ = I3 :iTQ = Ul
. b .
OR S OR S (7)
T4 = Uy T4 = U

which are the two Brunovsky canonical forms for controllable linear systems with
two inputs and four states, see [4]. Static feedback linearizable systems are a parti-
cular case of z-dynamic linearizable (and hence (z,u)-dynamic linearizable) systems
because (x1,x4) for the form (a), and (x1,xz3) for the form (b) may be chosen as a
pair of linearizing outputs.

Static feedback will also be used in the present paper to give some simple “normal”
forms modulo this transformation and a change of coordinates on = of the systems
considered for each case, or set of conditions, see (33), (34), (36), (37), (39), (45),
(61), (67).

2.2 Linearizing Outputs and Endogenous Dynamic Linearization

Here we sum up some notations from [23, 2|, and explain quickly dynamic linea-
rization in this infinite dimensional geometric framework, the aim being to define
linearizing outputs properly. The infinite dimensional framework is only a rather
convenient way of manipulating functions which depend on a finite but a priori unk-
nown functions, and it allows to say the transformation by dynamic feedback are
“diffeomorphisms”.

RR n~°2751



10 Jean-Baptiste Pomet

We call generalized state manifold for system (1) with n states and m inputs
the “infinite dimensional manifold” M72™ where some coordinates are (xy,..., 2,
ULy e ey Upnyy Ulyen ey Upmy Ulyneny Umyennne- ). It is the projective limit of the finite
dimensional manifolds M}", K > —1 with coordinates (z1,...,Zn, U1,--.,Um,
Ulyenes Uy - ,ugK),...,u%()) —when K = —1, this means (x1,...,2,)— and we
have the obvious projections 7 from MZ™ to ME" :

TR(T1 o Ty UL oo Uy o ee - ) = (xl...xn,ul...um,...ugK)...u%()). (8)

The topology is the product topology, the least fine such that all these projec-
tions are continuous, i.e. an open set is always of the form 73'(O) with O a (fi-
nite-dimensional) open subset of M}". In particular when a property holds locally
around a point (x,u, w, i, u® L ), it means that it holds on a neighborhood of
this point, i.e. for points whose first coordinates (an unknown a priori but finite
number) are close to these of the original point, but with no restriction on the remai-
ning coordinates. Actually, we will often say “in a neighborhood of (z,u,...,u¥))”
to indicate that the value of (wF+1) w(K+2) ) does not matter, i.e. the neigh-
borhood is of the form 7' (O) with O a neighborhood of (z,u, ...,u)) in MP".

Smooth functions are functions of a finite number of coordinates which are smooth
in the usual sense. Differential forms of degree 1 are finite linear combinations :
atydwy + -+ +a"day, + a(l)dul +-oFagtdug, +. .o+ a%dugn +-+ a}”duﬁr{) where
the ag ’s are smooth function. Forms of any degree may be defined similarly. Vector
fields are (possibly infinite) linear combinations b' ; 3%1 +--+ 0" % + b(l)% +-- 4
b()”% + b%a%l + -+ b’f% + ---. Note that this infinite sum is only symbolic.
There is no notion of “convergence” here since a vector filed may be defined as a
derivation on smooth functions, which, by definition depend only on a finite number
of variables, so that the sum becomes finite when computing the (Lie) derivative
of a smooth function along this vector field. Lie Brackets, exterior derivative, Lie
derivatives and all objects from usual differential calculus may be defined because
they (or each of their components) may all be computed finitely and depend on a
finite number of variables; all identities from differential calculus are valid (any given
such identity really involves only a finite number of variable).

A diffeomorphism is a mapping ¢ from M™" to M7 which is invertible and
such that ¢ and ¢! are smooth mappings, in the sense that, for any smooth function
h from M™7" to IR, ho is a smooth function from M™" to IR, and for any smooth
function k from M™" to IR, ko ¢! is a smooth function from M™? to IR.

INRIA



Dynamic linearization of systems in IR* with two inputs 11

Let us come back to the small dimensional system (5). We associate to it the
following vector field on M2 :

0 0 0
F = X X X ] — g — ] —— el 9
0 + w1 X1 + u 2+u18u1+u28u2+u18111+ (9)
The Lie derivative along this vector field it the “time-derivative” along system (5). It
is the derivation of the differential algebraic approach in [8, 9, 19, 10]. It will often
be denoted % instead of Lp.

Here is the definition of linearizing outputs that we shall use. It is the one
from [2], and is equivalent to the notion originally given in [8, 9, 19]. Existence of
some linearizing outputs is called “differential flatness” in [8, 9, 19].

Definition 2.1 ([2]) A pair of functions (h1,hs) on M is called a pair of lineari-

zing outputs on an open subset U of M if the functions (L%hk)ke{l 2).50 are a
b} 5‘7_

set of coordinates on U, i.e. if X — (L%hk(/\f'))ke{l 2)i30 1s a diffeomorphism from
b ’]_

U to an open subset of R*™ = M20. It is said to be a pair of linearizing output at
point (T, 0,1, ..., a")) with J > —1 (when J = —1, this stands for ) if it is a pair
of linearizing output on an open set U of the form 7371 (Uy) (see (8)) where Uy is a
neighborhood of (%, 4,1, ...,a")) in M3’4, i.e. IR?7HS,

We do not ignore singularities here, and this is the reason for the open set U.
Some functions hq and ko, defined all over IR* x IR? might very well satisfy the above
property around some points and not around some others. It is even not true that
one may take in general J = K : we shall see, for example (section 5), that for two
functions hi(z,u) and ho(z,u) depending on x and u only (i.e. K = 0), which are
linearizing outputs “generically” (say around any points in an open dense set), it is
possible (it is even the general case) that for all pair (x, u), there is a value of % such
that these functions are not linearizing outputs at this point —because the functions
hg ), k =1,2, 7 > 0 are not independent for these values of x, u and 74— and therefore
J has to be taken at least equal to 1.

Let us explain very quickly (it is not really necessary for the sequel, and can be
found in [23, 2] for instance) what is endogenous feedback in this framework, and
why existence of linearizing outputs is necessary and sufficient for linearizability by
endogenous feedback. We call canonical linear system with two inputs the

RR n~°2751



12 Jean-Baptiste Pomet

vector field

C i_{_ i_|_ i_}. i_i_ (3) 9
=0 T 50, TV TP, T By,

on the manifold M%? where some coordinates are vy, vs, 01, V9, 91, V2, - - --

Any controllable linear system with 2 inputs can be (globally) transformed a
diffeomorphism into the “canonical” linear system on M2 see [2]. For instance,
for the first case in (7), the diffcomorphism is given by v; = x1, 11 = x9, 1 =

3) _ (4) _

x3, V1 =Up, vy =Ui,...,V3 = Ty, Vg = ug, Uy = Ug,.... Hence, system (5) is said
to be locally linearizable by endogenous dynamic feedback, or simply endogenous
dynamic linearizable at X € M2%? if and only if there is a diffeomorphism ¢ from
an open neighborhood of X in M2 to an open set of M2 which transforms the
vector field F defined in (9) into the vector field C' on M20. Such a diffeomorphism
defines two functions h1 = v o ¢ and hy = v2 0 ¢ on M2 which have the property
that all their Lie derivatives L}.hy are transformed by the diffeomorphism into the

(9) , which implies that the functions L whi are locally a set of coordinates

on MZ%%; conversely, if two functions exists which have this property, it is very easy
to build a diffeomorphism from M2 to M%0 which transforms F into C.

coordinate vy

We now focus on deciding whether some linearizing outputs exists. Actually, we
shall only be able to decide when there exists some depending only on x, or only on
x and u, and we call the corresponding properties “z-dynamic linearizability” and
“(x,u)-dynamic linearizability” :

Definition 2.2 System (5) is said to be (x,u)-dynamically linearizable at the
point X = (z,4,... ,ﬂ(‘])) if and only if there exists a pair of linearizing outputs
(h1,ha) that depend on x and w only on an open set 71']}1(?), a pair of linearizing
outputs depending on x and u only. It is said to be x-dynamically linearizable if
these linearizing outputs depend on x only.

One might also define some less and less restrictive properties : “(x, u, %)-dynamic
linearizability”, “(z, u, %, it)-dynamic linearizability”... which would allow the lineari-
zing outputs to depend on more and more time-derivatives of u, and whose “union”
is endogenous dynamic linearizability. Of course, a very interesting question is to
know whether, for a given system, there exists a bound K, depending on some simple
characteristics of this system such that if it is dynamic linearizable at all, then it is
(z,u, 1,1, ...,u))-dynamic linearizable. Even for systems of the form (5), this is
the subject of ongoing research.

INRIA



Dynamic linearization of systems in IR* with two inputs 13

2.3 (Non-) accessibility

In some cases, we shall conclude that there exists no linearizing outputs for system
(5) because the vector fields X; are such that is is not accessible. Since we shall only
work at regular points, non accessibility means (with the dimensions as in (5)) that
there exists one function y, or two functions y1 and x2, such that x = ¢(x) for some
function ¢, or x; = wi(x1,Xx2), ¢ = 1,2 for some functions ¢; and ps.

In that case, there may not exist a pair of linearizing outputs. Indeed, if there are
some linearizing outputs (h1, hg), dx1 and dy, are independent linear combinations
of the dhgc]), k=1,2,0<j < Jfor a certain J > 0 —or dy is a nonzero linear
combination of these— and then x; = ¢;(x1,Xx2), ¢ = 1,2 —or x = ¢(x)— would
imply that the forms {dhg), k€ {1,2},0 < j < J+ 1} would not be linearly
independent, which would contradict the fact that (hq,h9) is a pair of linearizing
outputs.

2.4 The infinitesimal Brunovsky form

The following sequence of modules (over smooth functions) of 1-forms and of vector
fields is defined in [2] or in [1]. Recall that & stand for Lrw, the Lie derivative along
the vector filed F' defined in (9) of the differential form w.

Ho = Span{dzi,dxs,dzs,dzys, duy,dus } )
Hiy = Span{dzi,dzy,dzs,dzy }

Hip1 = {weHy, w=LpweH} ’ (10)
7-[oo - ﬂHka
k y,
DO = Span{au7 3uv 3(3)7"'} )
D = S g
1 pan{&u’ du >’ i 8u(3)’ }
Dyy1 = Dy + [F, Dy ( (11)

D = Y Dy
k
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and, since the Dy’s are “infinite-dimensional”, we define for each of them its “a%
part” :

g 0 0
8581 ’ 3:11’2 ’ 85837 3:11’4
which makes the vector space spanned at a point by ﬁk finite-dimensional, and also
yields

Dy = Di N Span{ }, k>0 (12)

D, = ﬁk @& D . (13)

A point where the rank of all the modules @k, or more precisely the rank of the
corresponding distributions all the distributions are constant in a neighborhood is
called Brunovsky regular.

We have the following relation between the H;’s and the Dy’s, where D' stands
for the annihilator of the module of vector fields D, and vice-versa : H+ = { X, Vw €
H, (w, X) =0} and D+ = {w, VX € D, {(w, X) = 0}.

Proposition 2.1 ([2]) All the modules Dy and Hy, are invariant by static feedback,
and for oll k, around Brunovsky-regular points, i.e. points where the rank of the
distribution spanned by Dy is constant,

Dif = Hp and Hy = Dy, (14)

The proof is in [2] and is a simple application of the identity

(w,X> = <LFW7X>
= Lp{w, X) — (w, [F,X])
= Sl X) - (, [RX). (15)

The first distributions in Dy’s are given by

7:5\1 = {O} )
D2 = Span{Xl, XQ}
Dy = Dy + [Xo+w X1 +usXy, Dy (16)

Span { X1, Xy, [Xo, X1] — u1[X1, Xo], [Xo, Xo] + ug[X1, X5] }
D4 = D3 + [XO+U1X1+U2X2,D3] .

If X; and X, are linearly independent, a point is Brunovsky-regular if and only
if these four first distributions have constant rank locally. At such a point, the ranks
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of 731, ﬁz, 733, Dy may only be (0,2,2,2), (0,2,3,4) or (0,2,4,4), and the sequence Dy
is constant afterwards, i.e. Dy, = Dy.

The following proposition is, modulo some detail, a particular case of [2, theorem
2], we however give a (simple) proof.

PropAosition 2.2 (Infinitesimal Brunovsky Form) Around a point where ﬁg, 733
and D4 have constant rank,

o IfDy, D3 and Dy have rank (2,2,2) or (2,3,3), system (5) is locally non-accessible
(see section 2.3).

o If 732, 733 and Dy have rank (2,3,4), by taking w1 a nonzero 1-form such that
753 = {wl}J_ ’ (17)

and wy a 1-form which is not a linear combination of wy, w1 and i, (Lg)wk)ke{l,z},po
is a basis of the module of differential forms on U, and more precisely {w1,w1} is a
basis of Ha, {w1,w1,01,w2} is a basis of Hi, {wl,wl,whwg ),wz,wz} s a basis of
Ho.

o If 732, 733 and D4 have rank (2,4,4), by taking for w1 and wy two linearly inde-
pendent 1-forms such that R
DQ - {WI’WQ}J_ ) (18)

(L;Z)Wk)ke{l’g}’jzo is a basis of the module of differential forms on U, and more
precisely {wi,ws, w1,wa} s a basis of Hy, {w1,ws, w1, ws, 1,02} s a basis of Hy.

o In the above two cases, the 1-forms w1 and wy may be chosen involving x only.

The term “infinitesimal Brunovsky form” refers to the fact that, with the above
choices of the 1-forms w; and wg, system (5) implies :

. 3\
((fw1 = dn
d . .
L1 = W
In case “(2,3,4)”, ¢ 4. 4
R 701 = Yiaidr; + Bridur + Bradus
1
\ %W = Y iasdx; + Bordur + [oadus
s (19)
rd .
W1 = w1
d - 4
—w] = oy ;dx; + du; + du
In case “(2,4,4)", { 41 _ _El Lidzi + fradur + fr2dus
EWQ = w2
. 4
| &0y = Ylagdz + fondur + Brpduy

RR n-° 2751



16 Jean-Baptiste Pomet

where the functions f;; are such that the 2 x 2 matrix [§;;] is invertible on a
neighborhood of (z,u). If the forms w; and ws were integrable, one might de-
fine z function of x and v function of z,u (static feedback transformation) by
dz1 = wi,dzg = wy, dzg = @1, dug = w§3), dzy = w9, dus = w9 in case “(2,3,4)”
and dz; = wy, dzg = W, duy = &1, dzg = we, dzg = W9, dug = w9 in case “(2,3,4)”,
such that (5) reads 21 = 29, 29 = 23, 23 = v1, 24 = v9 in case “(2,3,4)” or 21 =
29, 29 = V1, 3 = 24, 24 = Vy. in case “(2,3,4)” ; these are the two Brunovsky canoni-
cal forms [4] for controllable linear systems with 4 states and two inputs.

Proof of proposition 2.2 : Point 1 is a consequence of [2, theorem 1| but is almost
obvious : it is simple to see that distribution D, in case (2,2,2) is integrable because
D3 = D, for u in an open set implies that [X1, X3] is a linear combination of X; and
X, and that distribution Ds is integrable in case (2,3,3) because if it has rank 3 on
an open set, a basis of it is made of X1, X and one of [ Xy, X1], [Xo, X2] or [X1, X3],
and the fact that, for v in an open set, Dys = Ds implies that it is involutive; define
then y or x1, x2 (see section 2.3) to be some first integrals of the distribution De.

Points 2 and 3 are very similar to [2, theorem 2], except we build explicitly the
forms wy and ws. Here, it is not difficult, in the various cases, to deduce from the
constant rank of 132, 133 and D, that the rank of {wi, w1, d1,wa} or {wi,ws,wr,wa}
is constant equal to 4, and that the matrix « remains invertible on a neighborhood.
Let us just prove in detail that, in case (2,4,4), the rank of {w;,ws, w1, ws} does not
drop : if it would drop at a certain point, then there would exist a linear combination
Awi + Aewy + 1wy + pows would vanish at this point without all the coefficients
vanishing; this implies that, for i = 1,2, (A\jw1 + A2ws9, X;) would also vanish at this
point (because (w1, X;) = (wa, X;) = 0), which implies, from identity (15), that

<)\1W1 + Awsa, [X() + u1 X1 + ug Xo, Xz]>

vanishes at this point, which in turn implies that for all X in 133, (AMwr + Aaws, X)
vanishes at the point under consideration and hence that the rank of 253 cannot be
4 at this point at this point (A\; and Ay do not vanish together at this point because
wy and wy are independent).

Finally, the forms w; and w2 may always be chosen so that they involve x only
because they are defined from distributions which have this property. |
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2.5 The link with dynamic linearization

In [2] or [1], a necessary and sufficient condition for (endogenous) dynamic lineariza-
bility is given in terms of the 1-forms which yield the “infinitesimal Brunovsky Form”,
and we shall use this result here, in the restricted form for z-dynamic linearizability
and (x,u)-dynamic linearizability. Let us first give some definitions:

Let A(U) be the C*(U) algebra :

1>

A(U) Munxm (CZ(U)[LE] ) - (20)
of 2 x 2 matrices whose entries are differential operators, polynomial in the derivation
along F, i.e. of the form
+ d + a” + + a*
Po pldt det pKdt )

where the p;’s are smooth functions from U to IR (recall it means they depend only
on z and a finite number of time-derivatives of ). Elements of A(U) act in an
obvious manner on pairs of functions, or on pairs of differential forms.

A pair of linearizing outputs, as defined in definition 2.1, is obviously such
that (dL(Fj)hk)ke{l’Q}’jZO is a basis of the module of differential forms on U. Since
(L%)wk)ke{172}7j20 enjoys the same property and all the pairs of forms enjoying this
property are transformed into one another, one has, as explained in [1, 2|, that a
pair of functions (hi, hg) is a pair of linearizing outputs if and only if there exists
P in A(U), invertible in A(U), such that (dhy,dhs)” = P(wi,ws)?; also, the fact
that hy and hy depend on x and w only translates in some bounds on the degree of
the entries of P. This is explained into details in [1, 2|, and is summed up in the
following proposition :

Proposition 2.3 Let (Z,u) be a point where the ranks 0f232, Dy and Dy are constant,
and w1 and we be defined in a neighborhood of (ZT,u) as in proposition 2.2.

o If the ranks of Dy, Dy and Dy are (2,2,2) or (2,3,8), system (5) is not accessible
and therefore not dynamic linearizable.

e If the ranks of ﬁZ, Dy and Dy are (2,3,4), system (5) is x-dynamic linearizable
(resp. (z,u)-dynamic linearizable) at point (Z,4,...,a”)) if and only if there eists
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a neighborhood U of this point, and a 2 X 2 polynomial matriz P € A(U) such that

P has an inverse in A(U),

P () = () o

where the degree of the entries of the first column is at most 2 (resp. at most 3) and
the degree of the entries of the second column is at most 0 (resp. at most 1).

e If the ranks of 132, Dy and Dy are (2,4,4), system (5) is x-dynamic linearizable
(resp. (z,u)-dynamic linearizable) at point (Z, 4, ...,a")) if and only if there eists
a neighborhood U of this point, and a 2 X 2 polynomial matriz P € A(U) satisfying
(21) where the degree of the entries of P is at most 1 (resp. at most 2).

These are the characterizations of z- and (z,u)- dynamic linearizability we are
going to use in next sections. What makes them tractable is the following lemma,
which allows one to describe all the possible invertible matrices of degree 1 or 2 as
simple products of elementary matrices, at least on an open dense set.

Proposition 2.4 Let P be a 2 X 2 matriz with entries polynomaials in % with coeffi-
cients smooth functions on U, and which has an inverse Q of the same type.

o If the degree of P is 1 on an open dense subset of U (i.e. P has degree at most 1
at every point, and possibly zero on a closed set of empty interior), then there is an
open dense subset Uy of U such, for that all X € Uy, there is a neighborhood Vy, a
scalar a, and two invertible matrices (of degree 0) Jv and Ja, all smooth functions
defined on Vy, such that, on Vy,

d
P - Jl(}] “;ﬁ)JZ (22

o If the degree of P is 2 on an open dense subset of U (i.e. P has degree at most 2
at every point, and possibly 1 or zero on a closed set of empty interior), then there
is an open dense subset Uy of U such, for that all X € Uy, there is a neighborhood
Vy, scalars a, A\, a and b, and two invertible matrices (of degree 0) J1 and Jy, all
smooth functions defined on Vy, such that, on Vy, either

d, 1 —ad 1 0
P(a) = J1<0 1 pd 1 Jo (23)
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or

Pl =J1< ! °>J2 (24)

d d?

either ng(i(l))(i\(l]) 0TJ2:<;§J>. (25)

Proof of proposition 2.4 : This is a decomposition of invertible matrices as
products of elementary matrices, i.e. matrices which are

- either invertible diagonal (hence diagonal elements are of degree zero and do not
vanish),

- or permutation matrices,

- or matrices which differ from the identity only by one non diagonal entry.

The decomposition being of a special kind that will be useful.

with

Although the ring of polynomials C*°(U)[] is less simple that the one where
coefficients are constant (non commutative, it is not possible to divide by a nonzero
function at a point where it vanishes), there is a right and left euclidian division by
polynomials whose leading coeflicient does not vanish. Since euclidian division is all
that is needed to reduce an invertible matrix into a product of elementary matrices, it
will possible around points where none of the leading coefficients of the polynomials
one has to use as the divisor of a euclidian division vanish.

The particular decompositions given here are obtained by doing “elementary ope-
rations” on the columns of P. If both polynomials in the second column of P have
degree zero, then at any point one of them at least does not vanish, and dividing by
it the corresponding polynomial (degree 2) in the first column yields a degree two

polynomial —« + a% + b%Q such that

» 1 0
—atad +bd7 1

has all entries of degree zero. This yields (24) with the second expression for .Jy
in (25). If both polynomials in the second column of P have degree at most 1
with at least one of them exactly one, then at any point the leading coefficient of
this one does not vanish, euclidian division by this polynomial of the corresponding
polynomial (degree 2) in the first column yields a degree one polynomial —a + b%
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1 0
P( —oz+b% 1)

has a first column of degree zero, and then dividing by a nonvanishing element of
this first column yields a such that

1 0 1 af:
P(—a—i—b% 1)(0 1 )

has all entries of degree zero. This yields (23) with the second expression for J; in
(25). If at least one of the polynomials in the second column of P has degree 2, the,
at points where its leading coefficient does not vanish, dividing the corresponding
polynomial in the first column by this coefficient yields a function A such that

w14

has both entries in its second column of degree at most 1 (X is identically zero if the
first column of P had degree 1 or 0). The first two cases considered for P now apply

to P 0 1 ) and yields either (24) or (23), with the first expression for J in

such that

1 =X
(25).
We had to divide by at most three polynomials, the points where they vanish
without being zero on a neighborhood —if they are zero on an open set, then the

corresponding polynomial has locally a smaller degree— is closed with empty interior,
the open set Uy is its complement. [ |

2.6 Two ways of writing the equations for the linearizing outputs
Consider the problem of deciding for instance if there exists some linearizing outputs
function of x only.

The direct method consists in writing the equations for two functions h(z) and
ha(x) to be linearizing outputs. It is not difficult to see that, under the assumption
that X; and X5 in (5) or (9) are linearly independent, they are linearizing outputs
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if and only if the following two equations (which may be translated into some deter-
minants being zero) are satisfied

dhy  9hy
ou ou
Our  Ous
dh1 Bk
o owy 00
Oha  Oha 0
rank | O 0w < 2 (27)

ohy O O O
dui Ouz Our Ouz
Ohy  Bhy  Ohy  Ohy
ouq Ous ol Ous
and also the following inequality (some determinants being nonzero) :

rank{ dh1 s th ) dh1 ; th ) dh1 ; dh2 } = 6. (28)

Let us check that these are necessary and sufficient. If (hi,hs) is a pair of
linearizing outputs, the forms in (28) have to be equivalent by definition, furthermore
if the rank in (26) would be 2, it is clear that the only linear combinations of the
dhg )%s which are also linear combinations of dzy, dzo, dxs, dzs, would have all their
coefficients zero except the coefficients of dh; and dhsy, which would contradict the
fact that dzq, dzs, dzs and dzy are linear combinations of the dhg )’s, and similarly,
it may be shown that if the rank in (27) is at least 3, there cannot be more than three
independent linear combinations of the dhg )’s which are also linear combinations of
dzq, dzo, dxs, dzs. This proves that the above conditions are necessary. We shall
only use the necessary part ; to see that the conditions are sufficient, one simply
proves that they endure that dzi, dzs, dzs and dxy are linear combinations of the

dn)s.

The first two equations give some PDEs in hy and hs, and the last one an inequa-
lity. These have solutions of and only if the system is x-dynamic linearizable. The
equations (26)-(27) are more explicit using :

oh; oh;

— — Ly hi 2
A, duy, X (29)
and
S = Dxolxhi + L Lxohi + 2uIi by + up (LXk,Lthi n LXkLXk,hi)

(30)
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where k' is 2if k =1 and 1 if k = 2.

Of course the same thing may be done for linearizing outputs depending on x
and u.

We shall use this direct method only when looking for conditions for z-dynamic
linearizability (existence of linearizing outputs depending only on z).

The second solution is described in the previous sub-section : under some nonsin-
gularity conditions (being at a “Brunovsky regular” point), there exists two differen-
tial forms such that {wy,ws,w1,ws} (or {w1,w1, w1, ws} but let us consider the first
case only), these forms may be constructed explicitly, and the system is z-linearizable
or (z,u)-dynamic linearizable if and only if there exists some invertible polynomial

matrix such that
d w1
P(—
(dt) < w9 )

is made of two exact one-forms, with some bounds on the degree of the entries of
P, this is proposition 2.3. We then write some PDEs that the coefficients of the
matrix (we use the decompositions described above) have to satisfy for the above to
be true; the system is z-dynamic or (z,u)-dynamic linearizable if and only if these
PDEs have solutions.

These two methods —writing directly the PDEs a pair of functions has to satisfy
to be a pair of linearizing outputs or writing the PDEs the coefficients of the ele-
mentary matrices in the decomposition of P have to satisfy for the Pfaffian system
P(%) (w1,w2)? to be integrable— are obviously equivalent, although they lead to
different equations.

One drawback of the second method is that it needs existence of an “infinitesimal
Brunovsky form” and therefore it only works at “Brunovsky-regular” points, while
Brunovsky-regularity is not necessary for dynamic feedback linearization, see the
example in section 5. Although Brunovsky-regular points form in general an open
dense set, one cannot neglect this weakness. One might use the following trick to over-
come it : if one may find a necessary condition which is valid at Brunovsky-regular
points, and if this condition is closed, it will be necessary also at other points by
density, and sufficiency is usualkly exstablished by constructing a pair of linearizing
outputs, it may be possible to establish that they may be prolonged to non Bru-
novsky regular points, into functions which are linearizing outputs at these points
too.
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We have used the first method to give criteria for x-linearization because in the
simplest cases, referring to the infinitesimal Brunovsky form is useless since the linea-
rizing outputs may be constructed, or proved not to exist, by elementary methods
(cases 1 to 5 in theorem 3.1), and it avoids the problems arising from Brunovsky regu-
larity (for instance case 6 should have been splitted into two cases depending whether
(53) holds or not because this corresponds to different infinitesimal Brunovsky forms
(second and third points in proposition 2.2). However, in the non elementary cases,
the core of the proof at Brunovsky regular points, i.e. if one is only interested in “ge-
neric” points for exemple, would be simpler using the infinitesimal Brunovsky form,
as seen in the sketch of an alternative proof of point 6 of theorem (3.1) proposed in
section 7.1.

To test for (x,u)-linearizability, we were not able to use the direct method, and
we use the second one based on infinitesimal Brunovsky form. It turns out that
the first one yield rather huge PDEs in the linearizing outputs while the second one
gives some PDEs that, though heavy computations are needed, may be handled by
elementary methods.

In general, this second method yields equations that may be considered more
geometrically, but it is not clear that they may, in general (higher dimensions, more
derivatives of the controls... ), be solved in such a simple way.

3 z-dynamic linearizability

We define the following distributions

Ay = Span{ Xy, X5}

Moy = Ay + [AQ,AQ] = Span{Xl, X5, [Xl,Xg]}

My Mo + [Mo, M) (31)
Span { Xl ; X2 , [Xl,Xz] , [Xl, [Xl,Xg]] s [X2, [Xl,XQ]] }

Ag = Span{Xl, Xz, [Xl,Xz], [X(),Xl], [X(),XQ]}

We will only study the situation in the neighborhood of points where the rank
these distributions are constant, and the vector fields X; and X, are linearly inde-

RR n~° 2751



24 Jean-Baptiste Pomet

pendent and we define the integers mg, m1, 03 by :

rank Ay = 2 b3 2 rank Ag
mo 2 rank My (32)
mi 2 rank My

It is easy to see that, at a point where these ranks are constant, the only pos-
sible values for the triple (mg,m1,63) are (2,2,2), (2,2,3), (2,2,4), (3,3,3), (3,3,4),
(3,4,3) and (3,4,4). Actually, we will not distinguish between cases (3,4,3) and
(3,4,4), so that when (mg, m1) = (3,4), the rank of A3 need not be constant.

The following theorem allows one, in each of the cases depending on the different
possible values of the above ranks, to decide whether system (5) is z-dynamic li-
nearizable or not. Note that in some cases it is even static feedback linearizable,
that in some cases where it is not z-dynamic linearizable, we are able to conclude
that it is not linearizable by endogenous dynamic feedback at all —in some of these
cases because it is not accessible— whereas in other cases where it is not z-dynamic
linearizable, it is possibly (x,u)-dynamic linearizable —this is the subject of sec-
tion 4— or dynamic linearizable with linearizing outputs depending on higher order
time-derivatives of u.

In addition, for each case, we give a normal form for system (5) in some coordi-
nates and after a nonsingular static feedback transformation (see (6)).

Theorem 3.1 Let T be such that the distributions the distributions spanned by the
modules Ay, My, My and Az have constant rank in a neighborhood of T, with A,
of rank 2, and

and we have the following conclusions for each of these cases :

1. If mg = my; = 2 and 63 = 2, system (5) is locally non accessible and
therefore non linearizable by endogenous feedback. Locally around Z, in
some coordinates and after a preliminary nonsingular feedback transformation,
it has the following form, with a1 and as some smooth functions :

2 = a2, 22)

Zy = ay(z1,22) (33)
23 = 0N

24 = v
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2. If mg = mq = 2 and 63 = 3, there are three subcases :

(a) If A3 is not involutive (i.e. if there are points x arbitrarily close to T
such that [As, As)|(z) ¢ As(x), even if [As, As](Z) C As(z)), system (5)
is not linearizable by endogenous dynamic feedback. It has locally,
around T, the following form in some coordinates and after a preliminary
nonsingular feedback transformation :

2.1 - a/(Zl,ZQ,Z,?,)
22 = Z3
2-3 = V1 (34)
7;4 = V2
where a is a smooth function such that
%a . ) : _
-5 18 not identically zero on any neighborhood of T. (35)
<3

(b) If Ag involutive and the rank of Ag + [Xo, As] is 3 in a neigh-
borhood of T, system (5) is locally non accessible and therefore non
linearizable by endogenous feedback. Locally around Z, in some co-
ordinates and after a preliminary nonsingular feedback transformation, it
has the following form, with a some smooth function :

2.1 = a(z1 )

22 = Z3

2.3 = N (36)
2:“4 = V3

(c) If Ag involutive and the rank of Ag + [Xo,As] is 4 at point T
(and therefore in a neighborhood), system (5) is locally static feedback
linearizable. It has, in some local coordinates around T, and after a
preliminary nonsingular feedback transformation, the form (7.a).

3. If mg = mq = 2 and 63 = 4, system (5) is locally static feedback linea-
rizable. It has, in some local coordinates around T, and after a preliminary
nonsingular feedback transformation, the form (7.b).

4. If mg = mq = 3 and 63 = 3, system (5) is locally non accessible and
therefore non linearizable by endogenous feedback. Locally around Z, in
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some coordinates and after a preliminary nonsingular feedback transformation,
it has the following form, with aq and az some smooth functions :

z1 = a(x)

Z9 = 1

. 37
z3 = a3(21,%2,23,24) + 2401 (37)

24:U2

where a1 and asg are some smooth functions.

. If mg = m; = 3 and 83 = 4, system (5) is locally x-dynamic linearizable

at a point (Z,u1,us,...) if and only if

ranklR{Xl(:E), XQ(iZ‘), [X(),Xl](.i') — ﬁQ[Xl,XQ](ZZ')

X0, Xo)(2) + @[X0, X))} = 4. O

In some local coordinates around T, the system has the following form after a
preliminary nonsingular feedback transformation :

1 = 2
Z9 = W
) 39
z3 = a3(21,22,23,24) + 201 (39)
Zy = V9

with a is a smooth function. A possible choice of linearizing outputs is given,
in these coordinates, by hy = z1, ho = 2z3. Condition (38) reads :

6&3

- If mo = 3 and my = 4, there ezists a unique (up to a nonzero multiplicative

function) linear combination of X1 and Xo : X = M X1 + Ay Xy such that
[X,[X1, X5]] € Span{Xy,X,, [X1, X5]} (41)

(this is the characteristic vector field, or characteristic direction of the distri-
bution spanned by the independent vector fields X1, Xy and [X1, X3]).

System (5) is z-dynamic linearizable at (z,u) if and only if

[X, Xo] € Span{Xi, Xy, [X1,X,]} (42)
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on a neighborhood of T and
rank g { X (2), [Xo, X](z) + w1 [X1, X](z) + u2[ X2, X](z)} = 2 (43)
rankp { X1(Z), X2(7), [X1, Xo](Z), [Xo, X1](Z), [Xo, X2(2),
[Xo, [X1, Xo]](Z) + @1 [ X7, [X7, Xo]|(Z) + 42[ X, [X7, Xo]|(Z) } = 4 (44)

Around a point where (mg, my) = (3,4), in some coordinates and after a pos-
sible invertible feedback transformation (6), system (5) has the form :

2 o= v

Z = falz1,22,23,22) + 2301 (45)
Z3 = f3(z1,22,23,24) + zav1

s = v

Condition (42) is equivalent to f2 being independent of z4 :
of2

0 4
624 7 ( 6)
and conditions (43) and (44) translate into :
Ofs
— 0 4
n+ 5 # (47)
and of o) of
2 2 2
—= — == — 3= 0,0 48
(U1+8237f3 921 Z3az2+z4vl) # (0,0) (48)
at the point under consideration. A pair of linearizing outputs is, for instance,
given by (z1,22) at a point where v1 + g—g does not vanish, and by (23,22 —2123)

at a point where vi + g—fi vanishes.

Note that this theorem does not say anything about the situation around points
T where
e cither one of the distributions spanned by Ay, Mg or M; is singular,

e or they are regular, (mg,m1) # (3,4) and the distribution spanned by Ajg is
singular,

e or (mg,m1,03) = (2,2,3), the distribution spanned by As —i.e. by {X1, X,
[Xo, X1], [Xo, X2]} since (mg, m1) = (2,2)— has rank 3 and is integrable, but
the distribution spanned by {X, X, [Xo, [Xo, X1]], [Xo, [X0, X2]]} is singular.
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4 (z,u)-dynamic linearizability

4.1 Problem statement

In this section 4, we shall consider the case when theorem 3.1 concludes that sys-
tem (5) is not z-dynamic linearizable, i.e. there exists no pair of linearizing outputs
depending on x ounly. Of course this does not prevent the system from being lineari-
zable by endogenous dynamic feedback, i.e. there may exist some pairs of linearizing
outputs depending not only on x but also on v and some time-derivatives of w. This
section gives an answer to the question of deciding on (z,u)-dynamic linearizability,
i.e. on existence of a pair of linearizing outputs depending on z and u.

We do not study here the cases where theorem 3.1 did not conclude because of
singularities, i.e. we only consider the last case of theorem 3.1, and we suppose that
(42) does not hold. Actually, we exclude one more singularity than in the previous
section, i.e. we do not study points where (42) fails to hold on a neighborhood of
the point (:E,ﬂ)~ but holds punctually at this point : we suppose that the rank of
Mo + Span{[X, Xo]} is constant, and therefore equal to 4, on a neighborhood of
(Z,a), this is (52) below. Furthermore, we assume that (z,u) is a Brunovsky regular
point, this is (53).

Let us sum up the rank assumptions we make all over the present section :

rank {X;, Xo} = 2 (49)

rank { X, Xo, [X1,X0]} = 3 (50)

rank { X1, Xo, [X1, Xo], [X1, [X1, Xo]], [Xo, [X1, X2]]} = 4 (51)
rank { X1, Xo, [X1, Xo], [X0. X]} = 4 (52)

rank { X7, Xo, [Xo, X1] — u2[X1, Xo], [Xo, Xo| + wi[X1,X2] } = 4 (53)

with X defined by (41).

In this case, the results from section 3 allow one to conclude that system (5) is
not z-linearizable. We are investigating the possibility of its being (x, u)-linearizable.
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4.2 Main result

Let us now proceed with some preparation for our characterization of (x,u)-dynamic
linearizability. The following proposition provides a particular choice of w; and ws
(basis of Hy) such that the expressions of dwy and dws are convenient and “canonical”.

Proposition 4.1 Let (Z,u) be such that the rank conditions (49)-(50)-(51)-(52)-(53)
are satisfied. Let wy and wy to be two differential forms of degree 1, linear combina-
tions of dx1, dxy, dxs, dxg, such that none of these forms vanish at (Z,u) and

wi € {Xy, Xy, [X1, Xo]}+ 5 (54)
wy € {X1, Xy, [Xo+u X1 +usXy, X|} .

Then {w1,ws,w1,ws} is a basis of Span {dx } and there exist some uniquely defined
functions 6{% and vy such that

dw; = 6{ywa AWy  modulo w , (55)

dwy = wiA (85,01 +83,@ —7@n) + yé1AGy modulow, .  (56)

The functions v and 5%72 do not vanish at a point where conditions (51) and (52) are
met.

Note that it is clear from (54) that, in general, w; can be chosen so as to involve
ounly, but wy involves x and wu, i.e. it is a linear combination of dxy, dx9, dxs, dxs with
coefficients depending both on z and u. The functions v and 6& a priori depend on
x, u and a certain number of time-derivatives of u.

Proof of proposition 4.1 : Suppose that w; and wy are chose according to (5})

Then (52) and (41) imply that the rank of { X, Xo, [X1, Xs], [Xo +u1 X1 +us Xy, X}
is 4, and hence that {wi,ws} is a basis of the annihilator of {X, X5}.

The fact that wy in the orthogonal of { X7, X, [X1, X2|} implies that it is in the
first derived system of the pfaffian system {w;,w;} —see the Appendix— and hence
that

dwi = wi A F171 + wa A Fl,g (57)

for some forms I'; ; and I'; 5. Now the forms w;, wy and I'; » must be linearly inde-
pendent from (51), and then the Cartan characteristic system of {w;} is {wi,ws,T'1 2}
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—see the Appendix (187)—, but, by definition of X, this characteristic system is the
annihilator of X, and a basis of the annihilator of X is {w;, wa, @y} because, from(15),

d - . _
= a(wza)Q = (w2, X) + (w2, [Xo + w1 X1 + us Xy, X])

and hence (wo, X ) is zero ; this proves that I'; » must be a linear combination of wy,
wy and wy, which, substituted in (57), yields (55) with 67, does not vanish because
w1, wy and I'y 2 are linearly independent.

On the other hand, {w;,ws} is the annihilator of {X7, X5} and therefore has a
basis that can be written with the variable z only ; this implies —see (188) in the
Appendix— that its characteristic system is at most Span{dz} ; since {w1,wa, w1, ws}
is a basis of Span{ Dz}, this implies

dwy = wi A F2,1 + w9 /\F272 + ’}/(l)l A wy (58)

for some forms I'y; and I'y 5. But we have seen above that {wi,ws,ws} is the Cartan
characteristic system of {w1} ; It is therefore completely integrable, and this implies
that dwy = 0 modulo {wy,ws,ws} ; but taking the time derivative of (58) yields
dwy = Wy A (Tg1 + w2)) modulo {wy,wy,ws}; Ta1 = —7wy, which does imply,
together with (58), the relation (56). |

We are now ready to state our theorem that characterizes (z,u)-linearizability :

Theorem 4.1 Let (z,u) be such that conditions (49)-(50)-(51)- (52) (58) are met.
Then system (5) is (x, u)-dynamically linearizable at point X = (T, 4, U, ... ... ) if and
only if the function 6%,1 —or equivalently the form of degree 5 dwaAwa Aws /\6[22— does
not vanish at X and the first derived system of the pfaffian system {wy — 51 wa, wa}

has rank 1 and is integrable, i.e. there exists a function «, defined on a nezghborhood
of X, such that

2 2
d <w1 + awy — 1—7w2> A <w1 + aws — l—fyw2> = 0. (59)
631 631

When these conditions are met, all the possible pairs of linearizing outputs depen-
ding on x and u may be described as follows. Let Q23 = w1 + aws — 3211002; and Q3

be the time-derivative of this differential form (i.e. its Lie derivative along the dy-
namics F' of the system). The Pfaffian system {wo, Qg,Qg} 1s completely integrable.
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A pair of functions (hi,hs) depending on (x,u) is a pair of linearizing outputs if
and only if {dhy,dhs} C {w2, 03,03} with Q3 € {dhi,dhy} and Q3 ¢ {dhy,dhs}.
A possible construction is as follows : since dQ3 A Q3 = 0, take hy such that dhy
does not vanish and dhy = kQs (k nonvanishing function) ; take for ha another first
integral of {ws, N3, Q3} such that the coefficient of wo when expressing hy as a linear
combination of we, Q3 and Q3 does not vanish (i.e. the rank of {dhg,dhl,dhl} does
not drop to 2).

The proof is given separately in section 7.2.

This theorem is stated in terms of the forms w; and wy. These forms are only
defined up to a nonvanishing multiplicative function by relation (54). However, the
condition does not depend on the particular choice of w; and ws. In a sense this is a
consequence of the theorem itself since (z,u)-dynamic linearizability is clearly static
feedback invariant and does not depend on the choice of w; and ws, but the following
proposition asserts that a priori these conditions are static feedback invariant.

Proposition 4.2 The conditions of theorem 4.1 are invariant by static feedback and
do not depend on the particular choice of w1 and wy in (54). Indeed the pfaffian
system {wy,w; — 521—7d)2} does not depend on this particular choice.

2.1

Proof : It can be checked from (56) that if one changes w; into A\jw; and wy into
Aowy, where A1 and Ag are nonvanishing functions, then 5%1 is changed into %%6% 1
b 1 b

and ~ into )\%7. This implies the proposition since (54) defines w; and w9 up to a
nonzero multiplicative function in a feedback invariant way. |

Let us make a remark on “singular” points, i.e. points where the ranks considered
in (49)-(50)-(51)-(52)-(53) are not constant. We do not study the situation at these
points, in particular at points which are not Brunovsky-regular, i.e. points where
the rank in (53) drops. As illustrated by the example in section 5, this singularity is
usually not a singularity of (z,w)-dynamic linearization, but only of the proofs given
here : the linearizing outputs are well defined at these points too, enjoy the property
of being linearizing outputs. On the contrary, points where 6%71, or the form dwyAwy A
ws A we, vanish are, according to the theorem, actual singularities of (x,u)-dynamic
linearizability : in a domain where the rank assumptions (49)-(50)-(51)-(52)-(53)
hold, there exists no linearizing outputs function of # and u in the neighborhood of a
point where 5%’1 vanishes. It is interesting, with this respect, to notice that, under the
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—generic— assumptions (49)-(50)-(51)-(52)-(53), it is impossible to build an example
where (z,u)-dynamic feedback linearization would be everywhere nonsingular since
for any value of  and wu, there is a value of % where 5%’1 vanishes.

4.3 How to check the conditions

We claim that the conditions of theorem 4.1 are completely explicit. Let us explain
how to check them on a system (5) given by the expression of the vector fields Xy,
X1 and X5 in some coordinates x1, 3, 3,24 :

1. Compute wy and wy according to (54). This involves the computation of some
Lie brackets, and then finding the annihilator of some families of vectors, which
in coordinates is common linear algebra (Gauss elimination).

2. Compute w1, wy and 9. The time-derivatives are Lie derivatives along the
vector field (9).

3. To compute (5%’1 and +y, use the following identities, consequence of (56) :

dws Awg Awg A9 = (5%,1001/\001/\(.02/\(2)2/\(:)2
dws Awa Awr Awg = Ywi AWy Awa Awr Aws (60)
= ’}/wl/\(l)l/\LUg/\djz/\(IJQ
dws Awi Aws = Ywi Awas Awi Awy .

Hence one may for instance compute the forms of degree 5 dws A wy A wa A @y
and dwy A wa A wi A wa, check that the first one does not vanish, they appear
to be of the form pidzy Adxe Adxs Adzg Adug + poday Adas Adaes Adxg A dus
and pgdxy Adzs Adxz Adxg Aduy + padaey Adzg Adxg Adag A dug respectively,
with p1, p2, ps and pg some functions of x, v and %, with pyps — pap3 = 0, then

2y _ %ps _ 2p

5%,1 B P1 P2
4. The pfaffian system {w; — 621—70212, wy} is then known
2,1

5. Use usual procedure to compute its first derived system : the forms dws

and d (w1 — ;1—70212 must be proportional modulo {w; — 621—7djg, wo} ; if it
2,1 2,1
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is the case, this yields « such that d (wl - 621—7d)2 +aw2> is zero modulo
2,1

{w1 — —'Lw2 , wat.

6. Check that d (w1 — 6%1@2 + an) is also zero modulo wy — 3211@2 + aws.
2,1 2,1

4.4 The result in some particular coordinates

Let us now give a “normal form” for the systems we are studying in this section, i.e.
these meeting conditions (49)-(50)-(51)-(52)-(53). It basically consists, as in “case 6”
of theorem 3.1, in taking some coordinates (they exist from (49)-(50)-(51)) in which
the control distribution is in “Engels normal form”, and use a feedback to annihilate
two components of the drift, then the coordinates are slightly changed to emphasize
condition (52) :

Proposition 4.3 If the rank conditions (49)-(50)-(51)-(52)-(53) hold around a point
(Z,u), there exists a system of coordinates around this point, and a static feedback
defined around this point which give the following form to system (5) :

21 = v
2'2 = z4 + 23V (61)
2‘3 = f(zla22)237z4) + 9(217227237'24)1]1
Z"4 = V2
where 5
g
o 2
920 (62)
and
99 39
Dy = _ _J
1 824 (112 fUl) + Z4 + f(?zg
of of af 3f>
(8 - +z 3(9 +g az;», + 921 (63)

do not vanish at (%, a).

Proof of proposition 4.3 : The conditions that allowed us to get the normal
form (45) in section 3 still hold —it is a consequence of (49)-(50)-(51) only— and

RR n~°2751



34 Jean-Baptiste Pomet

condition (52) implies that g—Z does not vanish (see the proof of the last part of
theorem 3.1). One may therefore take as new coordinates (21, 22, 23, f2(21, 22, 23, 24))
instead of (z1, 22, 23,24), and this yields the normal form (61) (changing also vg).
Relations (62) are simply a translation of (51) and (53). n

Proposition 4.4 System (61) —which is system (5) written in some coordinates—
is (z,u)-dynamic linearizable around a point X if and only if the functions f and g
have, in a neighborhood of X, the form

ag + a124 + a2z2 bo + b12‘4
fo= g = (64)

Cp + C124 Cp + C124

where ag, a1, az, by, b1, cg and c1 are some functions of z1, z9, z3 only, which satisfy
the following PDE :

diAT = 0 with T = (b1—23a2)d21 + a9dzy — c1dzs (65)

and 6%,1 does not vanish at this point (co + c1z4 should obviously not vanish either).

Remarks :
1- The system of PDEs (65) reads :

ol a ol a el ab b ol
23 (Cla_zz_a26_2)+Cla_(2_a26_2+b13_2_Cla_z;_a26_z;+b16_2+a22 = 0 (66)

2- There is an explicit formula for 5%71 using the a;, b; and ¢; but it is quite long,
and does not really matter here.

This proposition gives a simple way to check whether the system is (x, u)-dynamic
linearizable provided one has found some coordinates where it is in the normal form
(61) —of course finding these coordinates involves solving some linear PDEs, so that
the really explicit test is given by theorem 4.1 which only involves some differen-
tiations, and some algebraic manipulations—. Actually, the coordinates in which
a given system meeting conditions (49)-(50)-(51)-(52)-(53) is in the form (61) are
not unique, and the expression of f and g, for the same system, may depend on the
choice of coordinates, among all these that yield a form like (61)). Naturally, the fact
that these f and g meet or not the conditions of the proposition does not depend on
this choice. It however raises the question of finding, among all the coordinates that
produce a normal form like (61), these which produce the “simplest” f and g. Let
us give an answer only for the special case when the conditions of the proposition
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are met (i.e. in the (z,u)-linearizable case). It is obvious that if f and g are affine
in z4 (special case of (64) : ag = ¢; =0, ¢g = 1), the PDE (59) is met, because I is
simply bi1dz; ; it turns out that the converse is true : if f and ¢ are not affine, but
of the form (64) with as # 0 or ¢; # 0, and with the PDE (59), then some “better”
coordinates may be found, in which f and g are affine in the fourth coordinate :

Proposition 4.5 There are some coordinates where the system, after a static feed-
back transformation, is in the form (61) with f and g satisfying the conditions of
proposition 4.4, if and only if there is another set of coordinates ((1,(2,(3,C4), and
another static feedback transformation which yields a normal form (61) with f and
g affine with respect to the fourth coordinate :

C:.l = w1
€2 = G+ Guw (67)
¢ = polC1;C2,G) + Cap1(Ci5 2, G3) + (90(C15 €2, G3) + Caqn(Cr, G5 G3)) wn

G4 = wa

and (5%’1 does not vanish if and only if the following quantity does not vanish :

qin + wi (pr+wig)? + w1a%(p1+w1q1)
2 9 potwiqo

68
— 2% [(po + w1g0) — G3wn(p1 + wiq1)] — (p1 +wiqn)” 5 Lo (0%

In these coordinates, a pair of linearizing outputs is given by
h1 = (1, ha = (3 — (p1 — wiq1) Ca-

Proof of proposition 4.5 : The expression (68) is obtained by computing
dws A wy A wy A &9 with the simple choice

wi = d¢ —¢3d¢
wy = d¢3—q1(C1,¢2,¢3)d¢t — (p1(C1,¢2,¢3) + wiq1(C1,¢2,¢3)) wi

and checking that, at points where (53) holds, i.e. where wi Aws Aws does not vanish,
it vanishes if and only if the expression (68) vanishes. This tedious computation is
left to the reader

The “if” part of the proposition is obvious because, as noticed just above the
proposition, (67) is a particular case of (61)-(59), and (68) ensures that 6%’1 # 0. Let
us prove the “only if” part. we suppose that the conditions of proposition 4.4 hold,
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and we build an invertible transformation (21, 29, 23, 24) — ((1, (2, (3,{4), and an in-
vertible static feedback transformation (21, 29, 23, 24, v1,v2) — (21, 22, 23, 24, W1, W2),
that transforms (61) into (67).

(65) implies that there exists a function v (21, 22, 23) and a nonvanishing function
k(z1, 22, 23) such that
dpy = kT . (69)
Now, w; may be chosen wy = dzy — 23dz; and then I defined in (65) is also equal to :
I' = bydz; + agw; — c1dzs. Since the rank of {dz;,dz3,w1} is 3 and b; and ¢; do not
vanish simultaneously (this would cause {;9_54 to vanish), the rank of {wy,I'} is locally
constant, equal to 2, and this pfaffian system is therefore completely integrable,
because these two forms involve only three variables (z1, za, z3); hence there exists
three functions 5, k', k", such that

dyy = Kw + K'T, K40 . (70)
Let us then define

w; = ¢1 = k<F, X() +U1X1 —I—u2X2)
cob1 — Clbo)vl — ci1ag9 + (C()az — a101)24
co + C124 )

_

(71)

From this equation, one may express v; as a function of w;. Substituting v; for this
expression in (61)-(64), one obtains the following expressions for 21, 29, Z3, which
are now linear with respect to z4 :

1
A= cob1 — c1bg (CO +k€1z4 wi + erao + (arer = COG?)z4) (72)
. 1 z
Gy = — (—3(00 +c1za)wy + z3crag + (coby — c1bg + arer — Coa2)2@7>3)
C()b1 — 01b0 k
) bo+b
by o= —0 T 4 aghy + (arby — asbo)zs (74)

k (cob1 — c1bo)
Let us then define

75
76

1 = vYi(e1,22,23) (75)

CQ - ¢2(21, 22, 23) ( )
k”(Zl, 22, 23)

T i

Co = K(z1,22,23) 2 (78)
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Let us see that in these coordinates, and with w; given by (71), we have (67) :

- {; = wy is a consequence of (75) and (71),

- From (76), ¢, = (dtby , Xo+u1 X1 4usXs ), which is also equal, from (71) and (70),
to %”’Uﬂ + ]{2/< w1, Xo+u1 X1 +us Xy ), which, since (w1 , Xo+ur X1+ ueXo ) = 24,
and considering (77) and (78), yields (s = (4 + C3wy.

- In the expressions for 21, 29 and 23 given by (72), (73) and (74), all the functions of
(21, 22, 23) may be expressed as functions of ({1, (2,(3), and z4 may be substituted for
% (see (78)); therefore, 21, 29 and Z3 are polynomials in {4 and wy with coeflicients
function of ({1, (2,3 with one term of degree zero, one term of degree 1 in (4, one
term of degree 1 in wj; and one term of degree 2 in (4ws; since (3 is a function of
(21, 22,23), ég is also such a polynomial, which allows one to define functions p,, p1,
qo and ¢ such that (s is as in (67).

- é4 is equal to k'((1,(2,(3)vs plus some terms which depend only on (1, (o, (3, (4
and v, which allows us, since k¥’ does not vanish, to call all this expression ws, thus
getting the required form (and defining a nonsingular feedback). |

5 An example

Let us consider the following system :

T = w

.i‘g = T4 + T3U1 (79)
.’j33 = I + oUW

j34 = Uus .

It is very similar to example 2 in [7] : by a simple nonsingular feedback and a
permutation of the coordinates, the example given there is transformed into (79)
with 7 replaced by w3 in the third line. Note that (79) is already in the form (61),
and even (67), so that it is (z,u)-dynamic feedback linearizable at “generic” points.
It is therefore “flat” in the “analytic” sense of [19], and we shall see that, since the
linearizing outputs are algebraic, it is also flat in the sense of [8, 9].

Let us go through the method given here in the case of this system. First, it is
not hard to see that Brunovsky-regular points are points where

1 —u +uwyx1 # 0 . (80)
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The simplest choice for wy and ws is (see (166)) :

wp = dﬂ?g - .l‘3d£171

wyg = dxz — widxs + (ulxg — .T4)d$1 (81)
which yields
d)l = d.l'4 + U1d1'3 — (.731 + u1x4)dx1
: —  _ 2 o _ 9 . (82)
wy = —ufdes — wdzy + (—ug + 14+ w1z + ufzs + 23101 )dz;

and it can be checked that this is a basis for Span{dz;, dzy,dzs,dzs} at points where
(80) holds. 6%71 may then be computed :

2 (ud + i) 1
51 — 1 : b = ———— 83
21 1 —uy +uizy ud + iy (83)

so that 65 ; # 0 is equivalent to uf + @) # 0. The derived system of {wy,w; — bawy}
can be computed, and the a such that w; — bws + aws is in this derived system is

given by
uf

—, 84
ud + 1y (84)
so that 1 N
Q3 = w; — bwy + awy = 1;2 _Ule dx . (85)
uy + w1

Hence, as in the proof of theorem 4.1, the pfaffian system {Qi,Qs,€s3}, which is
{dz3—u1dz2,dz1,du; } (at Brunovsky-regular points), and hence one has, for example

( d:vl ) . (1 —:Eg%—(ﬂyl‘g—.%‘g))(l 30' >
d(l‘g—.ﬁl?zul) - 0 1 0 %
1 0 01 w1
(e 1) (0 2)(2)

which may be re-arranged into an expression like (128) with some scalar function a
and the matrix function Ji, and with

h1 =T ; h2 =3 —UuU1x2 - (87)

The expressions for a, b, o and Jo are indeed singular at “singular points” —as
meant here— and so is the “infinitesimal Brunovsky form”, but these are only some
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intermediates for dynamic feedback linearization, probably due to our method, and
as a matter of fact, the functions hy and hy are defined everywhere by (87), and,
since

hi = uw hy = T — uiT3 — U172

. . . . 88
hi = 1 hy = —(ul?’ +U1)l‘4 - ul(xlul —1 +3LE3U1) — Tou1 , ( )

they are linearizing outputs at all points where 5%71 #0.

The conclusion for this system is :
- it is (z,u)-dynamic linearizable at all points where 17 # —u; this is obvious from
(88), and is a consequence of theorem 4.1 at points where 1 — ug + ujx; # 0

- it is not (, u)-dynamic linearizable at points where @17 = —u{ and 1—us+uyz1 # 0,
as a consequence of theorem 4.1,
- it is probably not (x,u)-dynamic linearizable at points where 4; = —u; and 1 —

u9 + u1x1 = 0, but this is not a consequence of this paper.

Note that the singularity 1; = —u; does not correspond to a singularity of the
linear approximation: for instance, the linear approximation at z = 0 (equilibrium)
is the controllable linear system &3 = x1, £1 = u1, T2 = T4, £1 = U2, but the system
is not (x,u)-dynamic linearizable at x = 0, u; = uy = 43 = 0.

6 Non-affine systems in IR®

Consider a system )

§ = f(§wi,w) (89)
where ¢ lives in IR3. A system of the form (5) can always be brought to this form
at a point where one of the control vector fields does not vanish by finding some
coordinates in which this control vector field is the first coordinate vector field,
dropping the corresponding control and taking this first coordinate as a new control.
The converse is not correct, but a recent necessary condition for dynamic feedback
linearization introduced in [25] (see also [26] for a more particular case) allows one
to derive the following proposition, which is a consequence of theorem 1 in [25], the
only extra being the regularity of -y, but this is automatic if one wants the linearizing
outputs to be smooth :

Proposition 6.1 ([25]) At a point (§,%1, W) where rank{ of of } is 2, a neces-

Owy ? Jwy
sary condition for system (89) to be dynamic feedback linearizable is that there ezist,
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locally around (€,W,Ws), a static feedback tramsformation (wi,ws) = Y(&,v1,vs)
such that f(§77(£7vlvv2)) be aﬁne with respect to vy : f(é,’y(f,vl,vg)) = a(&,vz) +
Ulb(g, V2 ) :

It is not very difficult, in the case of system (89), to give an explicit condition
for existence of this static feedback transformation, but this outside the scope of the
present paper.

On the other hand, it is clear that the necessary condition for dynamic lineari-
zation given in proposition 6.1 is exactly the condition needed to transform system
(89) into an affine 4-dimensional system.

This is summed up in the following result, which clearly allows one to apply to

3-dimensional non-affine systems (89) all the results obtained in the previous sections
for 4-dimensional affine systems.
Proposition 6.2 At a point (&, w1,w;) where rank{g—ujjl, aa—ujfl} is 2, either system
(89) is not dynamic feedback linearizable or one may construct a static feedback
transformation (wi,wy) = (&, v1,v2) such that dynamic feedback linearization of
(89) is equivalent to dynamic feedback linearization of

T1

T = a($1,x2,$3,$4) + u 5(251,352,553,374) (90)
T3

:i‘4 = Uy .

7 The proofs

All over these proofs, some known facts about pfaffian systems (derived systems,
characteristic system...) are used. They are briefly recalled in the Appendix.

7.1 Proof of theorem 3.1
Case 1

mp = 2 means that the distribution spanned by the control vector fields X; and
X is involutive. Frobenius theorem yields some coordinates (z1, 29, 23, 24) such that
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{:Z o3 8Z4} is a basis of this distribution, then

vi = Lxyz3 + wiLx,23 + uaLx,z3
vag = Lxyza + wiLlx,2z4 + usLx,24

is a nonsingular static feedback because X; and X, are independent at point Z.
System (5) reads, in the above coordinates as

Z2 = ai(z1,22,23,24) 23 =
zo = a2(21,22,23,24) 24 = V2.

) Oz4) Oz3 3z1

As is then spanned by -2 3o 0 da._0 2_23_22 and ggi o+ a—”%. 63 = 2 implies
that a; and as do not depend on z3 and z4. This yields (33).

Case 2.a

Since { X1, X3} is integrable of rank 2, there exists two independent functions constant
along X7 and X5, and one of them at least has either its Lie derivative along [Xjp, X ]
or its Lie derivative along [Xp, X»] that does not vanish at Z because if not the rank
of Az would drop to two ; let zo be this one, and z; be the other one, and de-
fine z3 = Lx,22. Lx, 23 or Lx,z3 does not vanish at z (because they are equal to
L[Xl, Xo]?2 and L[Xz’ Xo]zg) and hence z3 is independent from z; and z9, let z4 be a
fourth function, such that (21, 22, 23, 24) is a system of coordinates. The nonsingular
feedback

= L?XOZQ + ulLXILXOZQ + UQLXZLXOZZ (91)
vy = LXOZ4 + ulLX124 + UZLX224
transforms system (5) into

Z.l - a(21,22723,24)
?32 = Z3
. 2
23 = U1 (9 )
24 = 3,

with a a certain smooth function. Since Ajs spans a distribution of rank 3 and :

0 0 0 0a 0 Oa O

As = 4y - - = _-
3 Span{ 824 822 + 823 821 ’ 824 321
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the function a cannot depend on z4, and then

0 0 0 da 0 0% 9O
A Az, As] = S — Y, —t——, ==
3+ (A, Agl pan { O0z3 O0z4 0z + 0z3 021’ 82% 0z }
so that the assumption on Aj is equivalent to % being identically zero on no
3

neighborhood of z. This proves that system (5) has the form (34) with the condition
(35), after the change of coordinates and the nonsingular feedback transformation
we just introduced. There remains to prove that system (34) cannot be linearizable
by endogenous feedback under condition (35). This is a consequence of the following
lemma (7.1) because if system (34) was linearizable by endogenous feedback on a
neighborhood of a point Z, then there would exist a pair of linearizing outputs on
a neighborhood of this point, and hence the system would also be linearizable by
endogenous feedback arou;le any point of that neighborhood, including these, given

by condition (35), where -5 is non zero.
3

Lemma 7.1 System (34) is not linearizable by endogenous dynamic feedback in any
neighborhood of a point Z = (Z1, 29, 23, 24) such that

?a,_ _ _
W(51722,23) 7& 0.
3

Proof of lemma 7.1 : Suppose that there exists two linearizing functions hy and

ho, smooth functions of a finite number of variables among z1, 29, 23, 24, v1, V2,

ng), ng), with L a non negative integer, defined on an open

—(L) =(L
78 580)

1, U2, U1, Vg, ....
subset O C IR*!t6 containing a point (21,22, 23, Z4, U1, 2, - - - » for some
(v1,02,. .. ,59), TJgL)). All variables may be recovered from hi, hy and all their time
derivatives so that in particular there exists some smooth functions 71 and 1 such

that
b = Pi(hy, by B by b B (93)
2 = tha(ha, by, B2 By b, BN (94)

This holds in the open set O, which may be restricted so that g%;;(zl, z9, z3) does

Ki ;)

not vanish on O. The integers K ; are such that v); does depend on hg- on O, i.e.
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. ‘?ﬁ’fj) is not identically zero. Then, since (34) implies Z; = a(z1, 22, 22), one has,
o

J

by substitution,

3¢1h1+___+ O h(K1,1+1) 3¢1h 44 O h(K1,2+1)

Ohy 3h(K1’1) 6h(K1,2)
1 2
2 7 i) Kz,1+1 N2 7 i} K 2+1
P SIS S
1 2
(95)
One must have
Kip = Kpo,  Kip = Ky (96)

because the left-hand side in (95) depends only on Ay, hq, ..., hg_K171+1),h2,iLQ, e,
R and does depend on A ™ and A5 ™ and the right-hand side depends

only on hy, by, .. 7h(K21+1) ha, ha, . - ,h(K22+1) and does depend on h(K2’1+1) and
h(K2 2+) because, since g 5 does not vanish on O, 52 cannot be identically zero on
3

any open subset of O.

Differentiating two times both sides of (95) with respect to thl’j +1), and keeping

in mind that, from (96), K1 ; = K3 j, one has (note that neither ); nor ¢ nor the

partial derivatives of them depend on hg-Kl’j +1)) :

2
_ Y ok s i ey (K1,1+1) 4+
0= (6h(,Kf,j)> ﬁ(iﬂlﬂﬂz, 3—,13h1+---+a <Kfl>h ahzh +-
J

1

o (K1,2+1)
R ,
8h;K1’2) )

b

(97)
for j € {1,2}, and hence 5 %ij) is identically zero on O which contradicts the fact
R b
J

that it was precisely chosen (small enough) not to be identically zero on O. |

Case 2.b

Since Ajg is integrable of rank 3, and {X7, Xo} is integrable of rank 2, and contained
in Ag, there are two independent functions z; and z9 such that z; and z9 are constant
along X7 and Xy and z; constant along the vector fields of As. Let z3 be given by
z3 = Lx,z2 and z4 be such that (z1,22,23,24) is a system of coordinates. The
nonsingular feedback (91) transforms system (5) into a system of the form (92)
above, for a certain smooth function a, and the rank assumptions clearly imply that
a depends on z; only. Z; = a(z1) clearly implies non-accessibility.
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Case 2.c

Static feedback linearization follows from classical results, see [17, 13]. Let us ho-
wever describe the coordinates in which the system has the form (7.a). Since Ag is
integrable of rank 3, there is a function z; such that dz; is the annihilator of As.
Let 2 and 23 be given by 22 = Lx,21 and 23 = L% 21, the rank of {dz1,dzs,dz3}
is 3 because 83 = 3. Let z4 be any function such that {z1, 22, 23,24} is a system of
coordinates. The nonsingular feedback

2 2
v o= L§(02:1 + ulLXlLonl + UQLXQLXO,Zl
vy = LX0Z4 + ulLX1z4 + UQLX2Z4

transforms system (5) into (7.a).

Case 3

As in case 2.c, static feedback linearization follows from classical results, see [17, 13],
but we however describe the coordinates in which the system has the form (7.b).
Because mg = 2, X7 and Xy span an integrable distribution of rank 2, let z; and
z3 be two independent functions who annihilate X7 and Xy, and let z9 and z4 be
defined by 22 = Lx,21 and z4 = Lx,23. 63 = 4 implies that (21, 22, 23, 24) is a system
of coordinates, and the following nonsingular feedback

v = L%goh + wiLx,Lxyz1 + uaLx,Lx,z1

vy = L?XOZ?, + u1Lx,Lxyz3 + uaLx,Lx,23

transforms system (5) into (7.b).

Cases 4 and 5
Since mo = m1 = 3, Ag spans an integrable distribution of rank 3. Let z; be a first
integral of this distribution. In case 5 (63 = 4), define z3 by

zg = Lxy21 - (98)

One then has, for i € {1,2}, Lx,22 = —Lix, x,]?1 because Lx,21 =0, i = 1,2,
and hence 63 = 4 prevents Ly, z; and Lx,zy from both vanishing at Z. Modulo a
permutation of the two controls, we may suppose that

Lx,(z) # 0. (99)
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In case 4 (63 = 3), pick any z9 such that (99) holds, it is possible since X7 does not
vanish. Since Ly, z; = 0, the rank of {dz1,dzy} is 2 at point Z. The vector field

(Lx,22) X1 — (Lx,22) X2 (100)

does not vanish at point Z, z; and zy are two independent functions constant along
it, let 23 be a third independent first integral of this vector field, and z4 be given by
- Lx, z3

LX1 z2

(21, 22,23,24) 18 a system of coordinates because z1, z9 and z3 are constant along
the vector field (100) while the Lie derivative of z4 along it does not vanish at z (a
simple computation shows that if it would vanish, the rank of M, would drop to 2).
Defining v; and vy according to the nonsingular feedback transformation

vi = Lxyz2 + wiLx,Lx,z1 + walx,Lx,21
2
vy = Lx 23 + wilx,Lxy23 + uaLlx,Lx,23

(with a possible permutation of the indices 1 and 2 in the right-hand sides, if needed
to get (99)) yields, in the above defined coordinates, the normal form (37) in case 4,
and (39) in case 5. In both cases, ag is given by

Ly, z3
1
a3 = Lx,23 — i3 Lx,z
X1%2

23 1s obtained because

Lx,z

2
Lx,z3 = Ly, z3,
LXlzg

and (in case 4) a; = Lx,z; depends only on z; because 63 = 3 implies that Az =
My and hence that Lx,z; is a first integral of the three dimensional integrable
distribution spanned by M.

In case 4, non-accessibility follows immediately from the normal form (37). In
case 5, let us prove that system (39) is z-dynamic linearizable around (Z,7) if and
only if g—z‘i(Z) + 91 # 0. Let (h1, ha) be a pair of linearizing functions, depending on
z only.

Lemma 7.2 Let hy, hy be two functions depending on z only such that (hy,hs) is
a pair of linearizing functions for system (39) on a neighborhood of (zZ,v). Then the
rank of {dz1,dh1,dhs} is 2 on a neighborhood of z.
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Proof : If it was not the case, there would be points Z, arbitrarily close to Z, where
this rank would be 3, and where (hy, h2) would still be a pair of linearizing functions.
z1 is constant along both control vector fields, and since (hi, ha) would still be a pair
of linearizing functions, there is, from (26), a nonzero linear combination of X; and
Xo, say Z, along which both h; and hy are constant. It is impossible that Lx h;
vanishes at 7 for all (4,5) € {1,2}2, so that modulo a permutation, we may suppose
that Ly, hy # 0. This yields, following the same construction as above —construction
of coordinates where the system has form (39)— a set of coordinates

Lx, ho

162563, = 7h 7h 3
(C1,¢2, (35 Ca) (21, h1, ho T

)

and a nonsingular feedback w; = iLl, wy = (4 such that the system is also of the
form (39) with ¢ instead of z and w instead of v :

o= G (s = a3(C1,62,G3,Ca) + Cawn

G = w G4 = wy

where ({2, (3) should be a pair of linearizing outputs. This is impossible from (27)
because

3y 9y 0 0

owr  Ows 1 0 0 0

o¢ o¢

oy w0 0 | _ G SO

w w w w

oG oG oG oG e QR A w GE A w GO

dwy Ows Ouy Ows
and hence g% + w; should be identically zero on an open set, which is absurd
because its derivative with respect to wi is 1. |

From the lemma, z; is a function of the two linearizing functions, and therefore
one may replace hq or hg by z1 in (h1, he) and still have a pair of linearizing outputs.
Let for instance hy = z1, then (26) is automatically satisfied, and (27) implies that
ho must depend on (1, (2, (3 only because

ohy o o

i 0 0 0 0
dhy  dhy Oha

Ovy  Ovo 0 0 — * 9G4 0 0

dhy  Bhy  Bhy  Bhy 1 0 0 0 ’
dvi  Odva 0v1 02 dhs
dhy  Ohy  Ohy  Ohy ook X 50

vy Ova 001 002
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and then (28) implies (40). Conversely, if (40) is satisfied, system (39) is z-dynamic
linearizable with ({1,(3) as a pair of linearizing outputs, because (3 is Cl; and (4 is
(inverse function theorem) a function of (s, (1, Coy C3, 01, dee. of s, €1, G, G, G

Case 6

Let us prove the “normal form” first. It is a consequence of the following lemma :

Lemma 7.3 (“Engels normal form”) Let X; and X, be some vector fields in IR*
and let € IR* be such that

rank { {X1(Z), X2(2)} = 2,
rank { {X1(7), Xo(7), [X1, Xo)(7)} = 3,
rank{{Xl(j)a XQ(E)v [Xl,XZ](a_;)v [le[leXQH(a_;)v [XQv[leXQ]](j)} = 4.

S]]

Then there exists some functions function aq1, @19, a1, oz, and some coordinates

11 ({f) 19 (.’f‘)

0o (7)) an(7) is invertible, and, locally

(21,29, 23, 24) such that the matriz
around T,

0 0 0 0
971 +238 + 245 apXi+apX, = — . (101)

X X, = :
a11X1 + o1 X9 923 PN

The proof is very classical, see for example [6]. Now, by assumption, the vector fields
X7 and X, satisfy these assumptions, and the feedback

U1 _ il a1 v\ [ Lxez1
U2 Q21 Q22 () Lx,24

yields the equations (45) in the coordinates given by lemma 7.3. The fact that the
coordinate-free and feedback invariant conditions (42), (43), (44) translate into (46),
(47), (48) respectively is a routine computation.

Suppose that there exists a pair of linearizing outputs (h1, hy) with hy and ho
depending on x only. We shall proceed as explained in section 2.6 —see equations
(26) and (27)— to derive some necessary conditions. We have

iL,L' = LXOh’L =+ UlLthi + UQLX2hi . (102)
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The functions h; and hy cannot depend independently on the controls uy and us, or
in other words equation (26) implies that the rank of

Lx,hy Lx,h

Lx,ha Lx,hs
must be one. Without loss of generality, suppose that Lx, h; does not vanish at the
point under consideration (since m; = 4, Lx, h; and Lx,h; cannot vanish together).
Then, with A the function given by A = Lx,h1/Lx, h1, and defining the vector field

Z2 by
Zy = X3 — AX, (103)

one has
Lz,hi = Lz,hy = 0. (104)

and on the other hand, with
w = iL1 = onhl + U1LX1 hi + ’lLQLX2h1 = LX0h1 + (U1+)\UQ)LX1 h1 (105)
—(u1,u2) — (w1, u2) is a regular static feedback— and the vector fields Zy and Z;

given by
LXO hl 1

Zy = Xo — Xy, Z = X 106
0 0 Ix.h 1 1 Ix.n 1 (106)
systems (5) reads
T = Zy +wiZi1 + us Zs . (107)
and one has .
h1 = w1
. 108
hg = LZOh2 + wlelhg . ( )

The second time-derivatives are then given by :

hi = iy
ha Ly hy + w1 (Lz Lzy + LzyLz,) hy + w1 Ly hy + tn Lz by (109)
+ (LzyLzoha + w1 Lz, Lz ha)us -

The function iy must not depend on uy —this is (27)— and hence

LZzLZOhQ = LZ2LZ1h2 = 0. (110)
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Now, on one hand Lz, hy is identically equal to 1 from (108)-(107), and Ly, hy is
identically zero from (104), and on the other hand, since Lyz,h is identically zero
from (104), Lz, Lz, ho is equal to Lz, z1h2 ; this and (110) above implies :

Lizyzghe = Lizyzqhs = 0 . (111)

The two independent functions h; and hy are, from (111) and (104), constant
along the vector fields Zy and [Z1, Z3], which are linearly independent because
my1 = 3. This implies that the distribution spanned by these two vector fields is
integrable, and therefore that the Lie Bracket [Zs,[Z1, Z2]] is a linear combination
of Zy and [Z1, Z5]. From (103) and (106), the Lie bracket [Z3,[Z1, Z5]] is equal to
A[ZQ, [Xl,XQ]] + (LXlA)[Xl,XQ] + ((Lxl)\)z — LXQLXl)\)Xl- Hence, [ZQ, [Xl,Xz]]
must be a linear combination of X;, Xy and [X1, X3|. This implies, from the defi-
nition of the characteristic vector field X —see (41)—that Z is collinear-linear to
X:

Z, = aX (112)

with « a nonzero function.
Now, on one hand Lz h; and Lz, h, are identically zero from (104)-(108)-(107),

and and on the other hand, since Ly, hs is identically zero from (104), Lz, Lz, ho is
equal to Liz, 7z, h2 ; this and (110) implies :

L[Zg,Zo]h2 = L[Zg,Zo]h2 —= 0 .

Since the vector fields annihilating dh; and dhy are the linear combinations of Z,
and [Zy, Z1], this and (111) imply that [Z3, Zp] is a linear combination of Z; and
[Z2, Z1], which implies in particular that it is a linear combination of X7, X5 and
[X1, X2]. From (112), this implies condition (42).

Furthermore, the rank of {dhl,th,dhl, dﬁg} must be 4, which is equivalent to
rankp { Z2(Z), [Z1, Z2)(Z), [F, Z2)(Z), |F,[Z1,Z2))(Z)} = 4 . (113)
with F' given by (9). From (106) and (112), this may be rewritten

ranklR{)Z'(:T:) R [ﬁXl,XQ — )\Xl](if) R [X() +u1 X7 + UQXQ,X](JE) R

[X() +ur Xy + UQXQ, [ﬁXl,XQ — )\Xl]](f) } = 4
(114)
which implies (43) obviously, and (44) because the four vector fields above are linear
combinations of the six ones there.
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Conversely, suppose that (42) holds in a neighborhood of Z and (43) and (44) hold
at (Z,u1,uy), and hence in a neighborhood. We have proved that, in a neighborhood
of such a point, there exists a static feedback and some coordinates such that the
system has the form (45), with f3 depending on z1, z2 and z3 only —this is (46)—
and (47) and (48) holding in a neighborhood. If v; + 3f2 does not vanish, take
hi1 = z1 and hy = z9. A simple computations shows that the determinant of the
jacobian of the application

(21722723724,1}1,”01) = (h17h27hluh2uﬁl752)

is (v1 + 22)2(v) + 6f3) hence the inverse function theorem tells us that (hy, ko) is a

Oz3
pair of linearizing outputs. If v; + 2 vanishes, then from (48), f3 — gi e — 23 gf ot

z4v1 does not vanish, and if one takes hi1 = z3 and hg = z9 — 2123, one has

= f3+ v, h = fo— z(fs+zv) = fo — z21h1,
hence the jacobian of the application

(Zl,ZQ,Z:;,iLl) — (h17h27hlah2)

is equal to f3 — g—ﬁ — z3 af 2 + z4v1. Hence, from the local inverse function theo-

rem, there exists locally three smooth functions xi1, ¢ = 1,2,3, such that z; =
Xi(h1, ha, hl, h2) but since v1+ g—ﬁ does not vanish, z4 may be expressed as a function
of z3 and z1, 22, 23 and v1 = %1, hence z4 is a smooth function of (A1, hs, hl, iLQ, 711, hz)
We have proved that, depending on which function does not vanish in (48), one of
the two choices (z1,29) or (23,29 — 2z123) provides a pair of linearizing outputs.

Alternative proof of Case 6

Here we suppose in addition that we are at Brunovsky-regular point, i.e. the rank
condition (53) holds, and we give a proof for case 6 based on the infinitesimal Bru-
novsky form. To give a thorough treatment of case 6, one should consider the case
when the rank in (53) is three in a neighborhood —then there is a different infinitesi-
mal brunovsky form, as in the second point of proposition 2.2, and also points where
it three, while being 4 in an open dense set of a neighborhood —at such points, an
infinitesimal Brunovsky form does not exist but one might conclude by density.

Condition (53) implies, see proposition 2.2, that if some forms w; and wy make
up a basis of Di-, then {wy,ws,wr,ws} is a basis of Span{dz}. In addition, w; may
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be taken in Mg (i.e. {wi} is the first derived system of the pfaffian system {wi,ws}).
Then we have :

wa A ((51&)1 + 52@[)2) modulo wy
v w1 A wa modulo {wi,ws} .

dw1
dwy

(115)

Since on one hand the rank of M/ is constant equal to 4, and on the other hand the
rank of M is constant equal to 3,

61 and 89 do not vanish simultaneouly,
. (116)
~y does not vanish.
A computations shows that :
Span{)?} = {wl , W2, 51(1}1 + 52(1}2 }J' . (117)

The proof of characterization (42) relies on the following lemma, which is proved
further :

Lemma 7.4 The following two properties are equivalent :

(i) There exist two invertible matrices Jy and Jy of degree zero and three functions
a, h1 and ha, all defined on a neighborhood of the point X, such that

dhl . 1 —a% w1
(dhg) - J1<0 1 72| o, (118)

(ii) 82 = 0 on a neighborhood of X .
(iii) (42) hold on a neighborhood of X .

This is enough to conclude. Indeed, sufficiency in case 6 of theorem 3.1 is obvious
because, from proposition 2.3, point (i) implies z-dynamic linearizability. Let us
prove necessity : if system (5) is z-dynamic linearizable in a neighborhood of a
point X, then from propositions 2.3 and 2.4, there is an open set Uy, dense in a
neighborhood of X, such that point (i) holds for all X € Uy. From the lemma,
this implies that &3 is zero on Up. Hence it is zero on a neighborhood of X. This
completes the proof of case 6 of theorem 3.1, the normal form being proved the same
way as in the first proof.
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Proof of lemma 7.4 :
(i)« (iil) : We have, from (117) and identity (15),

VSIS N T
+ (61w + bawa, [Xo +ur X1 + ua X, X])

which, from the fact that (w;, X) and (w1, [X;, X]) are identically zero for i = 1,2,
yields N _

01 <w1, [X(),XD + 69 <WQ, [XO+U1X1+U2X2,X]> =0 (119)

which implies, since 61 and 62 do not vanish simultaneously and [Xo+u1 X1+uXa, X]
does not vanish, that 6 = 0 is equivalent to (w1, [Xo, X]) =0, i.e. to (42).

(ii)=(i) : Since 8y = 0, (115) implies that {w1,ws,w;} is the characteristic system
of wy and therefore is integrable. In particular, there exists a function he such that

dhs = Mwi + Mwi + Awy
with a nonvanishing Ag; then
dw; = 6;dhy AW modulo wy

which implies that {wi,dhs} is integrable and in particular that there exists a func-

tion Ay such that
1o 2 1 0 w1
0 1 Ao+ M % A9 w2

(i) = () (e

where p1A1 does not vanish. This is point (i).

(i)=(ii) : Let Q1, Q9 and Q3 be defined by
Ql o w1
Q3 _ 1 —CL% O _ Q) — aQ2 (121)
Qs 0 1 Q9 Qs '

then (118) implies that {Q3,€,} is integrable and hence, for some 1-forms I ;,

dQy = Q9 A ngg + Q3 A F273 = M A Fg,g + Q9 A PQ’Q —a QQ A F273
dQs3 = Q9 A F3,2 + Q3 A 1—‘3’3 = QA F2,3 + Q9 A F2’2 — a9 A 1—‘2’3
(122)
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Taking the time-derivative of the second equation yields

dQQ = /\1:‘273 + Ql /\Fg’g (123)
+ QQ A FQ,Z + QQ A <F2,2 — afg,g — dFQ,g) — an /\F273

and finally, since dQ; = d(23 + CLQQ) =df3 + adQQ — QQ Ada,

dQ; = QA (F2,3 + af2,3) + 22 A <F2,2 + af2,2)
+ an A Fg’g + Qz A (— an,g + CLFQ’Q — a21'“2,3 — asz,g — dCL)
—a? QQ N F273
dQs = O /\Fg’g + Q9 A FQ,Q — aQQ /\F2’3
(124)
From (120), {21, (2} is the same differential system as {w1, w2} and therefore, from
(115), dQ; = \; 1 A Q9 modulo {Q1,Q9} for ¢ = 1,2 and A; certain functions;
from the second equation in (124), this implies that I'; 3 is a linear combination of
Ql,QQ,Ql,QQ, from the first equation in (124), it is actually a linear combination
of €1,€, Qg because the Ql term would produce a Qg A Ql term in the last term
of d2; (it cannot be canceled by another term because there is no 2, in 72,3); this
1mphes if F273 = )\191 + )\192 + )\QQQ,

dQy = Q9 A f‘g}z + ()\0 + a/\l)Ql A QQ (125)

where Ty 5 contains T's 5 plus other terms. This implies in particular that dQ; = 0
modulo {1, Q2} which implies that Qs is in the first derived system of {21, Qa} (i.e.
in the annihilator of {X7, X, [X1, X3]}) and therefore that it is collinear to wy, or
in other terms that matrix J; is triangular :

Q 61 B w
(5) = (2 %))

where a3y does not vanish. Then (115) yields

A% = —; A ((51 - @)Qz + g Ql) modulo (127)

B2 B2

By comparing this and (125), we see that 6o = 0 which implies that 8, is identically
zero because a does not vanish.
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7.2 Proof of the results on (z,u)-dynamic linearizability

In this section, we shall prove theorem 4.1 and proposition 4.4. They are proved
together because we were not able to prove the intrinsic condition of theorem 4.1
without the help of the coordinates of the normal form (61). Basically, we shall
prove that (x,u)-dynamic linearizability implies the conditions of proposition 4.4
in the coordinates of the normal form, and then that these conditions imply the
condition of theorem 4.1 that is itself sufficient for dynamic linearizability.

The following is the key technical lemma :
Lemma 7.5 The following four assertions are equivalent :

1. There exists an invertible matriz J1 of degree zero and six functions a, A, a, b,
h1 and hs, all defined on a neighborhood of the point Y, such that b does not
vanish on this neighborhood and

(dh1>zjl<1_a%>< : 0)(1O><A1><M>
dhs 0 1 -bd 1 a 1 10 ws
(128)

2. There exist three functions a, A and b, all defined on a neighborhood of Y, such
that b does not vanish on this neighborhood and, with

(&) - (e D)) e)(2) . oo

one has

dQ; = 0 modulo {Q1, Q3, Q3} (130)
dQs = 0 modulo {Q3, QU AQ3} (131)

3. 6%’1 does not vanish at Y and the first derived system of the pfaffian system

{w — 5211@2 , w2} has rank 1 and is integrable, i.e. there erists a (unique)
2,1

function o such that (59) is satisfied.

4. The function (5%71 does not vanish at Y and, in the normal form (61), the
functions f and g are, on a neighborhood of Y, of the form (64) where ag, a1,
as, by, b1, co and c1 are some functions of z1, 29, 23 only, which satisfy (65).
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If one of these conditions is met (and therefore all of them), \, a and b in (128) and
(129) are uniquely defined :

A=0, b= 1—7 , « is uniquely defined by (59) . (132)

We shall prove lemma 7.5 further. Since the matrix (with entries polynomials in
%) that is applied to (w1, ws)? in (128) is obviously invertible and of degree 2, it
is clear from proposition 2.3 that point 1 implies (x,u)-dynamic linearizability, the
converse is less clear because not all 2 X 2 invertible matrices are of the form displayed
in (128), especially at points where some leading coefficients vanish —see proposition
2.4. The above lemma may be viewed as the nonsingular case, in a sense. However,
it is possible to deduce from it the following result that implies both theorem 4.1
and proposition 4.4.

Lemma 7.6 The system (5) is (x,u)-dynamic linearizable at a point X if and only if
one of the four (and hence all four) equivalent conditions of lemma 7.5 is satisfied in a
neighborhood of point X. Then all the possible pairs of linearizing outputs depending
on x and u are these described in theorem 4.1.

It is clear that theorem 4.1 and proposition 4.4 are consequences of these two
lemmae because the condition given by theorem 4.1 for (z,u)-linearizability is item
3 in lemma 7.5 and the condition in proposition 4.4 is item 4.

Let us now state, and prove, four more technical lemmae (7.7, 7.8, 7.9 and 7.10).
We shall then proceed to prove lemma 7.6, and the end of the section will be devoted
to the computational proof of lemma 7.5.

Lemma 7.7 Let b and Jy be respectively a scalar and a 2 X 2 invertible matriz both
smooth functions defined on a neighborhood of a point Y and let Q0 and Q3 be defined

by
(o) = (g 1)2(2) - )

The forms Q1 and Qs satisfy the identities (130)-(131) on a neighborhood of Y if
and only if there exist functions h1, hy and a, and a 2 X 2 invertible matriz Jy, all

RR n~° 2751



56 Jean-Baptiste Pomet

smooth functions defined on a neighborhood of Y, such that
dh1 . 1 —a% 1 0 w1
(dh2> - J1<0 1 —bd 1 T,
_ 1 —a% Ql
() () "

Proof of lemma 7.7 : Suppose that ©; and 23 satisfy the identities (130)-(131) on
a neighborhood of Y. Then the Pfaffian system {24, Q3, Qg} is completely integrable
because (130)-(131) obviously imply that dQ; and dQ2s are zero modulo {Q1, Q3, Q3},
and (131) implies that, for a certain 1-form I's and a certain function k, dQ3 =
Q3 AT+ EkQ A Qg, but taking the time-derivative of both sides yields

ng = Qg/\Fg + QgAF3 + ].691/\(23 + le/\Qg + le/\Qg

which obviously implies that dQs is zero modulo {Q1,Qs, Qg}. Integrability of this
pfaffian system implies that there exists a function ki defined on a neighborhood of
Y such that _

dhi = M1+ Q3 + A3

with A1, A2, A3 some functions, A1 nonzero at Y. Then {Q3,dh:1} is integrable
because (131) implies that d23 is zero modulo {Q3,dh; A Q3}, and hence modulo
{Qs3,dh1}. Hence there is a second function hy such that

dhs = pidhr + pals

with p1, o some functions, po nonzero at ). The functions hy, ho built above,

together with a = —A3/Ag and J; = 1o AL Ao satisfy (134).
K1 p2 0 1

Conversely, suppose that (134) holds. Let us define Q1,9, Q3,4 by

Ql w1

()-+(z).
Q4 1 —CL% 1 0 Ql
() = G i)l (&) oo

l.e.
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Q3 = Q — by (137)
Q4 = Ql - CLQ3 = Ql — a (Qz - le - le) (138)

We shall use the following basis (over smooth functions) for the space of all 1-forms :

{Qlu 927 937 Q27 947 Q47

9%4,)95335,)95426) ...... : (139)
Ql ) Ql ) Ql 9o }

where, in addition, {Q;, 2, Q3,,} is a basis of Span{dz}.

Then (128) implies that the pfaffian system (€23, 24) is completely integrable and
therefore that there exists some 1-forms I'; ; such that

(140)

dQs3 = Q3 A F373 + Q4 A F374
dQy, = Q3A 1—‘4’3 + Q4 A F4’4

It is possible to express the 1-forms I'; ; in (140) as (finite) linear combinations
of the forms in (139), and it is always possible to chose them such that, for i = 3,4,

I'; 3 has no €23 term, } (141)

I'; 4 has no €23 term and no {24 term.
Taking the exterior derivative of (138) yields

dy = dQ + adQs — Q3Ada,
and taking the time-derivative of the first equation in (140) yields
Q3 = Q3AT33 + Q3AT33 + QAT + QATsy
and finally, the two above equations yield, since Q3 = @,
dQ; = A (1“3,3 - %) + Q3 A (1“4,3 + af3,3)
+ QA (r4,4 —~ T3 +alss + %) + aQu ATz, . (142)
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On the other hand, since (€21,3) = (X1, X3)*, the pfaffian system defined by
(©1,€2) can be defined with the help of the variable z (i.e. the four coordinates
of z) only, and therefore (see the end of the Appendix), its Cartan characteristic
system is at most Span{dz}, i.e. at most {Ql,QQ,Qg,QQ}, which implies that, for
some functions k1 and ko,

k1 Q3 A Qz
ko Q3 A Q9

dQ,

dQQ } modulo {Ql, QQ} . (14.3)

The first equation above implies, from (142) and (141), and using the fact that the
1-forms in (139) are a basis for all 1-forms, that F4 3+ afg 3 is a linear combination
of 1, Q9, Q3, Q, and Q4,T44—T33+ aI‘g 4 -I— is a linear combination of €, Q9,
Q3 and 4, and F34 is a linear combination of Ql, Q9 and 94, with the coefﬁment
of Q4 in I'y3 + aF3 3 equal to the coefficient of Q3in I'y 4 — '3 3 + aF3 4 -|— cd

Tys +als3 = aQ + @ + 3 + Qs + d3Qq(144)
d
[ya — 33 + GF34 + _a = did1 + dafdy + d323 + dufl (145)

F34 = e + el + 6394 (146)

)

and finally, (142) yields

d21 = U AA + Q9ANAy + C4Q3/\QQ
with Al = F3,3 - % - 6193 - d.194 - ael(24 (14.7)
AQ = — CQQg — d294 — aeQQ4

Now, from (137), ‘ ‘
dQy = dQ3 + bdQ2; + dbDAQ

which allows, getting dQ23 from (140) and dQ from (147)’s time-derivative, and
using the fact that @y = % and Q3 = 91294, to compute d{2» and, forgetting
the exterior products starting with €21, {29 or Q3, to obtain

dQ, = b(%—d2)92A94 — abeyQuAQy + e3QAQ modulo {2, Qy, Q3} (148)
which, since the second identity in (143) implies dQ9 = 0 modulo {Q1, 2, Q3}, yields
cs = ady and e = e3 = 0. (149)

We get (130) from (147) with e; = 0 after substituting €4 for Q; — af3. The
same substitution in (138)-(146) with ey = e3 = 0 yields (131). |

INRIA



Dynamic linearization of systems in IR* with two inputs 59

Lemma 7.8 Around a point where the rank assumptions (49)-(50)-(51)-(52)-(53)
hold,

1. there cannot ezist functions a, b, h1, ho and two invertible 2 X 2 matrices of
degree zero Ji1 and Jy, all defined on a neighborhood of the considered point,

such that
1 0 w1 dh1
J J. 150
1(—a%—b%21>2<w2> (dh2) 50

2. there cannot exist functions o, a, b, h1, hy and an invertible 2 X 2 matriz of
degree zero Jv, all defined on a neighborhood of the considered point, such that

_ad w
i ) (g D) 0)(2) - (&) o

Proof of lemma 7.8 :

Point 1 : First, let us notice that b cannot be identically zero around the considered
point, because this would imply x-dynamic linearizability, which, from theorem 3.1,
contradicts (52). Define Q; and Q by (921,92)7 = Ja(w1,w2)T; then (150) implies
that the pfaffian system {Q1, Qs — a2 — b€, } is completely integrable, which implies

dQ = 9 ATy + (Qg—an—bfh)/\FQ,

for some 1-forms I'y and I's. On the other hand, because {§21,€3} span the anni-
hilator of {X7, X3}, the characteristic system of this pfaffian system is included in
Span{dz} (see the end of the Appendix), and hence one must have dQ2; = kni A 72
modulo {€Q1,Q9} with k£ a function and 7, and 7 two form in Span{dz}. This im-
plies, since b does not vanish and €2 is not in Span{dz}, that, in the above relation,
I’y is a linear combination of Q1, Q9 and an + le, which in turn implies, for a
certain function k,

dQ; = kQ A (afy + b)) modulo Q; .

This implies, on one hand that € is in the derived system of the pfaffian system
{€21,9Qs}, and therefore, from (55)-(56), that €2 is collinear to w1, but ten the above
relation contradicts (55) because a2 + b€2; is not a linear combination of wy, we and
ws.
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Point 2 : Suppose that (150) holds. From, lemma 7.7, the identities (130)-(131)
must hold locally with

Ql = w1

Q3 = wy + aw — bwl

and in particular, this would imply that
dw; = 0 modulo {wy,ws — bwy,ws + (o — i))d)l — bin}
which is impossible, because, from (55),

dwl /\wl A (CUZ - bwl) A (QJQ + (a - b)wl - bwl) = b25%’2 w9 A dJQ A w1 A L:Jl /\(111. |

Lemma 7.9 If, for some functions A1, Ay and A3, one has

dws = 0 modulo {WQ,Q,Q}

with @ = Mwi + Awy + Azws , (152)
then A1 and A3 are related to the functions appearing in (56) by :
As (29M + 85 %s) = 0. (153)
Proof of lemma 7.9 : The expression for Q in (152) implies
’\1°f)1 = Qhwy — 3wz, ' ) (154)
Alwr = —Awr + 2 — dws — (A3 4+ A)we — A3wg .

Using the above relations in (56), one obtains that Afdws is equal to A3 (5%71)\3 +
29A1) w2 A wy modulo {wy, £, Q} This proves the lemma. [ |

Lemma 7.10 Let f and g be some smooth functions from an open subset O C IR*
to IR. The following two assertions are equivalent :

. g—i does not vanish on O and f and g are solutions of the following equations
on O :
2
dg 93¢ 2%g

2= —= -3 |= =0 155
0z4 023 <3z2 ’ (155)

dg O*f 0%g 9% f
2~ —= —3—=— = 0. 156
0z4 073 02} 023 (156)
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o There exists ag, a1, az, by, b1, cog and c1, some smooth functions of 21,22, 23
defined on O (i.e. on its projection on IR3) such that

by by

(zla 223Z3) 7& 0
Co

co(z1, 22,23) + zac1(21,22,23) and

do not vanish on O and f and g are given by (64) on O.

Proof of lemma 7.10 : By simple substitution, it is clear that the forms of f and ¢
given in (64) satisfy equations (155)-(156), let us prove the converse. Since g—i #0,

one may define h =1/ g—i. Equation (155) then yields

2 2
(21 ot o
0z4 024

whose nonvanishing solutions are exactly the squares, and opposite of squares of
nonzero polynomials in z4 of degree at most 1, with coefficients function of z1, z9
and zs3; if the degree is 0, ¢ is affine in z4, if it is 1, g is homographic in z4, still
with coefficients function of z1, z9 and z3, this yields the form for g given in (64).
Substituting g for its expression given by (64) in equation (156) yields (co+c1 z4)237£+
4
3C1% = 0, which states that (cy + c124)f is a polynomial of degree at most 2 in z4
4
and therefore implies that f is of the form given in (64). |
We now proceed with the
Proof of lemma 7.6 : It is obvious that point 1 of lemma 7.5 implies (x, u)-dynamic
linearizability because (see proposition 2.3) the matrix applied to (wy,ws) in (128)
is obviously invertible, and (hi, hs) is therefore a pair of linearizing outputs, which

depend only on x and u because dh and dhy are linear combinations of wy, ws, w1,
Wy, W1, Wo, which are all linear combinations of dr and du.

Conversely, suppose that there exists a pair of linearizing outputs (hy, he) depen-
ding only on z and w. From proposition 2.3, there exists P(%) € A(U), with U a
neighborhood X, such that

P(4) is invertible in A(U)

2 onU 157
dhy (157)
dhs
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Since 7y does not vanish at X and the rank assumptions (49)-(50)-(51)-(52)-(53) hold
at X, we may suppose, by possibly restricting U, that

~ does not vanish on U
(49)-(50)-(51)-(52)-(53) hold on U . (158)
deg P = 2 on an open dense subset of U .

The last statement is implied by the second one because if degP is strictly less than
2 on an open set, then the system is z-dynamic linearizable and this contradicts (52)
from theorem 3.1.

Then, from proposition 2.4, there is an open dense subset Uy of U such that, for
all Y € Uy, the matrix P(%) may be decomposed according to one of the four forms
(23)-(24)-(25). From lemma 7.8 three of these four forms are forbidden, because
conditions (49)-(50)-(51)-(52)-(53) hold at point ). Hence, around each point ) €
Uy, there exists functions «a, A, a, b, and a matrix Jq, defined on a neighborhood of
Y such that (128) is true on a neighborhood of J. By restricting possibly the open
sense set Uy, we may suppose that b does not vanish on Uy (b cannot vanish on an
open set, because then P would have degree at most 1 on this open set, and therefore
the linearizing outputs would depend on z only, and this would, from theorem 3.1,
contradict (52). Then the conditions of point 1 of lemma 7.5 are satisfied on Uy and
hence, from lemma 7.5, one may deduce that, for all Y € Uy, there is a neighborhood
of this point such that

e 65, does not vanish on this neighborhood,
e there is a unique function «y defined on this neighborhood such that
d (w1 + ayws — 621—7(4}2) A (wl + aywy — 621—7(4}2) =0
2,1 2,1

o there are a scalar function ay and an invertible matrix .J;y, both smooth
functions defined on this neighborhood, so that the following equation holds
on this neighborhood :

dhi | _ 1 —ays 1 0 0 1 Al w1
(dhz) _Jl’y<0 1 _52%%% 1 1 ay 1 0 w2

(159)

The last point is obtained by substituting the functions A and b by the value they
must have from (132).
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The second point implies in particular (by making the wedge product of both
sides by wy and multiplying by (5%,1)2 that

d ((5%’1(#1 - 27&)2)/\(6%,1(411 - 27c2)2)/\wQ + ayé%yl de/\((S%ylwl - 27&12)/\(,02 = 0.

(160)
but on the other hand, the differential form of degree 4 duws A (5;1001 - 2w2) A ws
is, from (56), given by

: 14 . . :
dwa A wa A (6%’1w1 —29w3) = w1 A (56%,1001 —y@2) Awa A (—2vywa)

and therefore does not vanish on U. Existence of ay satisfying (160) may be trans-
lated in some determinants made with the coefficients of the two differential forms
of degree 4 being zero, but if these determinants are zero on an open dense subset
Uy, they are zero all over U, and therefore, since dwy A ((5%71(;11 — 27&)2) A wy does
not vanish, there is a function v, uniquely defined all over U, such that

d ((5%’10()1 — Q'yd)g) A (5%’1w1 — 27&)2) Awy +nudws A (5%,1(4)1 — 27&)2) ANwy = 0.

(161)
Of course, since on the neighborhood of each point Y, the function ay is uniquely
defined, it must coincide with é where it is defined.

Then, let us define the form ws by

wy = 5%71001 + vwy — 2wy ; (162)
equation (159) reads
dh ( L s w>
wy — a | w3 — —==ws
! = Jiy 5%,1 (5%,1)2
dha 1
s

and therefore, dh; and dho are linear combinations of wy, w3 and w3 on a neighbo-
rhood of each point } € Up. This implies that the rank of {dhi,dhs,ws,ws,ws} is
at most 3 on the open dense Uy, it is therefore also at most 3 on all U. Since the
rank of {wy,ws,ws} is three all over U (because, thanks to (50)-(51) holding all over
U, v does not vanish on U), there are six functions p; ;, (uniquely) defined all over
U, such that

dh; = pijws + pipws + pi3w3
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or in other words

d
dhy _ p11 pi2+ M1,3%t wa (163)
dho p21 p22 + 23 w3

which implies, from (162),

dhy _ fin B2+ 3 0 1 w1
dhs fa1 B22+ H23 &1 Vv — 275 w2

which implies, from (157), and because wy, wy and all their time-derivatives are
linearly independent, that

d g pig o p1s S 0 1
P(_) — 3 ) 3 ﬁ (51 _ 2 i
dt t21 p22+ 1235 21 V Tt
This implies that 5%,1 must not vanish on U because P(%) cannot be invertible in
the neighborhood of the zeroes of 6%71.

Since 64 ; does not vanish on U, the function o = s is defined all over U, and
’ 2,1
since (59) is satisfied on Uy which is dense in U, it is satisfied all over U. We have
proved that (x,u)-linearizability implies item 3 of lemma 7.5.

We have proved above —see for example (163), where w3 = 6%’193— that the
arbitrary pair of linearizing output that we supposed to exists is of the form described
in the second paragraph of theorem 4.1, and it is clear that a pair of function meeting
these conditions is a pair of linearizing outputs. This ends the proof of lemma 7.6

Proof of lemma 7.5 :

1<>2 : This is an obvious consequence of lemma 7.7.

3=>2 : Let b be defined by (185) :

and « be the one from relation (59). Define ©; and Q3 as in (128), with A = 0.
relation (59) implies d23 = 0 modulo 23, so it implies a fortiori (131). Now (130) is
equivalent here to

dws =0 modulo {wy, w1 —bwy, w1 + (o — i))d}z — bwe }
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but a simple computation from (56) show that this is true when b = 521_'

2,1
4=3 : From proposition 4.5, if point 4 is true, then some other coordinates may
be found where the system has the simpler form (67). We shall compute in these

coordinates with the following choice

wp = d¢ — ¢3d¢1
wy = d3 — (go+ Gq1)d¢t — (p1 +wiq1)wi (164)

On one hand, one has
dwy = 0 modulo {wy,d(;,dw;} (165)

by computing the exterior derivative of wy given by (164) and replacing d¢; and dw;
with zero and d¢s with (p1 + wiq1) d(s.

Oun the other hand, from (53), {w1,ws,ws} is a basis of {d¢;,d¢s,d(s} and hence
one has
déi = Mwi + dws + Azwe

for some functions A1, A\ and A3. Applying lemma 7.9 for Q = d(;, and noticing
that A3 cannot vanish because wj A wy A d¢; does not vanish from (164) yields, from
(165) :

2y A + 6%’1)\3 = 0.

The above two relation imply, since by assumption 6%,1 does not vanish, that d(; is
a linear combination of wy and wy — 621—7d)2, and this clearly implies point 3.
2,1

2=>4: Thisis the long and difficult part of the proof. It is all done using the symbolic
computation system Maple, with the package “liesymm” to manipulate differential
forms, in the coordinates of the normal for (61).

We are now working in coordinates, with system (61) for some f and g. We make
the following choice for wy and ws :

W = dZQ — 23dz1

166
wy = dZ3 — gdzl — (%4—1]1%)&)1 . ( )

The idea of the proof is quite straightforward : We suppose that there exists
some «, A and b satisfying (130)-(131), we write these equations explicitly in terms
of a, A and b, and we eliminate a, A and b to obtain the conditions on f and g are
as described in point 4.
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Step 1 With the choice (166) for wi and wo, we have the following decomposition
of dwy and dwa, more precise than (55) and (56) in proposition 4.1 :

dwr = wiA (80w +6810n) + 8pwr A, (167)
dwy = wi A (5371(4)2 + (5%71(,211 + 5%71LD2 — ’y&'}z) + wa A (5%,2(1)1 + (5%72(2)2)
4+ ywi Awy
(168)

for some functions 51152]- and v that may be computed explicitly using f, g and some
of their partial derivatives.

Indeed, (55) reads
dwi = wi Al + (5igw2 ANws ,

for some form I'y, but dwy = dz; A dzs and {wi,wy,ws} is a basis of {dz1,dzy,d23}
—because it is the characteristic system of {w;} from the above equation— so that
I’y must be a linear combination of wy, we and wy. This implies (167).

Also, (56) reads
— 0 1 . 2 . . . .
dwy = waAl'g + w1 A (52’1(4)2 + 5271001 + 5271(,02 — vwg) + ywi Aws

for a certain form I'9, but

_ of dg of g
dwy = dz Adg (824 + v aZ4)dz1 A dzs d(824 + vy 824) A wq

and hence dws is, modulo {w}, a linear combination of dz1, dzg, dz3 and dzq, i.e.
of w1, wy, w1 and wey ; this implies that I's must be a linear combination of wq, wo,
w1 and wg, and therefore (168).

Step 2 If a, X\ and b satisfy (130)-(131), then

A may depend on z1, z2, 23, 24, va — v1f (21, 22, 23, 24) only,

AR 1
a and b may depend on z1, z9, 23, 24, V1, Va2, U1, Vg only. (169)
Relations (135) and (137) imply :

N = wy + Awy (170)
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Qy = witay = Q4+aN)w + aws (171)
Qs = wi+a - = alws+Aw) — b (azQ + X + (A= %)w1)172)
O = (Ma—b)-bd)w + @(w + )
+ (1 =200 a1 + (a—b) (&g + dn) — b(g + Ain) (173)
Taking the exterior derivative of (172) and (170) yields
dQs = dw; + adQ; — bdQ; + da A — dbAQ (174)
with dQ; = dws + Adw; + dAAw; (175)
A, = day 4+ Adw; + Adan + dAAw + dA AW (176)
Relation (174) implies :

dQs = (14 aX —bA)dwi + adws + adX A wy — b(day + Adw + dAAwy +dA A @)
Q3 —w; — aws + Awr)
b

+da A (wy + Awr) + dbA

Taking the time-derivative of both sides in (167) and (168), we have

dwor = wi A (5(1),1002 + (6, + 5%,1)@ + 5%,1‘:’2)
+ w2 A <— (5?71(2)1 + (S%,zd)g + (5%,26&2)
+ 67 w1 Ay

din = wi A (8 w2+ 8100 + (8 + 8 1) + 6101 + (61 — iz — 7wl
+wy A (835 — 8311 + 83 52 + 63 51 + 63,2&)2)
+ @2 A (=631 + 635 —F)an — 7@1)

(177)

Equation (131) implies in particular that dQ3 = 0 modulo {w1,Q;,Q3}, i.e. —see
(172)— modulo {w1,ws,ws + Aw; }. Equations (167), (168) and (177) imply

dw1 = 0 dd)1 = 0 . .
dos = 0 din = NyoyAdy } modulo {wy,ws,ws + Aw1}.
Then, from (174), (175), (176),
dQs = —b(Aywi Adr +dA A wp) modulo {wy,wq,ws + Aan},
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which in turn implies
d\ + My = 0 modulo {wy,wq,wr,ws} .

Since {dz1,dz2,dz3,dzs4} is another basis for {wy,wq,w1,ws} and, from (166) and
(61),

w1 = dzqg + vidzg — (f+v1g)dz,

. . : . . 178
& = d(vy— fur1) + vidf + 01dzg + (f + v g + U1g) dzy , (178)

that dA is a linear combination of d (ve — fv1), dz1, dzy, dzg and dz4 ; this proves
the statement on A in (169).

Replacing wy and & with zero and wy with (1+ba)‘ — }\)wl + $wy in the expression
of 1 AQ3 obtained from (170) and (173) obviously yields only some terms in w; Aws,
w1 A Wy and we A Wo, hence

Ql/\Qg = 0 modulo {Q3,LZJ1,C&1,W1/\LU2,LU1/\u'fz,wg/\u'jg} .

Therefore, Equation (131) implies in particular that dQ23 = 0 modulo {Q3, w1, 1, w1 A
wa, w1 AWy, wy AW}, i.e. modulo {bwy —aws + Awy) + (A — 1wy, Wy, 1, w1 Awg,wi A
Wa, wy AWy }. From (167), (168) and (177), we have :

dwvy = 0 dvy = 0
dwy = 0 dwy = —vwl/\wZ(?’)

modulo {bws — a(wy + Awy) + (b)\ — Dwy,wr,01,w1 A wy,wi A W, ws Awa}. Hence,
from (174), (175), (176)

dQ5 = wi A (b7w2(3) — adX + bddA + %)
a
+ (w2 + Awi) A (Edb — da)
This implies in particular that
byl — adr + badh + L = ¢ o
o b modulo {w1,ws, w1, ws, Wi,Wa}. (179)
—db — da = 0

b

We have already shown above that dA is a linear combination of wy,ws, w1, ws, 1 ;
hence d\ is a linear combination of LL)l,LUQ,CUl,CUQ,Q}l,WQ,wl( ). This and the above
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®3)

equations imply that db and da are linear combinations of w1, we, w1, wa, W1, W2, w;™’,
w2(3). This yields the second statement in (169) for {wq, wy, w1, ws, 1,09, w1(3)7 w2(3)}
is another basis for {dz1,dz2, dz3,dz4, dv1, dve, dd1,dvs }.

Note that the second relation in (179) actually implies that adb— bda is a linear
combination of wy,wg, w1, ws, &1, W, i.e. that a/b depends on z1, 29, 23, 24, v1, v only
(and not on o1, 03).

Step 3 If a, A and b satisfy (130)-(131) with b non vanishing, then A must be
identically zero.

The core of this point is a rather heavy computation conducted in Maple. Let us
explain some notations.

First of all, we need to work with a finite number of variable only. The only
variables that will ever be needed during the computations are

(21,22723724,1]1,?)2,?'}1,1')2,’5)'1,7.]'2)

because, the only operation that makes some new variables appear is taking the
“time-derivative” of some objects. This occurs only when computing €2;, 23 and Qs
according to (170), (172) and (173), but from (166), it is clear that the forms €4,
Q3 and 3 may be expressed with the help of the above variables. This may be
checked in the course of the computation : we set the time-derivative of ¥; and 9
to “FRROR;” and “FRROR,” and we may check that we never have to apply the
time-differentiation (“DOT”) to ¥; and ¥ by checking that the variables “ERROR;”
and “EFRROR>" never appear in the expressions we compute.

To take advantage of the fact that A depends only on z1, z9, 23, z4 and v9 — fuq,
we make a change of coordinates, defining wy by

wy = Vg — f(21,22.23,24)’U2 . (180)
We work then in the coordinates

(21, 22, 23, 24, V1, W2, V1, Vo, U1, V2) (181)
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rather than the above, and the system is given by the derivative along its dynamics,
i.e. along :

d
T[AL = U1
%ZQ = z4 + 2301
d
553 = fle1,22,23,24) + g(21,22,23,24) V1
d
G2 = wr + f(z1,22,23,24) 01
d .
gvl = U
aw2 = Uy — f(21,22,23724)1}1
d d d d
—u (a—zflm + a—i(zz;-l-zgvl) + 6—£(f+vlg) + 6—;;(102 +v1f))
d - =
gvl =
V2 = V2
441 = ERROR,
49, = ERROR,

(182)

Since b does not vanish, we may define some new functions # and p from b and
« as follows :

1
b = — 183
ﬁ(Zj,ZQ,23,24,1]1,11]2,’01,1]2) ( )
a = ,0(21,22723,24,’Ul,wz,?l,i-]Q) (184)
ﬁ(zlaz27 23, 24,7]1,11}2,7}1,1]2)

Note that by assumption b —and therefore J— does not vanish.

If X is not locally identically zero, then there are points arbitrarily close to the
point under consideration where it does not vanish, and hence there are points where
neither A nor b —and hence f— vanish and the relations (130)-(131) hold.

In the following Maple session, we suppose we are at such a point, we write the
equations for (130)-(131) in terms of the functions A, § and p, supposing that we
may divide by A and by p and get a contradiction (namely that A\ must be zero).

Note : The symbol
&/\

in the Maple session stands for the exterior product (or wedge product).
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This reproduces a session run with Maple V Release 3

> with(liesymm): setup(z1,z2,2z3,z4,vl,w2,vidot,v2dot,vidotdot,v2dotdot) :

> FF:=[(z1,2z2,23,2z4,vl,w2,vldot,v2dot ,vidotdot,v2dotdot)
> -> vi,
(z1,22,23,2z4,v1,w2,vldot,v2dot,vidotdot ,v2dotdot)

-> z4 + z3xvl ,
(z1,22,23,2z4,v1,w2,vldot,v2dot,vidotdot ,v2dotdot)

-> £(z21,22,23,z4) + vixg(zl,z2,z23,z4) ,
(z1,z2,23,z4,v1,w2,vldot,v2dot,vlidotdot,v2dotdot)

> w2 + vl x £(z1,z2,23,z4) ,
(z1,22,23,2z4,v1,w2,vldot,v2dot,vidotdot ,v2dotdot)

-> vidot ,
(z1,22,23,2z4,v1,w2,vldot,v2dot ,vidotdot ,v2dotdot)

-> v2dot

- vidot * f(z1,z2,z3,z4)

- vl *x diff(£(z1,z2,23,z4),z1)* vi

- vl *x diff(£(z1,z22,23,2z4),2z2)* ( z4 + z3*vl )

- vl * diff(£(z1,z2,2z3,24),z3)* ( £(z1,22,23,z4) + vixg(zl,z2,23,z4) )

- vl * diff(£f(z1,z2,23,z4),z4)* (w2 + vl * f(z1,z2,z3,z4) ) ,
(z1,22,23,z4,v1,w2,vidot,v2dot,vidotdot,v2dotdot)

-> vidotdot ,
(z1,z2,2z3,z4,v1,w2,vldot,v2dot,vidotdot,v2dotdot)

-> v2dotdot ,
(z1,22,23,2z4,v1,w2,vldot,v2dot,vidotdot ,v2dotdot)

-> ERROR1 ,
(z1,22,23,2z4,v1,w2,vldot,v2dot,vidotdot ,v2dotdot)

-> ERROR2 ]

DOT := proc(forme) value(Lie(forme,FF)) end :

V VVVVVVVVVVVVVVVVVVVVYVYVYV

Here, we have loaded the package “liesymm” that we will use to manipulate
differential forms, declared that the coordinates are (z1, 22, 23, 24, v1, w2, U1, V2, V1, V2),
defined the system, and finally the procedure “DOT”, which is the time-derivative
along the dynamics of the system, i.e. the Lie derivative along the vector field F'
from equation (9), this vector field is truncated here, but as explained above it will
not be applied to objects that involve other variables than x1, x9, x3, T4, u1, U2, U1
and 9. This Lie derivative on functions as well as on forms of any degree.

Let us just check that DOT is really what we think, by applying it to the base
variable functions :

> DOT(z1) ;DOT(z2) ;DOT(z3) ;DOT(z4) ;DOT(v1) ;normal (DOT (w2+ v1 * f(z1,z22,z3,z4)));
> DOT(vidot) ;DOT(v2dot) ;DOT(vidotdot) ;DOT(v2dotdot) ;
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vl
24 + 23 vl
f(21,22,28,24 )+ vl g(zl,22,23,24)
w2 + vl f(21,22,28,24 )

vldot

v2dot
vldotdot
v2dotdot
ERRORI1

ERROR2

Note that the “ERROR” signs will never appear in the calculations since we will
compute the time-derivative only of functions which do not depend on #; and ¥y, see
the explanations before (182).

We now define the forms w; and ws, and compute w;, ws and &y (denoted
“omegald”, “omega2d” and “omega2dd”) :
> omegal := d(z2) - z3 * d(z1) ;
wl:=d(22)—28d(z21)

omega2 := wcollect(value(
d(z3) - g(z1,z2,z23,z4) *d(zl)
- (diff(£(z1,z2,23,z4),2z4) + vl * diff(g(z1,22,23,24),z4)) * omegal

E

VvV V V V

w2 = (—g(z1,22,23,z4)
+ ((% (21,222,238, 2 )) + vl (%g(zl,z?,zé’,% ))) z3> d(z1)

4 (— (%f(zl,z?,zé’,a )) — vl (%g(21722723724 ))) d(22)
+d(z3)

> omegald := DOT(omegal): omega2d := DOT(omega2): omega2dd :=
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> DOT (omega2d) :

From proposition 2.2, the rank condition (53) implies that the form of degree 3
w1 AweAws does not vanish. We compute it, see that it is of the form D1dzy AdzaAdzs
where the quantity D; is the one from (63). We shall use a lot the fact that this D
does not vanish.

> D1 := getcoeff(factor( omegal& omega2&~omega2d ));

3} 3]
D1 := <%f(z1,z2,z3,z4 )) + 23 (@f(zl,zg,zé’,w ))

+g(21,22,28,24 ) (% f(21,22,28,2 ))
)
)

f(21,22,28,24 )) f(21,22,28,24 )

(21,22,28,24)) w2

g(21,22,28,24) ) f(21,22,28,24)

B(s1,52,59,24)) =4

This implements (183)-(184) and computes €3, Q3 and €3 according to (129),
Q9 being the intermediary form defined in (135)-(137).

Note that the form Q3 that we use is not exactly the one in (129), it is divided
by b ; this does not affect the relations (130)(131).

> b := 1/ beta(z1,z2,z3,z4,v1,w2,vidot,v2dot) ;

> alpha := b * rho(z1,z2,z3,z4,vl,w2,vldot,v2dot);
b 1
" B(21,22,28, 24,01, w2, vidot, v2dot )
_p(21,22,28,24,v1,w2,vidot, v2dot )
© B(21,22,23,24,v1,w2,vidot, v2dot )
> Omegal := map(normal, wcollect(
> lambda(z1,z2,z3,z4,w2) * omegal + omega2
> )):
> Omega2 := map(normal, wcollect( omegal + alpha * Omegal)):
> Omegald := map(normal, wcollect( DOT(Omegal) )):
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>
>

Omega3 := map(factor,wcollect( (1/b)*0Omega2 - Omegald)):
Omega3d := map(factor , wcollect( DOT(Omega3) )):

We shall first compute dQ2; modulo {Q, Qs Qg} In order to compute modulo
{4, Qg,Qg}, we simply substitute dz3, dz4 and dwy with the linear combinations
—respectively called valdz3, valdz4 and valdw2 below— of dz;, dzy, dv; which is
equal to each of them modulo {3, 3,3}

>
>

vV VVVYV

\Y%

vV VVYVYV

map (getform, [op (Omegal)]);
coeff( Omegal , d(z3));

[d(21),d(22),d(23)]
1

valdz3 := map(factor, wcollect(solve( Omegal=0, d(z3) ) )):
map (getform, [op(valdz3)]);

[d(z1),d(22)]

map (getform, [op (Omega3)]) ;
coeff ( Omegal3 , d(z4));

[d(z1),d(22),d(23),d(z4)]
—N21,22,28,24,w2)

valdz4 := map(factor,wcollect(simplify(
subs( d(z3)=valdz3 ,
solve( Omega3=0, d(z4) )

)))):

map (getform, [op(valdz4)]);

[d(z1),d(22)]

map (getform, [op (Omega3d)]) ;
coeff ( Omega3d , d(w2));

[d(21),d(22),d(23),d(z4),d(v1),d(w2)]
—M21,22,28,24,w2)

valdw2 :=map(factor, wcollect(simplify(
subs ( {d(z3)=valdz3,d(z4)=valdz4} ,

solve( Omega3d=0, d(w2) )

NN:

map (getform, [op(valdw2)]);

[d(21),d(22),d(vl)]
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> dOmegal := map(factor , wcollect(value( d(Omegal) )) ):
> map (getform, [op(dOmegal)l);

[d(21)&"d( 24 ),d(z1)&" d(w2),d(22)&"d(w2),d( 21 )& d(v1),
d(22)&"d( 24 ),d(22)&"d(v1),d(z1)&"d(22),
d(21)&"d(23),d(22)&" d(23)]

dOmegalmod := map( factor , wcollect ( simplify (
subs ( {d(z3)=valdz3,d(z4)=valdz4,d(w2)=valdw2} ,
dOmegal ) ))):
map (getform, [op(dOmegalmod)]);
[d(z1 )& d(v1),d(22)&"d(v1),d(z1)&"d(22)]
In other terms, dQ; = C1dz; Adzg+ Cadze Advy 4+ Csdz; Advy modulo {4, Qs, Qg}
Hence the functions C1, Cy and C5 must be identically zero

VvV V V V

Let us first examine the coefficient of dze A dvi. It turns out that Cy = 0 allows

one to express 8‘9—13‘2 as a function of f, g, A. It is the expression "LALA" below.

> collect( coeff(dOmegalmod , &~ (d(z2),d(v1))) ,
> diff (lambda(z1,z2,z3,z4,w2) ,w2) );

—( (864 f(21,22,28,24 )) f(21,22,28,24 ) — 23 (882 f(21,22,23,24 ))

_ <aif(21722,z37z4 )) + (%g(zl,z?,zé’,u )) w2

(3— z1,22,23, 24 )) f(21,22,28,24 )

( g(z1,22,23, 2 )) V7
—g(21,22,23,24) (%f(z],z?,z(?,d )))

(822 A 21,22,23,24, w2 )) /(A(z1,22,23,24,w2))

(884 g(21,22,28, 2 ))

> LALA := solve( numer(coeff(dOmegaimod , &~ (d(z2),d(v1)))) =0 ,
> diff(lambda(zl,z2,z3,z4,w2),w2) );
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LALA .= — (ig(21,22,23,24 )) A(zl,z?,z&%,w?)/(
074

0z1 072

+g(21,22,23,24) (%f(zl,z?,zé’,u )>

ad
ad
- (wg(“’wvﬁﬂ >) f(21,22,23,24 )

(2 ) oot (o)

-I-(864 f(21,22,28,24 )f(z],z2,23,24)

- (% g(z1,22,23,2 )) z4>

The general solution of the linear PDE ;—Ui‘z = LALA is LALALAsymb below,
where the function “cc¢” has to be equal to “coco” also given below, and Ag is a free
function of four variables.

> LALALAsymb := lambdaO(zl1,z2,z3,z4) * (w2 + cc(zl,z2,z3,z4) );
LALALAsymb := \0(21,22,23,24 ) (w2 +cc(21,22,28,24))

> coco := factor( ( lambda(z1,z2,z3,z4,w2) / LALA ) - w2 );
0 0
coco = ((8 5 g(z1,22,23,2 )) 24 — 23 (Wf(ﬂ 22,283,274 ))
0 0
_<8 f( 21,22, 23 24)) (21,22,23,24)—(81f(21 22,23 z4)>

—g(21,22,23,24) (% f(21,22,23,24 ))

+(%g(zl 22,43, 2 )) f(21,22,25, 24 )> /(

0
ﬂg(zl 22,28 z4))

In the sequel, we shall substitute A with the expression LALALAsymb rather than
with the expression
> normal( lambdaO(z1,z2,z3,z4) * (w2 + coco) );
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A0(21,22,23,24 ) (— (% f(21,22,23, 2 )) f(21,22,28,24)

_ .3 (%f(zl 22,23, 2 )) . (C%f(zz 22,23, 2 ))

(9
" (@ g(#1,22,25,24 )> f(21,22,28,24)

(882 (21,22,28, 2 )) 24

—g(21,22,23,24) (%f(zl,z?,zn?,d ))) /(

0
ﬂg(zl 22,28,2) ))

where cc(z1,22,23,z4) is replaced by its value, because it makes the expressions
shorter (without this trick, 100MegaBytes were not enough to run the Maple session).

Actually, we will rather substitute af with its expression below, as a function of
other partial derivatives and of the functlon cc than doing the contrary :
> valdfdzl := factor( solve( coco = cc(z1,z2,z3,z4) ,

> diff( £(z1,z2,z3,z4) , z1 ) ));
022

- (i f(21,22,28, 24 )) f(21,22,28,24)
0z

valdfdz1 := (% g(z1,22,23,2 )) 24 — 28 (i f(21,22,23,24 ))

023
+<i(1234)>f(1234)
53 8l 71,22, 23,2 21,22,28,2

—g(21,22,23,24) (if(zl 22,28, 24 ))

—cc(21,22,23,24 ) (% g(21,22,23,24 ))

The routine “subslambda” replaces A with its expression LALALAsymb in an ex-
pression.

The routine “subsdfdz1” replaces 5 f with its expression subsdfdzl in an expression,
it is slightly more complicated to take care of substitutions in higher order partial
derivatives of f
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subslambda := proc ( expr )
simplify(subs( lambda(zl,z2,z3,z4,w2) = LALALAsymb
end :
vald2fdz2dz1 diff( valdfdzl , z2 ):

vald2fdz3dz1 diff( valdfdz1l , z3 ):
vald2fdz4dzl := diff( valdfdzl , z4 ):

vald2fdzildzl := factor(simplify(subs(
{diff(£(z1,22,23,2z4) ,z1)=valdfdz1,
dlff(dlff(f(zl 22 23 z4) ,z2), zl)—valdedZdel,
diff(diff(f(zl,22,23,24),zB),zl)=va1d2fszdzl,
diff(diff(£(z1,z2,2z3,z4),z4) ,z1)=vald2fdz4dz1 }
diff( valdfdzi

subsdfdz := proc(expr) simplify(subs(
{diff(£f(z1,22,23,2z4) ,z1)=valdfdz1,
diff(diff(£f(z1,z2,23,2z4),z1),z1)=vald2fdz1dz1,
diff(diff(£f(z1,z2,23,2z4),z2),z1)=vald2fdz2dz1,
diff(diff(£f(z1,22,23,2z4),2z3),z1)=vald2fdz3dz1,
diff(diff(£f(z1,22,23,2z4),z4) ,z1)=vald2fdz4dz1 }

VVVVVYV VVVVVYV VVV VVYV

>

>

>

expr ))

z1) ))):

expr )) end:

Let us see the coefficient of dz; A dzs now. It turns out that it is affine with
respect to the function @ with the coefficient below in front of 5. Hence, Cy = 0 may

be solved explicitly for 8, the expression for 3 is called “valbeta”.

> simplify(subs( diff (lambda(z1,z2,23,z4,w2),w2)=LALA ,
coeff(
collect( coeff(dOmegalmod , &~ (d(z1),d(z2)) ) ,
beta(z1,z2,z3,z4,v1,w2,vidot,v2dot) )
s beta(z1,z2,z3,z4,v1,w2,vldot,v2dot)

%g(zl,z?,zé’,u)
A 21,22,28,24,w2)

\

VvV V V

)

));

> valbeta := factor(solve( coeff(d0megalmod , &~(d(z1),d(z2))) =
> beta(zl,22,23,z4,v1,w2,v1dot,v2dot) )):

Let us replace A by its value, and by the expression subsdfdzl in valbeta and

call the new expression valbetaS :

> valbetaS := map(factor,collect( subsdfdz(subslambda( valbeta )),v1))

> degree(valbetaS,vl);
3

The expression valbetaS is polynomial of degree 3 with respect to v;.

From (130), we got an expression for aa—qu (LALA, from which we derived an ex-
pression for A summed up in the substitution routines “subslambda” and “subsdfdz1”)
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and an expression for § (valbetaS). Let us check that it is all we can get, i.e. these
substitution make equation (130) trivially true :
> subsdfdz( subslambda(

> simplify(subs( beta(z1,z2,2z3,z4,vl,w2,vidot,v2dot)=valbetaS |,
> dOmegalmod )) ) );

0

We now turn to (131), i.e. to dQ23.
> dOmega3 := factor ( value(d(Omega3)) ) :

The routine “modOm3” below computes the expression of a form modulo Omegas
by substituting dz4 with “valdz4”, the linear combination of dz1, dze and dz3 which
is equivalent to dz4 modulo €3 :

> map( getform, [op(wcollect(Omega3))]) ; coeff( Omega3, d(z4));
[d(21),d(22),d(28),d(24 )]

—N21,22,28,24,w2)

valdz4 := map(factor,wcollect( solve( Omega3=0, d(z4) ) DR
map (getform, [op(valdz4)]);
mod0Om3 := proc(forme)

simplify(subs( d(z4)=valdz4 , forme )) end :

[d(z1),d(22),d(23)]

VvV V V V

Let us now compute d€23 modulo 3. In the expression “dOmegad3mod” below,
not only have we performed the above substitution, but we have also removed all the
terms containing dv; or dve, which will be useless...

> d0Omega3mod := map(factor, wcollect(

> simplify( subs( diff(diff(lambda(zl,z2,2z3,z4,w2) ,w2),w2)=0,
> mod0m3 (
> simplify(subs([d(vldot)=0,d(v2dot)=0], dOmega3 )) )) ) )):

Let us check that the forms that appear in dOmega3d and dOmega3dmod are these
we expect :

> map( getform, [op(wcollect(dOmega3))]) ;
> map(getform, [op(dOmega3mod)]) ;

[d(21)&"d( 24 ),d( 21 )& d(w?2),d(22) &  d(w2),d( 21 )&" d(v1),
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d(22)&"d(24),d(22)&" d(wvidot),d(22)&" d( v2dot ),

d(z2)&"d(vl),d(z4 ) &" d(we),d(21 ) &"d(22),

d(22)&" d(28),d(21)&"d(28),d(23)&" d( 24 ),

d(23)&"d(v1),d(23)&" d(w2),d( 28 )&" d( vidot),

d(28)&" d(v2dot ),d( z1 ) & d( vidot),d( z1 ) &" d( v2dot )|
[d(2z1)&" d(w2),d(22) & d(w2),d( 21 )& d(v1),d(22)&" d(w1),

d(z1)&"d(22),d(22)&"d(23),d( 21 )&"d(23),
d(23)&"d(v1),d(23)&"d(w2))

We now compute /\Qg, modulo €23, it is the expression called “Omega3d3dmod”.
> map( getform, [op(Omega3d)]);

vV V VV

\

[d(21),d(22),d(23),d(z4 ),d(v1),d(w2)]

Omega3dmod := map(factor,wcollect(simplify(

subs ( diff(diff(lambda(z1,z2,z3,z4,w2) ,w2),w2)=0,
mod0m3( Omega3d ) )))):

map( getform, [op(Omega3dmod)]) ;

[d(21),d(22),d(28),d(v1),d(w2)]

Omega33dmod := map( factor , wcollect ( Omegal &~ Omega3dmod )):

The coefficient of dzs is rather simple in “dOmega3mod” and “Omega33dmod” :

> ccl

> cc2 :

cc2

- coeff( Omega33dmod , &~(d(z3),d(w2)) ) ;
coeff( dOmega3mod , &~(d(z3),d(w2)) ) ;

ccl == N21,22,23,24,w2)

= (%1 vl (i f(21,22,28,24 ))

0z
+ %1 p(21,22,23, 24, v1, w2, vidot,v2dot )

ad ad
- %1 (ﬁf(zl,z,?,z&d )) — %1 v1 (wg(zl,z,?,zé’,d ))

+%11)12 (%g(z1722723724 )) -
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(aag (21,22,23,24,v1,w2,vidot, v2dot )) A 21,22,23,24,w2)

)/(A(z],z?,zB,z4,w2))

ad
1.=—— 1
% Bw,?)\(z , 22,28, 24, w2)

> factor( cclx*coeff(dOmega3mod,&~(d(z3),d(w2)))

> + cc2xcoeff (Omega33dmod,&~(d(z3),d(w2))) ) ;
0

Equation (131) implies ccldOmega3unmod — cc20mega33dmod = 0.

It turns out that the coefficient of dzy A dws allows one to solve for p :

> valrho := factor( solve(

>  simplify( ccl*coeff(dOmega3mod,&~(d(z2),d(w2)))

> + cc2*coeff (Omega33dmod, &~ (d(zQ) d(w2))) ) =

> rho(z1,z2,2z3,z4,vl,w2,vidot v2dot)))
> valrhoS := map(factor,collect(

> subsdfdz (subslambda (

> simplify( subs( beta(zl,z2,z3,z4,vl,w2,vidot,v2dot)=valbetaS ,
> valrho )) ) ), vl1)):

valrhoS is an expression of valrho where 8 and A are substituted for the values
computed above. It is shorter than valrho :

> [nops(expand (numer (valrho))) , nops(expand(numer(valrhoS)))];

[56,23]
Let us now compute the coefficient of dza A dws, and call it EE :
> EE := factor(
> ccl*coeff (d0mega3mod,&~(d(z2),d(=z3)))
> + cc2*coeff (Omegal33dmod,&~(d(z2),d(z3))) ):

It turns out that it is a rather large expression :
> nops(numer (EE)); denom(EE);
7510

N zl,22,23, 24, w2 )?

This expression is large enough that if we simply substitute § and rho with
valrhoS and valbetaS, it takes more that 100MBytes to compute the result.
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To round this problem, we shall take advantage of the fact that valbetaS, valrhoS
and EE are polynomial with respect to v, and use the expressions “rho77” and
“beta77” which are polynomials of the right degree in the indeterminate vy, with
coefficients some generic functions of (21,22, 23,24, w2)... Of course, when these
coeflicients are substituted for the right functions, “rho77” and “beta77” have the
same values as “valrhoS” and “valbetaS”

> degree(valbetaS,vl); degree(valrhoS,vl);

3

2
> BB3 := coeff( valbetaS , vl , 3 );
> BB2 := coeff( valbetaS , vl , 2 ):
> BB1 := coeff( valbetaS , vl , 1 ):
> BBO := coeff( valbetaS , vl , 0 ):

9 2
BB3 := — <@ g(z1,22,28,24 ))

> RR2 := coeff( valrhoS , vi, 2 );
> RR1 := coeff( valrhoS , vi, 1 );
> RRO := coeff( valrhoS , vi, 0 ):

0

RR1 :=2)\0(21,22,28,24 Ycc(21,22,28,24 ) +2X0(21,22,23,24 ) w2
0 0
Y 2 o(21
(6z4 (21,22,28, 2 ))+(Bz3 g(21,22,23,2 ))

> rho77 := RR2 * vi~2 + RR1 * vl + RO(z1,z2,z3,z4,w2) :
> beta77 := BB3 * v1~3 + B2(z1,z2,z3,z4,w2) * v1~2
> + B1(z1,z2,z3,z4,w2) * vl + B0(z1,z2,z3,z4,w2) :

Let us check that when performing the correct substitutions, beta77=valbetaS
and rho77=valrhoS

> factor(subs( R0(z1,z2,z3,2z4,w2)=RRO0 , valrhoS - rho77) );

> factor(subs( [ B0(z1,z2,z3,z4,w2)=BB0,B1(z1,22,23,z4,w2)=BB1,

> B2(z1,z2,z3,z4,w2)=BB2 ] , valbetaS - beta77) );
0

0

Now we substitute in the expression EE :

> EE77 := collect(simplify(subs(
> [beta(z1,z2,23,z4,vl,w2,vidot,v2dot)=beta’7,
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> rho(z1,z2,23,z4,v1,w2,vldot,v2dot)=rho77] , EE )),vl):
> degree( EE77 , v1);
5
The leading coefficient turns out to be zero when substituting A :
> factor( subslambda( coeff( EE77 , vl , 5 ) ));
0
And the coefficient of degree 4 is
> factor( subsdfdz(subslambda( simplify(

> subs( [RO(z1,z2,z3,z4,w2)=RR0O , B2(z1,z2,z3,z4,w2)=BB2 ]
> coeff( EE77 , vi , 4 ) D)) );
1 0
1 (ﬂ (21,22,23, 24 )) (w2 +cc(21,22,28,24 )2 N0( 21, 22,28, 24 )®
z.

It has to be zero, hence A is identically zero.

Step 4 If a, A and b satisfy (130) with X identically zero, then 6%,1 cannot vanish
and b must be given by

2
b= L. (185)
521

3

This may easily be proved without the help of the program Maple.

Since A = 0, we have Q1 = w9, Q3 =w; — bwy + «wsy, but from lemma 7.7,
d; satisfies (130), i.e.

dWQ = 0 modulo {WQ, Qg, Qg}

From lemma 7.9 with Q = Q3, Ay = 1, Ay = « and A3 = —b, the above relation
implies that b(bd; — 27) is identically zero on U, but we assume here that b does
not vanish, hence béil — 2+ must be identically zero, and therefore 6%’1 does not
vanish (because v does not vanish), and b is given by (185).

Step 5 If a, \ and b satisfy (130)-(131) with \ identically zero and b is given by
2y
b — 51—,

(64)-(65)

there is a unique possible value for o, and f and g must be of the form

This is done in the following Maple session which is the continuation of the
previous one.
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Session run with Maple V Release 3, continued

All the previous definitions remain valid, but we assign A to be identically zero :
> lambda := proc(zl,z2,z3,z4,w2) 0 end :

First we need to compute b —i.e. — ie. implement step 4. To this end, we
compute d€2; A Q21 A Q3 A Q3.
> dOmegalext := factor( dOmegal &~ Omegal &~ Omega3 &~ Omega3d ):

> getform(dOmegalext);
> nops(getcoeff (dOmegalext));

&"(d(z1),d(22),d(23),d(z4 ),d(v1))
2
This is a monomial form of degree 5, whose coefficient must therefore be identically

zero. We divide by D; which does not vanish :
> EEE1 := factor( getcoeff(dOmegalext) / (-D1) ):

This expression EEEL1 is affine with respect to the function 8, and its coeflicient
does not vanish :
> coeff( EEEl1 , beta(zl,z2,z3,z4,vl,w2,vldot,v2dot) );

(884 g(21,22,28,24 ))
One may therefore get 8 from the equation EEE1=0 . Below, “valbeta” is the value

of f as the solution of EEE1=0. For convenience, we call Dy the constant term in
EEE], so that 3 will be equal to Dz/( 324 :

> D2 := factor(coeff( EEE1 , beta(z1,z2,z3,z4,vl,w2,vlidot,v2dot) , 0 )):
> valbeta := solve( EEE1=0, beta(zl,z2,z3,z4,vl,w2,vidot,v2dot) ):

Let us check that 8= Dy/(2 624)

> normal( valbeta - D2 / (2*diff(g(z1,z2,z3,24),2z4)) );
0

Here we shall check that the only possible value for b —i.e. 1/valbeta with valbeta
computed above— is given by . Let us first compute v and 62 1 and then check
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the equality. To compute v and 6%’1, we use the fact that, from (56),

ch)Q/\(UQ/\d)z/\(I)Q = 5%’1(4)1/\(1)1/\(,02/\(112/\(:}2

dwg Awa Awi = Fwi Awr Awy Aws

> domega2 := wcollect(value(d(omega2))):

> omega2dd := wcollect( DOT ( omega2d)):

> Form0 := factor(omegal&~omegald&~omega2&~omega2d&~omega2dd) :

> Forml := factor(domega2&~omega2&~omega2d&~omega2dd) :

> getform(Form0) ;getform(Forml) ;

> delta21l := factor( getcoeff(Forml)/getcoeff(Form0) ):
&M(d(21),d(#2),d(23),d(24 ),d(v1))
&"(d(21),d(22),d(23),d(24 ),d(v1))

> Form2 := factor(omegal&~omegald&~omega2&~omega2d) :

> Form3 := factor (domega2&~omega2&~omegal) :

> getform(Form2) ;getform(Form3) ;

> Gamma := factor( getcoeff (Form3)/getcoeff (Form2) ):

&MNd(21),d(22),d(28),d(z4))

&M(d(#1),d(22),d(23),d(#4 ))
6%’1 is equal to —Dy/D; and 7 to —g—i/Dl

> factor( delta211 * D1 / D2);
-1

> factor( Gamma * D1 ) ;

- (% (21,22,23, 2 ))
2

Hence = 2§—i/D2, which is equal to 1/valbeta.

To compute p, we shall compute dQ23 modulo {Q;,Q3}, which is a fortiori zero
from (131).

In order to compute modulo {€21, 23}, we simply substitute dz3, dz2 with “valdz3”
and “valdz2”, the monomial forms in dz; which is equal to each of them modulo

{Q1,Q3}.
> coeff (Omegal,d(z3));
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> vvaldz3 := solve( Omegal=0 , d(z3) );

voaldz8 = d(z1 )g(21,22,28,24 ) —d(z1 )23 (% f(21,22,23,24 ))
—d(z1)23 vl (% g(21,22,23,24 ))

+d(22) (if(zl 22,28 z4)> d(22 ) vl ( 0

9] 92 (21222324)>

Omega3mod := wcollect( simplify(

subs( { d(z3)=vvaldz3 , beta(zl,z2,z3,z4,vl,w2,vidot,v2dot)=valbeta}
, Omega3 )

x diff(g(z1,z2,2z3,z4) ,z4) / D1 ));

VvV V VYV

1 2
OmegaSmod = (5 28 vl <%42 g(21,22,28,2 ))

2

(884 (21,2228, 2 )) 123 <8842 f(21,22,23,24 ))) d(z1)+

! 1 o 1,22,23 - 1,22,23 2
_51) Wg(z ) By 2 324) 842 (’Z 2,z 24) (Z )

> valdz2 := factor( solve( Omega3mod=0 , d(z2) ));

2
valdz2 = (23 vl (%42 g(z1,22,23,2 )) -2 (864 (21,22,23, % ))

429 (82;2 f(21,22,28,2 ))) d( 21 )/(

0? 9?2
<W f(21,22,28,24 )) + vl (W g(21,22,28,24 )))

> valdz3 := factor( subs( d(z2)=valdz2 , vvaldz3 ));

2
valdz3 :==d(z1) (vl ((9242 g(z1,22,23, 2 )> g(z1,22,28,24)

52
+ <M f(21,22,23, 24 )) g(21,22,23,24)

-2 (%f(zl,z?,zé’,% )) %1 - 2wl %12) /(
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9* 9?
(Wf(zl,ZQ,zB,M )) + vl (W g(z1,22,23,24 )>>

0
1l:=— 1,22,28
L 1= o (21, 2,58,24)

> dOmega3mod13 := map(factor,wcollect( simplify(

> subs( {d(z2)=valdz2,d(z3)=valdz3,

> beta(z1,z2,z3,z4,v1,w2,vidot,v2dot)=valbeta} ,
> dOmega3 )))):

> valrho := solve( coeff(d0mega3mod13,d(z1)&"d(v1))=0 ,
> rho(z1,22,z3,z4,v1,w2,vldot,v2dot) );

valrho := % (— 2 (% f(21,22,28, 24 )) %12 v1

9?2 9
+ <—8z42 g( 21,22,23, 24 )) (@ (21,22,23, 24 )> f(21,22,23,24 )

0? 9
_ <—Bz42 g(z1,22,23,2 )) g(21,22,28,24) (@ f(21,22,23, 24 ))

+ 201 %12 (% g(21,22,23, 74 ))

2
+ %1 ((98—42 g(z1,22,28,2 )) w2
P

> 1,22,23 9 f(z1,22,28 f(z1,22,23
- Wg(z ) Ry & 324) (@ (Z ) Ry & 324 )) (Z ) R&y & 324)

_< A (21,22,23,2 )) ( 0

8242g f(21,22,28,2 ))

021
+ 2 %1% (% f(21,22,23, 24 )>

0? 0
— 28 (Wg(zl,z2,23,24 )) (wf(21722723’24 ))

2
+ <%42g(21,22,z3,z4 )) (% g( 21,22, 238, 24 )) 24 —21)12%13>

/%12

0
1:=— 1
% 9] g(z1,22,28,24)
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Let us substitute the value of p in d23 modulo {2, Q3}.

> factor(simplify(subs( rho(z1,z2,2z3,z4,vl,w2,vlidot,v2dot) = valrho ,
> (2/D1) * dOmega3modi13 )));

83
—(d(z])&/\d(z4))(2%1 <Wf(zl,z2,z3,z4 ))

3

17}
Wg(21722723724 ))

0? 0?
-3 <Wg(z1,22,23,z4 )) (Wf(z1,22,23,24 ))
o2 :
— 3wl (Wg(zl,z,?,zé’,a )) >/(%1
0? 0?
<<Wf(21722723,24 )) +’I)1 <Wg(21722,23,24 ))))

0
1:=——g(21
% 324 g(z 722723724)

+2%1 v1 (

> EE := collect( numer(getcoeff( " )) ,vl);

& o2 ?
EE = | —2%1 <W43 g(21,22,23,2 )) +3 (W g(z1,22,23,24 )) vl

33
—2%1 (@ f(21,22,23, 24 ))

9? 9?
+3 (Wg(zl,z,?,z3,z4 )) (Wf(zl,z,é,z?,d ))

0
%1 := @g(zl,z,g,zé’,d )
Both the coeflicient of v; and the constant coefficient must be zero, this gives exactly
the PDEs (155)-(156) :
> PDE1 := -coeff(EE,vl); PDE2 := -coeff(EE,v1,0);
3

b 0

Wg(21,22723,24 ))
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o? ?
-3 (Wg(zl,zg,z&% ))

3

a2 0
PDE2 :=2 <@ g(21,22,23,2 )) (w f(21,22,28,24 ))

0? 92
—3 | 5, 28(%1 —— f( 21
3 <Bz42 g(z1,22,23,2 )) (8242 (21,22,28, %4 ))
Hence from lemma 7.10 f and g must be given by f = valf and g = valg with :

> valf := ( a0(z1,z2,z3) + al(z1,z2,z3) * z4 + a2(z1,z2,z3) *x z4"2 )
> / ( c0(z1,2z2,23) + c1(z1,z2,z3) *x z4 ) ;

> valg := ( b0(z1,22,2z3) + b1(z1,22,23) * z4 )

> / ( c0(z1,2z2,23) + c1(z1,22,23) *x z4 ) ;

a0(21,22,28 ) +al(z1,22,23 ) 24 +a2(z1,22,23) 24>
c0(21,22,23) +cl(z1,22,23) 2

_ b0(21,22,28 ) +Dbl(21,22,23 ) 2

T c0(21,22,28 ) +cl(z1,22,23) 24

We now compute dQ23 A Q3 and 21 A Q3 A Q3, but for this we first assign p and § to

be equal to the values computed above :

> rho := proc(zl,z2,z3,z4,vl,w2,vidot,v2dot) valrho end :
beta := proc(zl,z2,z3,z4,vl,w2,vldot,v2dot) valbeta end :

valf =

valg

dOmega3ext3 := map(factor,wcollect(

>
>
>
> dOmega3&~Omega3 * diff(g(z1,z2,23,z4),z4)"2 / D1 "2 )):

> Omega3extlext3dot3 := map(factor,wcollect(Omega3&~Omegal & Omega3d )):
>

map (getform, [op (Omega3extlext3dot3)]);

(&M (d(21),d(22),d(23)),&"(d(21),d(28),d(v1)),
&"N(d(#1),d(22),d(v1)),&"(d(22),d(23),d(v1)),
&M(d(21),d(23),d(24)), & (d( 21 ),d(22),d(24 ),
&M(d(22),d(28),d(24))]

> factor(
> ( coeff( Omega3extlext3dot3 , &~ (d(z1),d(z3),d(v1)) )
> + 23 * coeff( Omega3extlext3dot3 , &~ (d(z2),d(z3),d(v1)) )
> ) / D1"2);
1

Hence the terms in dz; Adzz3Adwv; and dza AdzzAdwvy in the expression of €24 /\Q3/\Qg
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cannot both vanish. But when f and g are given by valf and valg, d23 A Q3 is given
by

> factor(simplify(
> subs( {f(z1,2z2,2z3,z4)=valf,g(z1,22,23,z4)=valg}t, dOmega3ext3 )
> ));

0

&M (d( 21 ),d(z?),d(zé’))<<ﬁb1(z1 22,23 )) 1(21,22,23)

—cl(21,22,23) 23 (%a?(z] 22,23 ))

— (ai]aQ(zZ 22 23)) 1(21,22,23)

0
+ (%bl(zl 22,23 )) a2(z1,22,23)

—bl(z1,22,23) (% a2(z1,22,23 ))
z

+a2(z1,22,23) (% cl(z1,22,23 ))

—bl(21,22,23) (% cl( 21,22, 23 )) —a2(21,22,28)°

0
+ 23 (@cl(zl,z,?,zé’ )) a2(z],z2,23)>/

(c0(21,22,23) +cl(zl,22,23) 24 )*
Hence this form can be a multiple of Q; A Q3 A Q3 only if it is identically zero. This
implies that the following expression must be identically zero :
> EDP3 := numer(getcoeff( " ));

EDP3 = (8i bl(z1,22,23 )) 1(21,22,23)

022
0
- (— a2(z1,22,28 )) cl(z1,22,23)

0
—cl(21,22,23) 23 (— a2(z1,z2,28 ))

0z1
+ (%bl(zl 22,23 )) a2(z1,22,23)
—bl(z1,22,23) (i a2(z1,22,23 ))
023
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+a2(21,22,23) (% cl(z1,22,23 ))
z

—bl(21,22,23) (E£;§cl(zl,22,23)> —a2(z1,22,28)?

0
+ 28 (@Cl(zl,z,?,zé’ )) a2(z1,22,23)

This is exactly the PDE (65) as shown below :

> Gamma := ( bl1(z1,z2,z3) - z3 * a2(z1,z2,z3) ) * d(z1)
> + a2(z1,z2,z3) * d(z2) - c1(z1,z2,z3) * d(z3);

D= (bl(21,22,23)—z3a2(z1,22,28))d( 21 )+ a2(z1,22,23 )d(22)
—cl(21,22,28)d(23)

> factor(value( d(Gamma) &~ Gamma ));

&MN(d(21),d(22),d( 23 )) ((2535191(zz,z2,z3)> C1(z1,22,23)

3}
—cl(z1 —a2( 21
cl(z1,22,23) 28 (822a (z ,z2,z3)>

0
- (— a2(z1,22,28 )) cl(z1,22,23)
0z1

0
+ (% bl( 21,22, 23 )> a2(z1,22,23)

—bl(21,22,23) (% a2(z1,22,28 ))

+a2(z1,22,23) (% cl(z1,22,23 ))

—bl(z21,22,23) (—jz—cl(zl,zQ,ZS)) —a2(z1,22,23)?

022
+3<8 121,22 m)ﬂz 230
23\ 5,5 1(#1,22,2 a2( 21,22,z
> factor( EDP3 - getcoeff( " ) );

0

RR n~° 2751



92 Jean-Baptiste Pomet

8 Conclusion

The present paper provides, for the 4-dimensional affine system (5), some new neces-
sary and sufficient conditions for a restricted form of dynamic feedback linearization.
These conditions are completely explicit. They also allow one to treat 3-dimensional
non-affine systems.

This paper is not a general answer to dynamic feedback linearizability of 4-di-
mensional systems with 2 inputs for the following reasons :
- One restriction comes from the regularity assumptions. The example presented in
section 5 shows that they are not necessary. A thorough treatment of singularities,
or at least a clear identification of the real singularities of dynamic feedback lineari-
zation is therefore not achieved even in our “simple” case.
- We also restrict our attention to “endogenous feedback”. See [19] for a discussion of
the link between general dynamic feedback linearizability and endogenous dynamic
feedback linearizability.
- We further restrict the class of dynamic linearization by requiring that the li-
nearizing output depend on x and u only. The natural follow-up to this work is
to decide whether systems which are not (x,u)-dynamic feedback linearizable are
simply not dynamic feedback linearizable (at least endogenously), or if some are
(z,u,)-dynamic linearizable for example...

These three issues are still open to our knowledge, and they are of utmost interest
both in the general case and to complete the picture in this four-dimensional case.

Let us finally make a remark on the method of the proofs. In a sense, the
present results amount to giving conditions for some nonlinear partial differential
equations to have some solutions (see section 2.6). Since the PDEs are high order
—see (26)-(27)— one might think that some sophisticated tools for checking inter-
grability, like Spencer cohomolgy, should be involved. It turns out however that the
proofs are all elementary, and never make use of more sophisticated tools than Frobe-
nius theorem. Actually, when using the infinitesimal Brunovsky form and writing the
equations for the coefficients of decomposition in elementary transformations of the
invertible transformation “P(%)” instead of writing directly the equations for the
linearizing outputs, as in the proof of theorem 4.1 or the “alternative” proof of case 6
in theorem 3.1, we use Frobenius theorem to write the equations in a convenient way
(like the equation (129)-(130)-(131) for theorem 4.1), but then the arguments used
to give conditions for existence of solutions to these equations are in a sense even not
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first order like Frobenius theorem, but “zeroth order”, i.e. the solutions (o, A and
b in the case (129)-(130)-(131) may be explicitely computed (expression involving
functions in the equations of the system) from part of the equations, and the com-
patibility conditions are obtained by substituting these expressions in the remaining
equations. It is of course tempting to ask whether in general when using the infinite-
simal Brunovsky form to test for existence of some linearizing outputs depending on
a pre-defined number of time-derivatives of the inputs, this feature always appears
—the equations for the coefficients of the invertible transformation contain enough
non-differential equations to obtain them solving non-differential equations— or if
this is particular to the small dimensions considered here.
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Appendix : Some facts on pfaffian systems

In this section, we recall some very basic definitions on pfaffian systems, and some
precise facts we are going to use. For a thorough treatment, see e.g. [28] or [6].

A pfaffian system I of rank r around a point can be defined as a module (over
smooth functions) of differential 1-forms which is generated by r 1-forms which are
pointwisely linearly independent around this point, or also as an ideal of differential
forms (of arbitrary degrees, with the exterior product as “multiplication”), which
has the peculiarity of being generated by such 1-forms. It is defined by giving r
independent 1-forms and r 1-forms which generate the same module define the same
pfaffian system.

A congruence like Q1 = Q9 modulo {n1,72,...} where the Q,’s are 2-forms
and the 7;’s are 1-forms (we only need this) means modulo the ideal generated by
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{m.ma,...}, i.e. it means that there exists some forms a; such that Q; — Qy =
mAar+mn2 Aag+...; it is equivalent to (2 — Q) Am AnpA...=0

A pfaffian system also defines an “orthogonal distribution”, spanned by the vector
fields which annihilate these 1-forms.

We will only be interested in the case m = 1 or m = 2, and we therefore speak
of the pfaffian system I = {w} or I = {w1,w2}.

It is completely integrable if it is, locally, generated by 1 (resp 2) exact 1-forms,
or equivalently if dw = 0 modulo {w} (resp. dw; = 0 modulo {w1,ws} for i = 1,2);
this is Frobenius theorem, and this is equivalent to the orthogonal distribution being
closed under Lie brackets.

Derived System

For a given pfaffian system I, consider the module made of the forms of degree 1
which are in I, and whose exterior derivative is in I; at points where it has constant
rank, this module defines a pfaffian system called the derived system IV) of I. A
pfaffian system is equal to its derived system if and only if it is integrable. In the
case of a pfaffian system of rank 1, either it is integrable or its derived system is zero;
in the case of a pfaffian system of rank 2, when the system {w1,ws} is not integrable,
one may always write
dw; = T; modulo {wi,ws}

where the two-form I’y (or I'y) is not in the ideal generated by {wi,w2}; then either
[’y may be written AI'y modulo {w;,ws} for a certain function A, and the derived
system is {wz — Awi} or it is not the case and the derived system is zero. The
orthogonal distribution to the derived system of a given pfaffian system is spanned
by the orthogonal distribution to this system plus all the Lie brackets between two
vector fields in this distribution :

IOy = 1+ 4 [1+, 1Y)

Cartan Characteristic System

The Cartan characteristic system C(I) of a given pfaffian system I is somehow the
smallest integrable system generated by some exact forms d; such that the original
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pfaffian system is generated by 1-forms which can be expressed with the help only
of the ¢;’s and the di);’s; its dimension is the minimal number of variables needed
to describe the pfaffian system. Its orthogonal distribution is given by :

cHt = {Xelt/[X,I*) c I}, (186)

The Cartan characteristic of any pfaffian system is integrable if it has constant
rank. A pfaffian system is equal to its Cartan characteristic system if and only if it
is integrable.

For a non-integrable system of rank 1 {w}, it is always possible, where the rank
of the characteristic system is constant, to find 2p independent 1-forms 7; such that
the rank of {w,n1,...,m2p} is 2p+ 1 and

dw = mAm + n3AN + ... + mp-1Anzp modulo {w} (187)

and the characteristic system is then {w,n1,...,72,} (and this is automatically com-
pletely integrable).

For a non-integrable system of rank 2 {w1,ws}, all we need is the following : if it is
possible to express this pfaffian system with 4 variables x1, x2, X3, x4 (i-e. there exists
a basis of this pfaffian system made of two 1-forms which are linear combinations of
dy1,dxe,dxs, dxs with coefficients functions of x1, x2, X3, x4 only, wi and ws do not
have to be of this form, but they span the same module as two forms of this form),
then its characteristic system is {dxi,dx2,dxs,dxs}, and for any forms n; and 7y
such that {w1,ws,n1,m2} spans the same module as {dy1,dx2,dxs,dxs}, we have

dwp, = wi A Fk,l + wa A Pk72 4+ g1 A1 (188)

for some 1-forms I'y, ; and some functions A.
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