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Abstract: Explicit substitutions calculi are formal systems that implement S-reduction by
means of an internal substitution operator. Thus, in that calculi it is possible to delay the
application of a substitution to a term or to consider terms with partially applied substitu-
tions. This feature is useful, for instance, to represent incomplete proofs in type based proof
systems. The A, -calculus of explicit substitutions proposed by Abadi, Cardelli, Curien and
Lévy gives an elegant way to deal with management of variable names and substitutions
of A-calculus. However, A, does not preserve strong normalisation of A-calculus and it is
not a confluent system. Typed variants of A, without composition are strongly normalising
but not confluent, while variants with composition are confluent but do not preserve strong
normalisation. Neither of them enjoys both properties. In this paper we propose the A.-
calculus an we present the full proofs of its main properties. This is, as far as we know, the
first confluent calculus of explicit substitutions that preserves strong normalisation.
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Confluence et préservation de la normalisation forte
dans un calcul avec substitutions explicites

Résumé : Les calculs avec substitutions explicites sont des systemes formels ou la (-
réduction est définie en utilisant des opérateurs de substitution interne a la théorie. Donc,
dans un tel calcul, on peut retarder 'application d’une substitution & un terme et considérer
des termes avec substitutions partiellement appliqués. De telles caractéristiques sont utiles
pour la représentation de preuves incomplétes dans un systéeme de traitement de preuves
basé sur la théorie des types. Le calcul avec substitutions explicites \,, proposé par Abadi,
Cardelli, Curien et Lévy, fournit une facon élégante de manipuler les noms de variables et
les substitutions du A-calcul. Mais A, ne préserve pas la normalisation forte et n’est pas
un systeme confluent. Plusieurs présentations alternatives qui satisfont la premiere ou la
seconde propriété on été proposés, mais aucune d’entre elles ne satisfait les deux propriétés.
Dans cet article on propose un calcul appelé A¢-calcul et on présente les preuves compleétes
de ses principaux propriétés. Ce calcul est & notre connaissance le premier calcul confluent
avec substitutions explicites et qui préserve la normalisation forte.

Mots-clé : Substitutions explicites, confluence, préservation de la normalisation forte,
A-calcul
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1 Introduction

In the traditional A-calculus, the S-reduction, (Az.M)N LN M{z « N}, is expressed by
using a substitution operation treated as an atomic step and defined outside the theory.
Thus in A-calculus it is not possible to delay the application of a substitution to a term or
to consider terms with partially applied substitutions. This feature is useful, for instance, to
represent incomplete proofs in type based proof systems.

Explicit substitutions calculi are formal systems that implement -reductions by means
of an internal substitution operator. The A,-calculus of explicit substitutions, introduced by
[ACCL91], gives an elegant way to deal with management of variable names and substitutions
of A-calculus. It consists of a set of terms that uses the de Bruijn’s notation of variables
([dB72]) in order to deal with a-conversion (renaming of bound variables), and a first order
rewriting system that implements the substitution operation.

However, A, lacks some properties of A-calculus and, moreover, it raises new theoreti-
cal problems. First, the typed version of A, is not terminating ([Mel95]) and second, A,
introduces the problem of confluence on open terms.

In calculus with the de Bruijn’s notation (for example A, ), both closed terms (e.g. Az.x)
and open terms (e.g. Az.y) are coded as de Bruijn’s ground terms (Al and A2, respectively).
Thus the usual confluence property of A-calculus corresponds to confluence on de Bruijn’s
ground terms. The variables of the first order theory!, which stand for arbitrary A-terms,
are not handled directly by classical A-calculus. For example, if X and Y denote arbitrary
A-terms, the term (AX)Y is not reducible until we know what X and Y are (even, if this
term is a (-redex). In A, this reduction is possible because the term X annotated with the
substitution {1 « Y} is a valid A,-term. Unfortunately, A, is not a confluent first-order
system ([CHL95]), i.e. it is not confluent on terms which may contain meta-variables. It is
only confluent on ground terms ([ACCL91]) and on substitution-ground terms ([Ri093]), i.e.
on terms without substitution meta-variables.

[CHL95] explores another calculus of explicit substitutions, namely Ay, with the con-
fluence property?. The innovation of that presentation is the substitution operator “lift”
(1t3), which is used to introduce a substitution inside an abstraction in order to avoid the
harmful critical pair which leads to the non-confluence in A, . However, the non-termination
problem of its simply typed version still subsists.

On the other hand, [Les94] proposes the A, system. This calculus has a simple presen-
tation (a small number of rules) and, nicely, it preserves the strong normalisation, i.e. every
term strongly B-normalisable (particularly, every typed A-term) is strongly A,-normalisable.
In order to avoid non terminating chains of reductions, this system lack for rules of sub-
stitution composition. Thus, A, is not a confluent system, even if it is confluent on ground
terms.

Apparently, there is a choice: confluence (and only weakly normalisation in typed terms)
or strong normalisation in typed terms (and only ground confluence).

1Usually they are called meta-variables to distinguish from the variables written as de Bruijn’s indices.
2In the following confluence means “confluence in the first-order” sense, i.e. on terms with meta-variables.
3If S is a substitution, f} (S) denotes the substitution 1-(So 1)

RR n~° 2762



4 César Augusto Munoz Hurtado

The confluence is interesting (and perhaps necessary) to achieve the higher-order unifi-
cation via explicit substitutions (see [DHK95]) or to deal with existential variables in type
based proof system (see [Mag94]). On the other hand, the strong normalisation property is
interesting to implement traditional typed systems.

We propose a confluent calculus of explicit substitutions which preserves strong norma-
lisation, system A¢, and we prove its main properties. The paper is structured as follows.
Section 2 explains some problems related to termination and confluence in explicit sub-
stitutions calculi. Section 3 introduces the system A.. Section 4 relates A to the classical
A-calculus. Section 5 and 6 address, respectively, the proofs of confluence and preservation
of strong normalisation of the system M., and Section 7 provides the conclusions of this work
and discuss related open problems.

2 The Problems

We recall some usual concepts related to explicit substitutions calculi.

In the de Bruijn’s notation, the binding occurrences of variables in A-constructions are
dropped, and each occurrence of a variable in a term is replaced by a natural number (its
de Bruijn’s index). The index n is captured by the n-th A-constructor surrounding it. For
example the term Az.((Ay.z y)z) becomes A((A2 1)1).

Free variables are represented by natural numbers also, but they are referenced with
respect to a context of free variables. If there are m A-constructors surrounding the index
n, and n > m, then n represent the (n — m)-th free variable of the context. For example,
the term Az.(y z) becomes A(2 3) in the context (y, z).

A substitution can be seen as an infinite sequence of terms My, M>, ..., M,,..., with the
intuitive meaning {1 « M;,2 « M,...,n <« M,,...}. There are two special substitutions:
id which represents the identity substitution ({n < n}, for every positive natural n), and
the shift substitution (1) which represents the substitution {n <« n + 1}, for every positive
natural n.

The application of the substitutions S to a term M is denoted by M[S]. In practice, the
only substitutions that are considered are those that can be represented by means of finite
lists of terms, built with the operator cons (-) and the constants id and 7. If M is a term and
S is a substitution, then M - S represents the substitution {1 « M,...,n+1 « n[S]...},
for every positive natural n.

Moreover, if S,T are substitutions and M is a term:

e SoT denotes the composition of S and T', defined as {n «— M[T]}, for any n «— M in
S,

e f} (S) denotes the lift of S, defined as {1 « 1,n+1 « n[S][1]}, for every positive
natural n, and

e M/ * denotes the substitution M - id.

4The operator / was introduced originally in [Ehr88] and used by [Rio93] in the system A,.

Inria



Confluence and preservation of strong normalisation in an explicit substitutions calculus 5

(AM)M’ —  M[M'id] (Beta)
(M M")[S] — MI[S|M'[S] (Application)
(AM)[S) 0 AMH(S))  (Lambda)
MIS|[S"] — MI[S 0 5" (Clos)
1[M - 5] — M (VarCons)
1 ()] — 1 (VarLift1)
1[f (S) 0 5] — 1[57] (VarL1ft2)
(S0S')oS" — So (S 08" (Ass)
(M S)o S’ — M[S']-(SoT) (Map)

T (S)ot () — 1 (S08" (Lift1)

() o (8)08") —  f(SoS)oS" (Lift2)

1+ (S)o (M-S — M-(SoS (Liftcons)
tdo S — S (1d1)
S oid — S (Idr)
1 (id) — id (LiftId)
ToM-S — S (ShiftCons)
Toft (S) — So 1 (ShiftLift1)
To(ff (S)oS") — So (0S5 (ShiftLift2)

Figure 1: The rewriting system Ay

Now, we present two representative systems for each property: A4 for confluence and A,
for preservation of strong normalisation.

Ay ([CHL95]) is defined by the following grammar and its rewriting system is presented
in Fig. 1.

Terms M =
Substitutions S

1AM | MM | M[S]
id | #(S)| 1 | M-S | Sos

Briefly, the system uses the operator lift and the composition of substitutions. The former
one allows the introduction of substitutions into the constructor A (see rule (Lambda)) and
the latter one allows to calculate with substitutions (see the rules (Ass) until (ShiftLift2)).

n-times
Also the index 1 is represented by 1 and n + 1 is represented by l[zT o...o(fto?).. 5], for

every positive natural n.

RR n°2762



6 César Augusto Munoz Hurtado

(AM)M' — M[M'/] (Beta)

(M M"[S] — MI[S] M'[S] (Application)
AM)S] . —  AM[(S)])  (Lambda)
1[M/] — M (FVar)

n+ 1[M/] — n (RVar)

1 ()] — 1 (FVarLift)

n + 1 ()] — n[S][1] (RVarLift)
n[1] — nt+1 (VarShift)

Figure 2: The rewriting system A,

The grammar of A, ([Les94]) is:

Nat n == 1|n+1
Terms M 2= n| M| MM | M[S]
Substitutions S u= M/ T | (S

and its rewriting system is presented in Fig. 2.

The principal difference with the system Ay, is that the system A, lacks rules of sub-
stitution composition, for example the term M[1][S] is not a A,-redex. Thus, there are not
simultaneous substitutions and therefore the dotted notation of lists can be changed by the
more simple /-notation.

In order to carry-out the local confluence in any system which contains (Beta), (Appli-
cation) and (Lambda), (for example A,, Ay, A, and A, [Ri093]) it is necessary to solve the
critical pair

(AM)N)[S]

(Betiy N:Axpplication)

MIN -id]s] (AM)[S] V(8]
l (Lambda)+(Beta)
M (S)][N]S] - id]

Inria



Confluence and preservation of strong normalisation in an explicit substitutions calculus 7

In [LRD94], the Substitutions Lemma proves that the critical pair is solved in the A,-
rewriting system when M is a ground term. But to achieve local confluence on open terms,
Ao and A4 introduce an operator to compose substitutions allowing to close this critical pair
on the term M[N[S]-S]. This operator being apparently responsible for non termination,
we have taken another approach: we cut one of the branches of the above critical pair.

To implement this idea, we have two natural strategies:

1. cut the right branch, i.e. the reduction of the S-redex before the distribution of the
substitution, and

2. cut the left branch, i.e. the distribution of the substitution before the reduction of the
[B-redex.

To cut the right branch we must avoid the distribution of a substitutions inside a S-redex.
Thus it is necessary to change the (Application) rule by a rule like ([Her95])

(...((m Mi)My) ... M)[S]  —  (...((n[S] Mi[S)M[S])... Mu[S])  (Application’)

Indeed, with this rule the distribution of substitutions to applications is only possible if the
head term is a variable. Thus, in the above critical pair, the substitution S is not propagated
into ((AM)N) because the header of the term is not a variable. Therefore, only one reduction
rule applies and there is no critical pair.

But this rule is not a first order rule, because the header of the term can be at an arbitrary
depth, thus if we want to code it directly in a explicit substitutions calculus we must change
the structure of application from (...(MM;y)...M,) to M{M; ... M,}, in order to deal
with a list of arguments, just like in the A,-version ([Her94]) of the (Application) rule:

(n L)[S] — n[S] L[S] (Application-List)

Here L is a list of terms which are the arguments of the head variable n.

The implementation of the second strategy, i.e. to cut the left branch of the critical pair,
by a first order rewriting system remains as an open problem.

The main idea of the system A is to cut the right branch of the above critical pair by
coding the (Application-list) rule in the usual notation for application.

Thus, we want the following reduction: ((n M;)M2)[S] e, (n[S] M;[S]) M[S] but we
want to forbid the following one: ((AM)M;)M3)[S] —— ((AM)[S] M.[S]) M:][S].

In order to get a confluent first order rewriting system we shall introduce two types of
marked applications (or simply marks): e -marks and © -marks. Unmarked applications
become e -marks if they are applied to substitutions. e -marks become ® -marks if they
have a head variable. Finally, the distribution of substitutions is only possible in ® -marks.

In the presentation that follows, we need some abstract properties about relations defined
on a set X. We recall a few general concepts and lemmas.

RR n~° 2762



8 César Augusto Munoz Hurtado

Notation

Let R and S be two relations defined on the set X, and x,y two elements of X:
e RS is the composition of R with S.
e R* is the transitive-reflexive closure of R.

e R™ is the n-times composition of R.

R . . .
e x — y is the same that: (z,y) € R. Usually we read this notation as “z reduces to
y by R”.

R R
e x ---» y is the same that: There exists a y such that z — y

Definition 1 (Confluence) A relation R is confluent if and only if for any z,y,z in X

R R R R
such that t —— y and x — z, there exists w in X such that y — w and z — w,
t.e. the following diagram holds:

T
Ry V{j
Y z

R« 5 R

w

Definition 2 (Locally Confluence) A relation R is locally confluent if and only if for
any x,y,z in X such that x B, y and x B, z, there exists w in X such that y e w

and z = w, t.e. the following diagram holds:
T
R
Y z
R*."« »"-R*

w

Definition 3 (Strong Confluence) A relation R is strongly confluent if and only if for

R R R
any x,y,z in X such that x —— y and x — z, there exists w in X such that y — w

Inria
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and z B, w, i.e. the following diagram holds:
x
v\
Y z

R« » R

w

Definition 4 (Normal Form) An element x of X is a R-normal form if and only if there

R
is no y in X such that x — y.

Definition 5 (Normalisation) An element x of X is R-normalisable if and only if there

R
exists a R-normal form y such that x —— y.

Definition 6 (Strong Normalisation) An element x of X is strongly R-normalisable if
and only if any R-reduction of x is finite.

Definition 7 (Termination) A relation R is terminating if and only if x is strongly R-
normalisable for every x in X.

Lemma 1 (Newman’s lemma) A terminating relation is confluent if and only if it is
locally confluent.

Proof. See [Hue80). O
Lemma 2 Any strongly confluent relation is confluent.

Proof. See [Hue80). O
Lemma 3 If R is confluent, then the R-normal form of any element, if it exists, is unique.

Proof. See [Hue80]. O

3 The System A,

The system A¢ is similar to A, in the sense that substitutions are not composed and it
preserves strong normalisation too; but in contrast to A,, A¢ is fully confluent (not only in
ground terms). It is defined by the following grammar and the rewriting system of Fig. 3:

Nat n == 1|n+1
terms M = n| M | MM | MS]| MeM' | MOM'
Substitutions S == M/ 1T | (S

RR n°2762



10 César Augusto Munoz Hurtado

(AM)N — M[N/] (Beta)

(AM)e N — MI[N/] (Beta®)
(AM)[S] — AWM (S)]) (Lambda)
1[M/] — M (FVar)

n+ 1[M/] — n (RVar)

1t (9)] — 1 (FVarLift)

n + 1[f (5)] — a9 (RVarLift)
n[1] — n+1 (VarShift)

(M ® N)[S] —  MIS] NIS] (UnMark)
(MN)[S] — (M o N)[S] (Mark)

nelM — noOM (ReMark)

(M N)eM' — (MeN)e M (Application®)
(MON)e M’ — (M ®N)® M' (Application®)

Figure 3: The rewriting system A,

Notice that the original rule (Application) becomes (Mark) in our system and we have
added two marked application’s operators: e and ® . These operators are necessary to
introduce substitutions inside applications only if the application has a head variable. We
can see the use of marks as a hand-shaking process between substitutions and head variables.
The e-mark is a request for a head variable in the term (rule (Mark)) and it is propagated
recursively into the left part of the application (rule (Application®)). The head variable
answers positively to a e-mark with a ® -mark (rule (ReMark)), which is propagated out
of term erasing the e-marks (rule (Application®)). The hand-shaking is completed when
substitutions go through the ® -marks erasing them (rule (UnMark)). If a e -mark is not
propagated into an application, for example because there is a A, then it is erased by the
(Beta®) rule. In A¢, substitution redex disappears using the same rules as in A,. Thus we
have the following reductions:

A2 Py py:
(n M1)My)[S] — ((m @ M) & M2)[S] — (. © M) © M>)[S] — (n[S] M1[S]) M>][S]
v
But, ((AM)M;)M,)[S] — (((AM) e M;) e M)[S], thus to apply the substitution S, we
must first reduce ((AM) e M7) @ M in order to have a term with a head variable and so a
© -mark.
We define some useful subsystems of A¢:

Inria



Confluence and preservation of strong normalisation in an explicit substitutions calculus 11

Definition 8 Consider the rewriting system A¢, then:
o the system B® is the system formed by the rules (Beta) and (Beta®),
o the system ( is the system obtained by dropping the rules (Beta) and (Beta®), and

e the system M is the system formed by the rules (Mark), (Remark), (Application®) and
(Application®).

Lemma 4 For any ground terms M, M' and ground substitution S, neither M o M', nor
M]S], are A¢-normal forms.

Proof. If M, M’ or S are not normal forms, then the result is obvious. Otherwise, we
prove by simultaneous structural induction that: (1) M e M’ is not a normal form, and (2)
M][S] is not a normal form.

e If M =n then (1) ne M’ is reducible by the rule (ReMark), and (2) M[S] is reducible
by (FVar), (RVar), (FVarLift), (RVarLift) or (VarShift).

If M = AN then we reduce (1) with (Beta®) and (2) with (Lambda).

e If M = NN’ then we reduce (1) with (Application®) and (2) with (Mark).
e If M = N ® N’ then we reduce (1) with (Application®) and (2) with (UnMark).
By induction hypothesis M is either N ¢ N’ nor N[T].

Lemma 5 The set of ground A¢-normal forms is described by:

Normal form M == H | AM
Applicative normal form H = n | BM | Mo M
Substitution normal form 5 M/ | 1] #(5)

Proof. First, we check that all the terms and substitutions defined by this grammar are in
normal form. Then, we use Lemma 4 to prove by structural induction that all the normal
form have the specified form. O

4 Relation with classical A-calculus

We say that a A¢-term is pureif it does not contain neither marks nor substitutions. Therefore
the set of pure A¢-terms is the set of ground A-terms represented in the de Bruijn’s notation.
Notice that the set of normal A;-terms is not included in the set of ground A-terms. For
example, the normal form 1®1 is not pure. However we can prove that the marks disappear
in normal A¢-reductions.

The propositions that reflect the interpretation of B-reduction in the A¢-system are:

RR n~°2762



12 César Augusto Munoz Hurtado

AL~
Proposition 1 (Soundness) If M is a pure term and M —~ M is a A¢-normal reduc-

tion, then M -z, Misa B-normal reduction too.

Proposition 2 (Completeness) If M is a pure term and M Y Misa B-normal
AF o~
reduction, then M ——~ M is a A¢c-normal reduction too.
This semantic of B-reduction is called “big step”, in contrast with “one step” seman-
tic which corresponds to the simulation of only one step of B-reduction. It is easy to see

that “one step” semantic is not strictly implemented in A;. For example the reduction
ﬁ_redex (Beta)—redex

— 3 . . . —— .

(A((A1)2))1 —— (A1)l is not possible in A¢, because (A((A1)2))1 reduces to ((A1)2)[1/] in
the A¢-system, and we cannot perform the substitution until the redex (A1)2 is not reduced.
Thus one step reduction is not preserved unless we consider ((A1)2)[1/] as equivalent to
(A1)1 modulo substitutions. In contrast, in both systems the following normal reduction is

B-redex B-redex
A % A «
possible: (A( (A1)2 ))1 — (A2)1 — 1.

Now we address the proofs of the above propositions.

4.1 A,-Soundness
Definition 9 We define the following subsets of A¢-terms:

o An A¢-term is unmarked if and only if it is a ground term and it does not contain
marks.

o An A¢-term is pure if and only if it is unmarked and it does not contain substitutions.
e The set of purifiable terms is defined by the grammar:
| AP | PP | P[S]
® ]
= P | P | PeP

QII(g@P
Pl 1| (S

Purifiable terms

I
I3

e T

Purifiable® terms

O]
Purifiable® terms P
Purifiable substitutions S

Notice that: Pure Terms C Unmarked Terms C Purifiable Terms C A¢-terms, but Normal
Terms € Pure Terms. We will prove that marks disappear in normal forms of purifiable terms
(and therefore, in normal forms of pure and unmarked terms).

A
Lemma 6 Let x and y be two A.-terms such that x S y, then

e if x is a purifiable term then y is a purifiable term,

Inria



Confluence and preservation of strong normalisation in an explicit substitutions calculus13

e if x is a purifiable® term then y is a purifiable® term,
o if £ is a purifiable® term then y is a purifiable® term, and
e if x is a purifiable substitution then y is a purifiable substitution.

Proof. By simultaneous structural induction and cases analysis in the A;-rule applied to
reduce z to y. We consider only the cases that introduce or delete marks, the other are not
very interesting.
UnMark
e z = (P®P)[S] and y = P[S] P'[S] with = w» y. By hypothesis z is a
purifiable term and so P, P’ and S are purifiable terms, then by definition P[S], P'[S]
and y are purifiable terms too.
Mark
e x = (P P')[S] and y = (P e P')[S] with z ﬂ» y. By hypothesis z is a purifiable
term and so P, P’ and S are purifiable terms, then by definition P e P’ is a purifiable®
term and so y is a purifiable term.
, , . (Beta®) . . .
e z = (AP) e P’ and y = P[P'/] with z ———— y. By hypothesis z is a purifiable®
term and so P and P’ are purifiable terms, then by definition ¥y is a purifiable term
too, and therefore by definition y is a purifiable® term.

(ReMark)

ex=nePand y=n0 P with x y. By hypothesis z is a purifiable® term
and so P is a purifiable term, then by definition y is a purifiable® term and therefore
by definition y is a purifiable® term.

e z=(PP')eP’ and y=(PeP)e P’ withz M y. By hypothesis z is

a purifiable® term and so P, P’ and P” are purifiable terms, then by definition y is a

purifiable® term.

(Application®)

ez=(POP)eP andy=(POP)6P” withz » y. By hypothesis
z is a purifiable® term and so P, P’ and P” are purifiable terms, then by definition y

is a purifiable® term and therefore by definition y is a purifiable® term.
O

Lemma 7 Normal forms of purifiable terms are pure.

Proof. Let P be a normal form of a purifiable term P. By Lemma 6, P is also purifiable.
Since P is a normal form, by Lemma 5, it does not contain substitutions. We verify easily
that any purifiable term without substitutions is pure, and therefore we conclude that P is
a pure term. O

Corollary 1 Normal forms of pure and unmarked terms are pure.

RR n°2762



14 César Augusto Munoz Hurtado

A definition of -reduction using the de Bruijn’s notation is (see [CHL95] or BBLRD95])
(AM)N 2+ o4(M, N)

where o, is defined for every non negative number n as

ou(M M',N) = ,(M,N) 7, (M, N)

UH(AM,N) = )\0'”+1(M,N)
m—1 ifm>n+1
on(m, M) = T(M)ifm=n+1
m ifm<mn
and
(M N) = (M) 7*(N)
TPAM) = M (M)
(m) _ m+n}fm>z.
v A m ifm<zq

Using the functions o, and 7,,, [BBLRD95] defines a translation p to map ground A,-
terms into A-terms. We extend this function to take care of marks.

u(M e N) = (M) p(N)
u(M © N) = (M) p(N)
u(M N) = (M) p(N)
p(n) =n

n(AM) = Au(M)
p(M[™ (N))]) = on(u(M), u(N))
p(Mp™ (D) = ma(w(M))

Notice that if M is a pure term then u(M) = M.

Lemma 8 Let M and N be ground A;-terms. If M — S+ N then w(M) = p(N).

Proof. The same proof for v° (see Proposition 1 in [BBLRD95]) extend naturally to ¢. In
fact we must only consider the new rules (UnMark), (Mark), (ReMark), (Application®) and
(Application®). If M SN using one of the (ReMark),(Application®) or (Application®)
rules the result is trivial from the definition of u.

¢ Case (UnMark). In order to prove that p((M © M")[S]) = p(M[S] M'[S]), we consider
two cases.

— S =" (N/). We have that u((M © M")[S]) = on(u(M © M'), u(N)) =

on(u(M) (M), p(N)) = on(u(M), f(N)) on(u(M"), u(N)) =
p(M™ (N p(MI[™ (N))]) = w(M[S] M'[S]).

5In [BBLRD95] notation, the v-system is obtained by dropping the rule (Beta) from the rewriting system
Ao

Inria



Confluence and preservation of strong normalisation in an explicit substitutions calculus 15

— § =1 (1). We have that p((M © M")[S]) = 2 (u(MOM)) = 72(u(M) u(M")) =
T2 (u(M)) TH (M) = p(MI™ (D)) k(W™ (D]) = u(M]S] MIS)).

e Case (Mark). In order to prove that u((MM')[S]) = p((M e M')[S]), we consider two

cases.

= 5" (V). We hove that w(MMIS]) = oo (WM ), () ~
7 u() W), 4(N)) = o (M @ M%), (V) =

— 8§ =" (1). We have that u((MM')[S]) = 7, (W(MM")) = 7,(u(M) p(M")) =
T (n(M o M")) = u((M o M')[S]).

Corollary 2 If M, N and S are ground A¢-terms then p((M o N)[S]) = u((M © N)[S])
p((M N)[S]) = w(M[S]) u(N[S]).

An useful property of the function p established for the system A, in [BBLRD95] say
that w(M[N/][S1]---[Sn]) = (M (S1)]--- [ (S)][V[S1] - . [Sn]/])- We extend this result
to system Ac.

Lemma 9 For any M, N and S ground A¢-terms,
uw(MIN/[S1] .- - [Sn]) = w(Mf (S1)] - [ (SR)][V[S] - - [Sal/])-

Proof. Let M',N' and Sy, ..., S! be respectively the terms M,N and Sy, ...,S,, from which
we have replaced all the marks by applications. By Lemma 8 and Corollary 2 we have that
p(M[N/1[S1].--[Sn]) = n(M'[N'/][S1].--[SL])- Of course the term M'[N'/][S]]...[SL] is
a A,-term, then we can use the property stated above to obtain pu(M'[N'/][S1]...[S,]) =
p(MI (SO]--- [ (SINN'[ST]---[S5]/])- We use again Lemma 8 and Corollary 2 to con-
clude that p(M[ft (SD)]... [ (SININS1] . 1811/]) =

WM (2] [ SOV 1Sa1/)). 0

Lemma 10 Let M and N be ground A¢-terms. If M B N then u(M) L u(N).

Proof. By structural induction on M, and cases analysis in the B*-rule applied to reduce M

to N.

Bet
eIt M = MM and N = M'[M?/] with M S . N By definition of s,
(M) = (u(MY)u(M?) and w(N) = oo(u(M"), u(M?)), then by definition of 5,
B
u(M) — p(N).

Beta®
w» N. By definition of pu,

o If M = (AM') e M” and N = M'[M”/] with M
(M"), u(M”)), then by definition of S,

w(M) = Aa(M")u(M”) and p(N) = oo
w(M) 2o (V).
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16 César Augusto Munoz Hurtado

py: .
Lemma 11 Let M and N be ground A¢-terms. If M ——~ N then u(M) LN w(N).

Proof. We prove by induction on n that if M i» N then p(M) AN u(N). The base case
if obvious. Assume that M —» M' —» ad N.If M is reduced to M’ usmg a (-rule then, by
Lemma 8, u(M) = u(M') and, by the induction hypothesis, u(M") LA u(N). Otherwise,
if M is reduced to M’ using a B*-rule then, by Lemma 10, u(M) LN u(M'") and, by the

induction hypothesis, u(M") -, w(N). O

Theorem 1 (A.-Soundness) Let M be a A\¢-normalisable pure term, if M is a A¢c-normal
form of M, then Misa B-normal form of M.

Proof. M is a pure term then, by Corollary 1, Misa pure term too, so M = pu(M) and
M= ;L(M) By Lemma 11, pu(M) N u(M) therefore M~~~ . Since the set of Ac-

normal form is included in the set of -normal form, we conclude that Misa [-normal form
of M. O

4.2 A~Completeness

The converse of the Soundness Theorem is also true, but its proof is a little more difficult
because we consider a “big step” implementation of B-reduction.
First, we prove some natural properties of the system (.

Lemma 12 The system ( is terminating.

Proof. It is not very difficult to check that the interpretation given in Fig. 4 defines a
reduction order for (. O

Lemma 13 The system ( is confluent.

Proof. We verify mechanically that the system ( is locally confluent, for example using
the system RRL ([KZ89]). ByLemma 12 ( is terminating then using the Newman’s lemma
(Lemma 1) we conclude that ¢ is confluent. O

Lemma 14 The set of (-normal forms of purifiable terms is described by:

¢(-Normal Form P n| A AP | PP | A[A]
Header (Beta®)-redex H == (AP)eP' | | HeP | (HeP)[3
Substitution (-Normal Form S = 13/ [ 17 ] 1 (§)

Inria



Confluence and preservation of strong normalisation in an explicit substitutions calculus 17

[n] = 2" [n]2 = n

[AM]y = 1+[M] [AM] = 1

[M M, = 1+[M]+[M]: [MM], = 3+[M]+[M],
[MeM] = 1+[M]+[M [MeM], = 2+[M]+[M]:
[MoM] = 1+[M+[M [MoM], = 1+[M]+[M].
[M[S]h = [ML[Sh [MS]]2 = [M]: +[5]:
[M/] = [M] [M]/]2 = 1

[ = 2 [1]2 = 2

[ (9 = [Sh [ (5)]2 = 2+[5]2

Figure 4: Interpretation for proving the termination of ¢

Proof. Since { C A¢, the Lemma 6 holds for (. Therefore, any (-normal form Pofa purifiable
term is a purifiable term too. Now, we verify that terms of the form n[S], (AP)[S], (P P')[S],

© ©
P[S], Pe P’ and (P P')e P” are not (-normal forms. Thus the grammar above describe all
the (-normal forms of purifiable terms. O

Definition 10 (Leftmost-Outermost Strategies)

e Let M be a pure term, we say that M reduces to M' by a Leftmost-Outermost 3-
strategy, M Es? M', if and only if M Lo using the leftmost-outermost B-redex
of M.

e Let M be a g'round /\C -term, we say that M reduces to M' by a Leftmost-Outermost
B*-strategy, M L—OS> M', if and only if M B using the leftmost-outermost
B*®-redex of M.

o Let M be a ground A¢c-term, we say that M reduces to N by a Leftmost-Outermost
Ac-strategy, M L—OS> N if and only if M L—OS> N ., N and N is the (-normal
form of N.

The following lemmas establish the relation between leftmost-outermost A and 3-strategies.

Lemma 15 Let H be a header (Beta® )-redex (as defined in Lemma 14). There ezists a

term @ such that (1) H m» Q, and (2) for any Si,Ss,...,S, ground substitutions,

M(H[Sl] oo [Sal) ms' w(Q[S1] .- [Sn])-

RR n°2762



18 César Augusto Munoz Hurtado

Proof. By structural induction on H.

e If H=(AP)e P’ then we take Q = IS[ID\’/] and using (Beta®) (1) (AP) e P %g Q.
(2) By Lemma 8 and Corollary 2 we have that w(H[S1]...[Sn]) =
(Au(P[f (S1)]--- [ (Sn)]))Au(P’[Sl] ...[Sn])- Thus, lzy definition of leftmost—oll:cermost
-strategy we have that u(H[S1] .. [S1) —x oo(u(Pl (S0)]... 0 (S, (PIS1)....Sa]).
Using definition of 4 we have that ao(u(Pl (S1)] ... [t (S)]), w(P'[S4] - .. [Sa])) =
,u(e[ﬂ (S)]--- I (Sn)][I/D\’[Sl] ...[Sn]/])- By Lemma 9 we have that
WP (SU) - [ (SIPISL] ... [Sa1/) = w(PIP/N[S1] . [S.]), but also

#(Q[S1] ... [Sn]) = p(PIP/][S1] - - - [Sal)-

o If H = H'e P then by induction hypothesis " ﬁé Q'. We take Q = Q' @ P and we

have (1) H eP ﬁs’ Q' ¢ P. (2) By Lemma 8 and Corollary 2 we have that

u(Iz[Sl] L Sa]) = (ﬁf[sl] ... [Sa]) w(P[S4]...[S.]). By induction hypothesis,
w(H'[S1] ... [Sn]) —= LOS w(Q'[S1] ... [Sn]), thus we have also

w(H[S4]...[S.]) L—OS» w(Q'[S1] ... [8a]) w(P[S1]...[Sn]). We conclude using again
Lemma 8 and Corollary 2 that u(Q[S1] ... [Sn]) #(P[S1]...[Sn]) = n((Q"eP)[S1] ... [S]).

o If H = (H' o P)[5] then by induction hypothesis H’ %g Q'. We take Q = (Q' o P)[5]

and we have (1) (H’ e P)[5] LLO.S> (Q' @ P)[S]. (2) By Lemma 8 and Corollary 2 we

have that p(H[S1]...[Sa]) = w(H'[S][S1]...[Sa]) w(P[S][Si]...[S.]). By induction
hypothesis, u(H’[S] [S1]---[Sn]) L(ﬁ)S w(Q' [5’] [S1]--.[Sn]), thus we have also

w(H[S1]. .. [Sn]) —== LOS w(Q'[S][S1] ... [Sn]) w(P[S][S1]. .. [Sa]). We conclude using again

Lemma 8 and Corollary 2 that u(Q[S][S1] ... [Sa]) w(P[S][S1]. .. [Sa]) =
u((Q" @ P)[S][S1] ... [Sn])-
O

Lemma 16 Let P be a (-normal form of a purifiable term. IfP mg Q then u(f’) mg w(Q).

Proof. By structural induction on P.

o IfP = n then P is not B*-reducible, and then the result is obvious.

e If P = AP and AP —> Q, then Q = AQ' and P’ L—OS> Q'. By definition of p,

,u(ﬁ) = )\/L(P') and p(Q) = Au(Q'). By induction hypothesis /L(P') Es' u(Q"). Thus,

we conclude that u(P) ES» w(Q).

Inria



Confluence and preservation of strong normalisation in an explicit substitutions calculus 19

B®-redex
~ — T g ~
o If P = (AP")P" then (AP")P" o3 P'[P"/]. By definition of p we have that u(P) =
(Au(P")u(P") and p(P'[P"]) = oo(u(P"), u(P")), but also

B-redex
—

AP Y(P™) 1oz oo(u(P"), u(P").

~ —_ —_ ~ B.
e If P = P’ P", where P’ is not a A abstraction, and P Tod Q, then there are two

cases:
-Q=0q P and P’ Li;).g Q'. By definition of p, ,u(ﬁ) = ,u(j)\’) u(ﬁ) and p(Q) =
w(Q") ,u(1/37’) By induction hypothesis u(ﬁ\’) %s’ #(Q"). Thus, we conclude that
5 B
W(P) -2 Q).
-Q = 2 Q" and pr Li().s> Q". By definition of u, ,u(f:') = ,u(I/D\’) ,u(ﬁ\”) and

w(Q) = u(f)\’) w(Q"). By induction hypothesis u(F/’T’) L—’(;S> w(Q"). Thus, we

conclude that p(P) %ST 1(Q).

e IfP = ﬁ[g], then by Lemma 15, there is a  such that H %§ Q and

w(HIS)) —2= w(QIS)):

O
Notice that the previous lemma is not valid if P is not a ¢-normal form, for example
B*-redex
—— Be
L ( (A2 )PA2/] 15z L 12/DA2/], but u((L ((A1)2)[A2/]) = (A2) ((A1)1) and
B-redex

—f—
B

(2) (ADD 2+ 1. OF course u((1 1[2/)[A2/]) # L

Lemma 17 Let P be a (-normal form of a purifiable term, if P L—)Sg Q then u(ﬁ) %g u(@)

Proof. By definition of leftmost-outermost A;-strategy, P LiOS> Q < Q\ and @ is the

(-normal form of Q. By Lemma 16, u(ﬁ) L—ﬁ()s> 1(Q) and by Lemma 8 we conclude that
Q) = n(@Q). O
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20 César Augusto Munoz Hurtado

Lemma 18 The Leftmost-Outermost B-strategy is a mormal strategy, i.e. if M is a (-
normalisable term then there exists a B-normal form M such that M %§ M.

Proof. See [Bar84] O

Theorem 2 (A-Completeness) Let M be a 3-normalisable term, zf]T/I\ is the B-normal
form of M, then M is a A¢c-normal form of M.

Proof. First, we remark that: 8-Normal Terms C 3-Terms = Pure Terms C (-Normal Forms
of Purifiable Terms C Purifiable Terms.
Let M be a -normalisable term, assume that there exists an infinite reduction

_ A A¢ A
M = Mo 155 M o5 M2 153
M;(i < 0) are purifiable terms. By definition of leftmost-outermost A;-reduction, we have
that all the M; are ( normal forms (of purifiable terms). Using Lemma 17, we have that

. By the above remark and Lemma 6, all the

B A¢ . . . . .
(M) Tod w(Mp) —> LOS u(My) —> Tog - isan infinite reduction too. But, M is a 8-term
then pu(M) = M, so there is an infinite leftmost-outermost (- reduction of M and this is

contradictory with Lemma 18. Therefore there is a reduction M Es’ M' and M’ is a A¢-

normal form (of a purifiable term). By Theorem 1, M isa B-normal form too, and because
A-calculus is confluent the normal form is unique (Lemma 3), so M’ = M. O

5 Confluence

Proposition 3 (Confluence) A is confluent.

We address now to search an abstract sufficient condition to prove A¢-confluence. This
development is similar to [YH88] and [CHL95].

Definition 11 (Strong Closure) Let S and R be two relations defined on the set X. We
say that R is strongly closed on S if and only if for any z,y, z in X such that x B, Yy and

s . . s R . , .
r — z, there exists w in X such that y — w and z —— w, i.e. the following diagram

holds:
T
BN
y z

S« SR
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Lemma 19 Let S and R be two relations such that R is strongly closed on S. For any
R* s s
z,y,z in X such that x —— y and xt —— z, there exists w in X such that y —— w and

z =, w, t.e. the following diagram holds:
x
mNS
Y z

S« » R
w

Proof. By induction on the R-depth z B y. If £ = y then the conclusion is trivial

taking z = w. In the induction step we assume that the property holds for R™ and that
R+ S R R"
z — y and z —— z. We take u such that £ —— u —— 9. Since R is strongly closed
. S R . . .
on S, there is v such that v — v and z —— v. By induction hypothesis we conclude that

. S R .
there exists w such that y —— w and v —— w. Graphically:

v

u Def. 11 z

S » R
Y 1.H.

v
S-"« »"-R*

O

Lemma 20 Let R and S two relations such that (1) S is strongly confluent and (2) R
confluent. If R is strongly closed on S then the relation SR* is strongly confluent (and
therefore, by Lemma 2, confluent).

SR* SR*
Proof. Let x be such that x —— y; and x —— y5. We assume that there are uq,us such
s R* s R* . . .
that £ —— w; —— y; and £+ —— uy —— y>. Since S is strongly confluent, there is v
s s
such that u; —— v and us —— v. By hypothesis R is strongly closed on S, then using
Lemma 19 there are w; and ws, such that y; 5, Wy, v —> Wy, V B wo and yo 2, Wy

Finally, by hypothesis (2) R is confluent, then there is z such that w, £, ;and Wo £, .
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Graphically:

y1  Lemma 19 v Lemma 19 g4

O

We shall apply the last lemma taking X as the set of A¢-terms, S as the relation induced

by the parallelisation of B* (Def. 8), and R as the relation induced by the system ¢ (Def. 8).
On this way, we present the following definition and lemma:

Definition 12 A term is linear if and only if every wvariable that it contains occurs only
once. A rewriting system is left linear (respectively, right linear) if and only if for any
system’s rule | — r, | (respectively, r) is linear.

Lemma 21 Let R be the parallel reduction by rules on R at disjoint occurrences. If R is
left linear with no critical pairs then (1) the relation Ry is strongly confluent and (2) the

relation R is confluent.

Proof. See [Hue80). O

Inria



Confluence and preservation of strong normalisation in an explicit substitutions calculus 23

Now, we prove the hypothesis (1) of Lemma 20. The parallelisation of B* (Bl'l) is defined
by:

Y=y (Refl-Term| ) op— (Refl-Subs)|)
M—M M—M
xr —aar L) M] — M'] (S1y)
! ! !
M— M S— S (Subs”) S— S (Lft”)

MIS] — M'[S']

1 (S) —1 ()

M — M’ N —N'
MeN — M eN’

M — M’ N — N’
MN—M N’

(Application)) (Applicationﬁ)

M — M’ N — N’
(AM)N — M'[N’/]

M — M N — N’
MON —MoN

(Applicationﬁa) (Betay)

M — M’ N — N’ .
(i« N — ) Bete)

Lemma 22 The rewriting system B|°| is strongly confluent.

Proof. The rewriting system B* is left linear and we check easily that it does not contain
critical pairs, then by Lemma 21 the rewriting system B|°| is strongly confluent. O

The hypothesis (2) of Lemma 20 holds, because the rewriting system ( is confluent
(Lemma 13). Finally, we addresses the last condition of Lemma 20.

Lemma 23 The relation induced by ( is strongly closed on Bﬂ.

Proof. Assume that an arbitrary term 7' reduces in one step to 7" with ¢ and to T" with
Bﬁ. We proceed by induction on the depth of the (-redex reduced in T'.

e At the base case T is a (-redex. We work by cases on the (-rule applied to reduce T'.

— Case (Mark). There are two cases:
* Assume T = (M N)[S], T' = (M e N)[S] and T" = (M" N")[S"] with
(Mark) By By By o
T—T M — M'SN — N"and S —» S”. Then by definition

B
of Bﬁ: (M o N)[S] —s (M" ¢ N")[S"]. But also
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(Mark)

(M" N'"[S"] (M" ¢ N")[S"]. Graphically,

(M N)

[S]
Marlf/ \\”

(M N [S] MII N”)[S”]

Bﬁ-"« s (Mark)
(M/I ° NII)[S/I]

+ Assume T = ((AM)N)[S], T' = (AM o N)[S] and T" = M"[N"/][S"] with

T (Ma‘rk) T/ M Bﬁ Mll N Bﬁ NII S B|| S” and T (Beta'”) T”-
(Betaﬁ)
Also we have that (AM e N)[S] ————— M"[N"/][S"]. Graphically,
((AM)N)I[S]
Marlﬁ/ \\?eta||
Beta
(AM o N)[S] «-vvvene ~ M"[N"/]|S"]

— Case (Application®). There are two cases:
*x Assume T = (M N) e O, T' = (MON) eO and T = (M” N'") e O" with
(Application®) . B} . "
T - T M — M , N— N" and O —— O". Then by

definition of By (MeN)eO — (M"eN")eO". But also

(Application®)

(M" N")eO" (M" ¢ N") e O". Graphically,

(M N)o
(Applicationy \”

(M ° N) ° O M/I NI/) OII
B " s (Application')
(M// ° Nl/) O/I

* Assume T' = (AM)N) e O, T' = ()\M N)e O and T" = M"[N"/] ¢ O"

with 7 _APPication®) o, B N P 0 P on and
T (Beta”)

T".
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(Betaﬁ)
Also we have that (AM e N) e O ———— M"[N"/] # O". Graphically,
(AM)N) o
(Application/ \]?etan
Be‘ca||
(AMeN)eO ---vvvvvvinn » M"[N"/] 0"

— Case (Application®). Assume 7= (M ®©N)e O, T"= (M ®N)® O and T" =
(M" ® N") o O" with T (Application®) ., 5i M” N2 N7 and
B.
O — 0”. Then by definition of By (MON)®O — (M"®N") o 0".
(Application®)

But also (M" © N"") e O" (M" ® N'") ® O". Graphically,

(MOGN)eO
(APplication(y \liﬁ
(M@N)@O (M”@N”).OH
By T "(Applicatione)
(M// @ N//) @ O//
— Case (UnMark). Assume T'= (M ® N)[S], T' = M[S] N[S] and
) (UnMark) B} B}
T" = (M" © N")[S8"] with T T, M M", N —— N" and

B
S —L 8" Then by definition of Byj: M[S] N[S] — M"[S"] N"[S"].
(UnMark)

But also (M" ® N")[S"] M"[S"] N"[S"]. Graphically,

(M ® N)[S]

UnMarlf/ \”

M[ MI/ N”)[S”]

Bﬁ N ol (UnMark)
M”[S”] N”[S”]

— Case (ReMark). Assume 7' = ne M, T' = n® M and 7" = n ¢ M" with
(ReMark) B . By M
T — T, M — M". Then by definition ofBl'l: nOM— neoGM".
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(ReMark)

But also n e M” n ® M". Graphically,

neM

(ReMarly \B‘|.|
neoOM neM"
Bﬂ"‘« »"‘(ReMark)
ﬂ @ M/I

— The rule ( is one of (Lambda), (FVar), (RVar), (FVarLift), (RVarLift) and (Var-
Shift). Notice that:
1. All these (-rules are left and right linear.
2. A strict subexpression of these (-redexes can never overlap with a B|°|—redex.
3. There are no common redexes between these (-rules and Bl'l—rules.

Without lost of generality we assume T = F(...t;...), T' = G(...t;...) and

B B
T" = F(...t!...) with t; —'> ¢/, then we have that ' —'» G(...t!...). By
remarks (a) and (b) the same (-redex of T is kept in 7" and therefore we can

conclude that T" —+ G(...t!...). Graphically,

Bﬁ-redex
=~
F(... Tt ..)
'V C-r;zzlex \\B‘ﬁ
G(...t;...) F(...t]..)
B} e
G(...t..)

e At the induction step we assume, without lost of generality, that T'= F(...t... H(...s
T =F(..t...H(..s..)..)and T" = F(...¢"...G(...s"..)..) with s — &,
B? B? B®
t —% ¢ s — ' ¢ and H(...s...) —» G(...s"...). Notice that:

1. BH is left linear.

2. BH is right linear, then s is reduced to s” at most only once.

3. A strict subexpression of a Bl'l—redex can never overlaps with a (-redex.

B? .
By induction hypothesis there exists v such that s’ —'> v and s LN v, then we

have that 7" — F(...t"...G(...v...)...). Finally, by the previous remarks we
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conclude that the Bj-redex of H(...s...) is kept in H(...s'...) and therefore we
B.
have that 7" —'» F(...t"...G(...v...)...). Graphically,

Bji-redex Bj-redex
~~ - 7> N
F(... Tt LHC. s L))
'V ¢ and Bi—redex Bﬁ
o H(.8 ). F. " G(..s"..)..)
B""« » ¢

Theorem 3 (Confluence) The system A is confluent.

Proof. Notice:

1. The system B|°| ¢* is confluent by Lemma 20 using Lemma 22, Lemma 13 and Lemma 23
as hypothesis.

2. X C B|°| ¢ C /\Z, by definition of systems.

A* A* (B. C*)*

Let z,y, z be such that z —» y and  — z. By remark (2) z s y and z
(By ¢ (B €M)

Then, by remark (1) there exists w such that y —" ", wand z —

(B} ¢*)*
z

w. Using again

by AL
the remark (2) we can conclude that y — w and z —> w. This prove the confluence of
Ac. O
Using Lemma 3 we have

Corollary 3 The A;-normal form of an element, if it exists, is unique.

6 Preservation of strong normalisation

Proposition 4 (Preservation of Strong Normalisation) If M is a strongly 3-normalisable
term, then M is a strongly A;-normalisable term.

On the same way that we have worked with Ac-confluence, we will search an abstract
sufficient condition to prove that A; preserves strong normalisation.

Definition 13 (Commutation) Let R and S be two relations defined on the set X. We

R
say that R commutes over S if and only if for any z,y,z in X such that © —— y and
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s s R* 3 .
y — z there exists w in X such that x —— w and w —— z, i.e. the following diagram

holds:

In the following lemmas we assume that R, S are relations defined on the set X.

Lemma 24 Let R and S be two relations such that R commutes over S. If there are x,y
. R* s s R*
in X such that x —— —— y thenx —— —— y.

. . . R" S S R*
Proof. We prove by induction on n that if x — —— y, then x —— —— 9. The base
. .. R" R S
case is trivial. Assume that = > U >V > 9, then because R commutes over S we
. R" S R* . . .

can deduce that there exists v’ such that « - U > v » y. By induction hypothesis
R* , R* . s R*

> v > y, which means that t — —— y. O

we conclude that x 5,

Lemma 25 Let R and S be two relations such that (1) R is terminating and (2) R commutes
over S, for any z in X, if x is strongly S-normalisable then x is strongly (RUS)-normalisable.

Proof. Let « be in X such that z is strongly S-normalisable. We define the set of successors

ofzin Sas X, ={y € X/z LA y} and the order relation (>) over X, as: for all y, z in

+
Xz, y > z if and only if y 57, ». Since « is strongly S-normalisable, the order > is a well
founded relation. Thus, we prove by noetherian induction over = that for any vy in X, v is
strongly (R U S)-normalisable.

. . . RUS)*
e At the base case, y is a S-normal form. Assume that there is a reduction y (RUS), ce

R

then if there are not S-steps in the reduction, it has the form y —— ... and this

reduction is terminating by hypothesis (1). Otherwise, there is at most one S-step
. . R* s (RUS)*

and we can write the reduction as y > >z >

the commutation hypothesis and Lemma 24 to show that there exists a reduction

s R* RUS)* . . .
> -z (RUSY and this is contradictory because y is a S-normal form.

Y
Therefore this last case does not apply.

.... In this case we use

(RUS)*

e At the induction step assume that there is a reduction y —— ..., then if there are

R . L .
not S-steps in the reduction, it has the form y —— ... and this reduction is termi-
nating by hypothesis (1). Otherwise, there is at most one S-step and we can write the
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(M M"NI[S] — (M o M')[S] (Mark)
neM — noOM (ReMark)
(M N)yeM' — (MeN)e M (Application®)
(MON)e M — (M®N)® M (Application®)
Figure 5: The rewriting system M
reduction as y R, S, (Rus)i . In this case we use the commutation hypo-

R* (RUS)

thesis and Lemma 24 to show that there exists a reduction y 5w
By definition w is in X, and y > w, then we can apply the induction hypothes1s to w,
to show that w is (RU S)- normahsable. Therefore z is (R U S)-normalisable too and

we can conclude that the reduction y r, 2, (RUS)] ... is finite.
Finally, by definition € X,, thus z is strongly (R U S)-normalisable. O

In order to show that A; preserves strong normalisation, we shall apply the last lemma
taking X as the set of A.-terms, R as the relation induced by the system M (Def. 8 and
Fig. 5) and S as the relation induced by the system A¢ (Def. 14 and Fig. 6).

First, we prove the hypothesis (1) of Lemma 25.

Lemma 26 The system M is terminating.

Proof. Notice that M C ( and, by Lemma Lemma 12, ( is terminating, then M is termina-
ting too. O

Definition 14 The system \? is defined as the system X, in addition with the rules: (Beta®),
(UnMark) and:

(M o M")[S] — MI[S] M'[S] (UnMark’)
Now, we address to the hypothesis (2) of Lemma 25.

Lemma 27 The relation induced by the system M commutes over the relation induced by
the system AY,.

Proof. Assume that an arbitrary term T reduces in one step to 7" with M and T reduces
in one step to T" with A?. We proceed by induction on the depth of the M-redex reduced
inT.

e At the base case T is a M-redex. We work by cases on the M rule applied to reduce
T.
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(AM)M — M[M'/]
(AM) o M’ — M[M'/]
(MM')[S] —  M[S] M'[S]
(AM)[S] — AWM (9)])
1[M/] — M

n+ 1[M/] — n

11 ()] — 1

n+1[f (S)] —  alS[1]

n[1] — n+1

(M e M"[S] — MIS] M'[S]
(M e M')[S] — MIS] M'[S]

(Beta)
(Beta®)

(Application)
(Lambda)
(FVar)
(RVar)
(FVarLift)
(RVarLift)
(VarShift)
(UnMark)
(UnMark’)

Figure 6: The rewriting system A,

— Case (Mark). There are three cases:

M-redex At -redex
——f— —
* Assume that T = (AM)M")[S], T' = (AM e M')[S] and T" =
. (Mark) _ (Beta®) (Beta)
with T > T > T".But alsoT ———
cally,
M-redex
——f
(AM)M ')[5]
Marl:/ Beta
(Beta®)
(QAM o M')[S] M[M /18]
Ae-redex
M-redex AL -redex
—— ———
* Assume that T = (MM')[S], T' = (M e M")[S] and T" = M[S] M'[S] with
T (Mark) - T (UnMark’) - T But also T (Application)

M[M’'/][S]. Graphi-

MIS] M'[S].
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Graphically,
M-redex
——
(MM')[S]
(Mark) "-,(Application)
UnMark’) °
(1 o 2y15] MO i) s
—_——
As-redex
M-redex

——
* Assume that T = (M N)[S], T' = (M e N)[S] and T" = (M e N)[S"] with

) M k )
S Do, S" and T ( ;/[r )k T' ar T". Also we have that
7 20 (r st M e N)[S7]. Graphically,

M-redex
——
M N)[S]

(
(Marliy AL
(5]

(MeN) (M N)[S"]

)\;\« ol ‘(‘h‘/[ark)

(M o N)[S"]

A A .
The cases for M —%» M’ and N —» N’ are similar.

— Case (Application®). There are two cases:

M-redex At -redex
——Pt— —
* Assume that T = (AM)N)e M', T' = (AM e N) « M’ and
Application® Beta®
T = (MIN/]) o M with 7 ~APRECAHON) gy (B g g
Bet
T m» (M[N/]) e M'. Graphically,
M-redex
——f—
(AM)N) o M’
(APplication:V "-._(Beta)
Beta® h
M o N)o A" — P Nyl o a7
e

Ae-redex
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M-redex
——
*x Assume that T = (M N)eO, 7' = (M eN)eO and T = (M e N) ¢ 0"
. Application® .
with O —*+ 0" and T (Application )~ T' 2+ T Also we have that

AL (Application®)

T — (M N)eO" (M e N) e O". Graphically,

M-redex
——
(M N ) e O

(Applicationy LAY
‘A

(MeN)eO (M N)eO"

)ﬁ\« » '-(Applicati0n°)

v

(MeN)eO"

Y AY ..
The cases for M —2» M’ and N —» N’ are similar.

M-redex
—_——
— Case (ReMark). Assume that T = neM ,T"=no® M and T" = n ®© M" with
. ReMark .
M 22 M and T (ReMark) T 2os 77 Also we have that

A° (ReMark)

T —> neM" n ® M". Graphically,

M-redex

—~

neM
(ReMarly LAY
K

noOM ne M
)E\ »"‘(ReMark)
n @ M/I

M-redex
——N—
— Case (Application®). Assume that T = (M ®N)e O, T' = (M ® N) ® O and
. Application® .
T" = (M ©N)® 0" with O 2w 07 and 7 AAPPHAHONT) 0y X0y,

Inria



Confluence and preservation of strong normalisation in an explicit substitutions calculus 33

. Application®
we have that 7' —2» (M ®N)eO" (Application®)

M-redex
——f—
(M®N)eO

(ApplicationQ'V )\:;
KN

(MoON)®O (M®N)eO"

)\;\« »"'(Applicatione)

(M®N)6 0"

> (M ® N)®0O". Graphically,

A A L
The cases for M —%» M' and N —» N’ are similar.

e At the induction step we consider before the cases where 7" is a A?-redex and then
the cases where T is not a M-redex and 7" is not a A$-redex.

— Case (UnMark). There are three cases:

M-redex Ay-redex

— —f—
* Assume that T = (ne M )[S], T = (n ® M)[S] and T" = n[S] M[S] with
(ReMark) (UnMark) (UnMark’)
- T > T". But also T ——— n[S] MIS].
Graphically,
M-redex
—
(neM)[S]
(ReMark) " (UnMark’)
UnMark) °
o ants] M i) s
—_——
Ae-redex
M-redex A -redex

* Assume that T' = (m)[S], T = E(M ® N;@ M')[ST and T" =
(M ® N)[S] M'[S] with T (Application®) ., (UnMark) oo e
M (M ® N)[S] M'[S]. Graphically,
M-redex
(o N) e b)s]

(APplicationiy - (UnMark’)

have that T

(UnMark) (;\4 ® N)[S] M'[S]

(M oN)o M)[S]

v

e -redex
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As-redex
——
* Assume that 7 = (M ® N)[S], T' = (M ® N)[S’] and T"” = M|S’] N[5’
) M, m ., (UnMark) .
w1thUS M_I{ S"and T > T > T". Also we have that
p UnMal) s Nis] 2 M(S] N[S']. Graphically,

(M © N)[S]

xj\y ".(UnMark)
Ae-rede A

——
(M o N)[S'] MI[S] N1S]

(UnMarl}« 5 M

MIS"] N[S']

The cases for M ™+ M’ and N -+ N’ are similar.
— Case (UnMark’). There are two cases:

M-redex As-redex

—— - -~ N
* Assume that 7 = (M N)e M')[S], T" = (M eN)e M')[S] and T" =
Application® UnMark’
(M o N)[S] M'[8] with T —ApPlcation®) o, (UnMark) -y also

T (UnMark’) (M N)[S] M'[S] (Mark) (M o N)[S] M'[S]. Graphically,

M-redex
—
(M N) e M)[S]
(Application:y . (UnMark’)

AP -redex EY

A
7 N\

(Mo N)eM)[S] (M N)[S] M'[S]

(UnMark?)\« »"'-(Mark)
(M o N)[S] M'[S]
A2 -redex
—N—
* Assume that 7 = (M e N)[S], T' = (M e N)[S'] and T = M][S'] N[5’

UnMark’
with S M S"and T M, T’ (UnMar > T". Also we have that
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UnMark’ :
(UnMark) - r18] Nis] 4 M[s"] N[S'). Graphically,

(M e N)[S]

y . (UnMark’)
A2 -rede R\

———
(M o N)[S"] MIS] N[5

(UnMark}‘« 5 M

MIS'] N[S']

T

The cases for M —2+ M’ and N =% N’ are similar.

— Case (Application).

A -redex
—N—
Assume that T = (M N)[S], T = (M N)[S'] and T" = M]|S’] N[S'] with
Applicati
S —C:» ?'.' a%;d T Mo (Application) | T". Also we have that
p (Application) o v1s) 2 M[S'] N[S). Graphically,
(M N)[S]

M “..(UnMar
Af,-rede/ (I«J Mark)
—N—
(M N)[S'] MI[S] N1S]

(Applicatior}« M

MIS'] N[S"]

The cases for M M, M" and N M, N' are similar.

— The rule A! is one of (Beta), (Beta®), (Lambda), (FVar), (RVar), (FVarLift),
(RVarLift) and (VarShift). Notice that:
1. All these A?-rules are left and right linear.

2. A strict subexpression of one of these A?-redexes can never overlaps with a
right side of a M-rule.
3. Not any of these A} -redexes unifies with a right side a M-rule.
M-redex Ae-redex
P —
Without lost of generality we assume T'= F(... "t; ...), T = F(...t..)
. M .
and T" = G(...t,...) with t; —— t.. By the previous remarks the same A?-
e
redex of T exists on T' and then we have that T —=» G(...t....). But also

Gl ti.) 2 Gl ).
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F(...t..) G(...t;...)
)}« M
G(...t...))
— M and A! reduce independent sub-terms of 7' and 7”. In this case, we assume
M-redex Ae-redex
~~ ~~
T:F(, t,‘ ,...,tj,...),T/:F(...,t{i,..., t]' ,...)and
A.
T" = F(...,t},...,t",...) with ; 2~ t, and t; —» #”. But also
AL .
T 2% F(otiyeost!,) =2 (... 8., ..). Graphically,
M-redex
~~
F(..., "t ,..o0tj,...)
v ;
Ae-redex A
=
F(.. th..., tj ,...) F(... ti,..,t7,..)
)}\ »".M
F(o.. th,..,t7,..)

— M and A? reduce a common sub-term of T' and T”. In this case, we assume
Meredex A -redex

~~ ~=
T=F(.., t ,..),T"=F(.., t ,..)andT" = F(...t/...) with

t; — t; and t, —2» t!. By induction hypothesis there exists ¢ such that

A then we have that T —"w F(...t...) M F(...t0..).

t — >t >t
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Graphically,
M-redex
~~
F(..., 't ,...)
/\y AL
As-redex N
=
F(..., t ,..) F(...t..))

)\;\« »"'M*

F(...t7..)

O
In order to prove that A? preserves strong normalisation we define an isomorphism which
maps Ay-terms into A,-terms:

n =n
AM =AM
MM' = MM

S
)
I
=
S

—|
59‘
o
= —
@

f( LUK
M] = M/

Essentially, this function remove all the marks. Notice that if M is unmarked, then M = M.
It is easy to see that this isomorphism is compatible with the rewriting A, -rules in the sense
AL — Ay == "
that if M —*» N then M — %~ N. In fact the new rules of the rewriting system A$

with respect to the rewriting system A, are (Beta e ), (UnMark) and (UnMark’), and they
correspond exactly to the rules (Beta) the first, and (Application) the last two.

Lemma 28 If M is strongly A,-normalisable then M 1is strongly A?-normalisable.

Proof. Assume that M is strongly A,-normalisable, but it is not strongly A?!-normalisable.

. . . . A A . . .
Thus, there is an infinite reduction M —» M; —=» ... and therefore an infinite reduction

M N M, LN .... But also, M = M and then there exists an infinite A,-reduction of
M which is not possible because M is strongly A,-normalisable. So we conclude that M is
strongly A?-normalisable. O

Theorem 4 (Preservation of Strong Normalisation) A; preserves strong normalisa-
tion.
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Proof. Let M be a ground® A-term such that M is strongly normalisable in A-calculus. Notice
that:

1. A-terms C A,-terms C Aj-terms = Ac-terms , then M € A,-terms, M € Aj-terms
and M € A-terms.

2. A, preserves strong normalisation ((BBLRD95]), then if M is strongly normalisable in
A-calculus, it is strongly A,-normalisable.

3. If M is strongly A,-normalisable then it is Af-strongly normalisable by Lemma 28.

4. If M is strongly A¢-normalisable then it is (MUA? )-strongly normalisable by Lemma 25
using Lemma 26 and Lemma 27 as hypothesis.

5. If M is strongly (M U A?)-normalisable then it is strongly Ac-normalisable, since the
rewriting system A¢ is a subset of (M U AY).

Therefore we conclude that A preserves strong normalisation. O

Corollary 4 Well typed A-terms are strongly A;-normalisable.

7 Conclusions

Calculi of explicit substitutions are very suitable to deal with problems of variable renaming
and the introduction of meta-variables. However, they introduce new theoretical questions,
for example confluence on open terms. We propose the A¢-system which solves positively
the conjecture of the existence of an explicit substitutions calculus confluent on open terms
and that preserves strong normalisation.

In order to have a confluent system it is necessary to solve the critical pair generated by
the rules (Beta), (Lambda) and (Application):

((AM)M')[S]
(Betziy \_‘Application)+(Lambda)+(Beta)
MIM'/][S] Mt (S)IM]S]/]

Thus, we have two choices: either to introduce the composition of substitutions, or to
cut one of the branches of this critical pair. Systems like A\, and Ay implement the first
possibility. To implement the latter possibility, we have two natural strategies:

6The notion of metavariable does not exist in traditional A-calculus, then “strong normalisation in open
A-terms” is not a notion well defined
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1. cut the right branch, i.e. the reduction of the S-redex before the distribution of the
substitution, and

2. cut the left branch, i.e. the distribution of the substitution before the reduction of the
[B-redex.

The Ac-system can be seen as the coding of the strategy (1) by a first order rewriting
system. In order to achieve this, we have modified the rule (Application) to introduce marks
in the terms. These marks push substitutions in application terms only if they have a head
variable. Thus, for example, we forbid the distribution of a substitutions inside a (-redex.
Therefore, we do not have this critical pair and then it is not necessary to introduce the
composition operator between substitutions.

Due to this choice, we cannot simulate anymore one step of S-reduction. However, we
can prove that our system implements the “big step” semantic of 8-reductions, i.e. normal
forms of ground A-terms are the same in both, A-calculus and A¢-system.

An interesting problem is the implementation of the second strategy, while preserving
confluence and strong normalisation in typed terms:

Problem 1 Does there exist a confluent explicit substitutions calculus that preserves strong
normalisation and that reduces substitution redexes before the reduction of a B-redex?

Simultaneous substitutions, e.g. My - My --- M, - S, that have been introduced in some
calculi (As,Ay) by the composition operator, happen to be also useful for other purposes, for
example the modelling of the stack of an abstract machine ([HMP95]) and the pruning of
search space in unifications algorithms ([DHK95]). Thus we might want to introduce such a
feature in .. However, re-introduction of composition in A, while preserving its properties,
does not seem to be easy. For example, if we add the rule M[S][T] — S oT we must
introduce the general (Application) rule. Thus we state the following problem:

Problem 2 Does there exist an explicit substitutions calculus confluent (on open terms)
that preserves strong normalisation and which accepts reduction under substitutions (not
necessarily composition)?
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