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Abstract: In this work we investigate both from a theoretical and a practical point of view
the following problem: Let s be a function from [0;1] to [0;1]. Under which conditions
does there exist a continuous function f from [0;1] to IR such that the regularity of f at z,
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We obtain a necessary and sufficient condition on s and give three constructions of the
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ROCQUENCOURT

Construction de Fonctions Continues a Regularité Locale Prescrite

Résumé : Dans ce papier, nous nous intéressons, aussi bien du point de vue théorique que
appliqué, au probléme suivant : étant donnée une fonction s de [0;1] dans [0; 1], sous quelles
conditions existe-t-il une fonction continue f de [0;1] dans IR telle que la régularité de f en
x, mesurée en termes d’exposant de Hdlder, soit exactement s(z), pour tout z € [0;1]?
Nous obtenons une condition nécessaire et suffisante sur s et nous donnons trois constructions
de la fonction associée f. Nous examinons aussi quelques extensions concernant, par exemple,
la dimension de boite ou de Tricot, ou le spectre mutifractal. Finalement, nous présentons
un résultat sur la “taille” de ’ensemble des fonctions ayant une régularité locale préscrite.

Mots-clé : exposant de Holder, IFS, fonction de Weierstrass, bases de Schauder, multi-
fractals
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1. INTRODUCTION

Since Riemann [1], a number of authors have been interested in constructing
nowhere differentiable continuous functions. Some use geometrical constructions,
of which the best known examples are probably Von Koch’s [2], Peano’s and Hil-
bert’s [3] curves, while others are based on analytical tools. The very well known
example is here the Weierstrass function, which was shown by Weierstrass to be
continuous and nowhere differentiable [4]. This result was later greatly enhanced by
Hardy [5] who showed that

f(z)= i b"cos(a™zm)

n=0

has nowhere a finite derivative, provided that
0<b<gl, a>1, ab>1.

Hardy also analyzed the Holder conditions satisfied by f(z). If ab > 1, let £ < 1 be
defined by & = 6/Y Then, for h — 0,

loga °

|f(x+h)— f(z)|=0 (|h|£) for every x

but
|lf(z+h)— f(z) =0 <|h|£) for no z.

Another example of nowhere differentiable function, which fits well the main ideas
of this paper, is the Takagi function [6] defined by :

T(z) = iQ—fe*(Qfx)

where 6*(x) is the periodic function of period 1 defined on [0;1] by 6*(z) = 2z if
0<z<1/2and #*(z)=2-2zif1/2<z <1

Indeed, we consider in the sequal three different constructions of nowhere differen-
tiable functions: one is based on a generalization of the Weierstrass function, another
one on an expansion in the Schauder basis, and the last one on a generalization of
IFS theory. The construction of the Takagi function bears some analogy with that
of the Weierstrass function. On the other hand, the restriction of 7" to [0; 1] can be
written, in its expansion in the Schauder basis, as:

T(x)=>Y Y 276(2z—k)
720 0<k<29

where 6(z) = 6*(z) if z € [0;1] and §(z) = 0 if = ¢ [0; 1]. Finally, the graph of the
restriction of this function to [0;1] is the attractor of the IFS defined by t}}fi}ﬁ‘fﬁ
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functions w (z,y) = (5, *5*) and wa(z,y) = (5 + 3, L5 + 1).

Hata [7] considered the following generalization. Let g be the continuous function
defined by :

@)= > bg(azn)

where ¢ is an almost periodic function and 0 < b < 1. He showed in particular that,
when ¢(z) = cos(xz + 6) (6 € IR), which leads to:

g(z) = Z b"cos(a"zm + 6),

n=0

then the continuous function g has nowhere a finite or infinite derivative if:
ab> 1+ 7%

He also found related results when the function ¢ is almost periodic. This results
were later improved by Hu and Lau [8]. Mauldin and Williams [9] also considered a
generalization of the Weierstrass function by taking the functions

+ o0

Ws(z) =D B~ (¢(8"z +6.) — 6(6n))

— 00

where 8 > 1, 0 < a < 1, each 8, is an arbitrary number, and ¢ is a function which
has period one. They showed that there exists a constant C' > 0 such that, if 3 is
large enough, then the Hausdorff dimension of the graph of Wy is bounded from

below by 2 — a — logﬁ'

Several other techniques are now employed for constructing continuous nowhere
differentiable functions. One powerful scheme is to use wavelet decompositions.
For instance, Jaffard [10] has given a construction of a function with prescribed
multifractal spectrum (e, f(a)). Choosing in such a construction f(a) such that
f (oz)l]im_om1 o T leads to a nowhere differentiable continuous function.

Another method that has been investigated a lot these past years is based on Itera-
ted Function System (IFS). Although the study of iteration of matrices dates back
to Doeblin and Fortet [11] and Dubbins and Freedman [12], it is Hutchinson [13]
who really laid the foundations of the IF'S theory. Subsequently, several authors have
explored this path (see for instance [14, 15, 16, 17] and many others). Barnsley [14]
showed that, under some conditions, it is possible to construct an IFS whose attrac-
tor is the graph of a continuous nowhere differentiable function. More precise results
are now known, concerning the almost sure Holder exponent of such functions [17]
%rRthr?irz%gltifractal spectrum [18, 19].
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We shall hereafter call oy the Holder function of f (which associates, to each point
z, the Holder exponent of the function f at z).

The main objective of the present work is the following:

Let s be a function from [0;1] to [0;1]. Under what conditions on s does there
ezist a continuous function f from [0;1] to IR such that ay(z) = s(z) for all z in
[0;1].

The motivation for this investigation stems partly from applications in signal pro-
cessing. Indeed, in some cases, it is desirable to model highly irregular signals while
precisely controlling the irregularity at each point. This happens, for instance, when
the significant information lies in the singularities of the signal more than in its in-
tensity. In such cases, we want to tune the value of a;(z) everywhere and not merely
almost everywhere. An example in speech modeling is presented in [19, 20].

Our main result is the following:

Theorem

Let s be a function from [0;1] to [0;1]. Then, the following conditions are equiva-
lent :

i) s is the Hélder function of a continuous function f from [0;1] to IR.

it) There exists a sequence (S,),s, of continuous functions such that:

s(z) = lim_ii_nfsn(x) , Yz e[0;1].

The proof of i) = ii) is easy and is given in section 3. The proof of ii) = i) requires
more work.

For practical purposes, we are here interested in constructive proofs, i.e, we want
to derive explicit methods to construct the function f. We present below three such
proofs which highlight different aspects of the problem. We also investigate related
problems, as for instance the evaluation of the local box dimension of f at each
point or the computation of the multifractal spectrum of f. Finally, for practical
applications, we want to construct functions f with prescribed Holder function that
satisfies additional constraints, as for instance interpolating a finite number of points
(z;,y:) € [0;1] x IR, i = 1,2,...,N. This naturally leads to a characterization of
the set of functions with prescribed Holder function.

The remainder of this paper is organized as follows: in section 2, we recaﬂlﬁ?ﬂf
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basic definitions about the local regularity of functions, the Hausdorff, Tricot and
box dimension. We also prove a new relation between the local box dimension and
the Hoélder exponent. In section 4 we construct functions with prescribed local re-
gularity s(z) at each point using the Schauder basis. In section 5, we give another
solution based on a generalized Weierstrass function. In section 6, we use IFS to give
a solution which constructively allows to interpolate a given finite set of equispa-
ced points. In section 7, we propose some desirable extensions that would allow to
measure more finely the local structure of graphs of continuous functions. Section 8
shows some implementation results.

2. RECALLS AND A RESULT RELATING THE LOCAL BOX DIMENSION AND THE
HOLDER EXPONENT

In this section we recall some basic definitions useful for the sequel. The definitions
are not given in full generality, but only in the form adapted to our problem.

2.1. Definition of the Hausdorff dimension. Let E be a non empty set of IR?.
Define:

|E| :=sup{lz —y|; 2,y € E}
T,y
to be the diameter of E.

If £ C U FE; with 0 < |E;| < § for each i, then {E;}, , is called a (countable)
iEN

O-cover of E.

For § > 0 and r > 0, define

“+ oo
Hy(E) :=inf{> _|E;|" / {E:},cy 6-cover of E}
i=1

H3(FE) is a non increasing function of é, and we note

H'(E) = %m% Hi(E) = sup H5(E)

§>0

the Hausdorff r-dimensional outer measure of F.
The Hausdorff dimension of E is the unique value dimg(E) such that [21]:

v | Foo ifr < dimp(E)
H(E) = { 0 if 7 > dimy(F)
RR n°2763
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2.2. Definition of the box dimension. For any § > 0, we consider the set of
8-mesh squares in IR® of the form [i6, (i + 1)8] x [46, (j + 1)6] with 4, j integers. For
any bounded subset F of IR*, we denote by Ns(F) the number of §-mesh squares
which intersect F'. The box dimension of F' is then defined by [22]:

. i (log Ns(F')
dlmB(F) = %1_1}1(1) (Tgé) ’
whenever this limit exists.

When the limit exists, its value is unaffected if we change the definition of Ny(F')
and take any of the following:

(1) the smallest number of squares of size ¢ that cover F;

(2) the smallest number of closed balls of diameter § that cover F;

(3) the smallest number of sets of diameter § that cover F

(4) the largest number of disjoint balls of diameter § with centers in F.

2.3. Definition of the Tricot (packing) dimension. Let F' be a non empty set
of IR% where n > 1 is an integer, and:

rier s ),
i€IN
where { B; },c v is a collection of disjoint balls of radii at most § whose centers belong to F'.
Consider:
Py (F) = lim P (F)
this limit exists since P§(F') decreases with §.
Define now the r-dimensional Tricot measure [23, 22] P" by :

Pr(F) = inf{i’Pg(Fi) :F C GF},

then, the Tricot (or packing) dimension dimp is defined as follows:

dimp F =sup{r : P"(F)=+4o0} =inf {r : P"(F)=0}.
2.4. Definition of the Holder spaces and the Holder exponent. Let I be an
interval in IR, f a continuous function from I to IR, and § € IR, \ IN.

Definition 1. f is said to belong to the global Holder space CP(I) iff there exists
a positive constant c, such that for every xo € I, there exists a polynomial P,, of
degree less than or equal to the integer part of B, such that:

z)— P, (r—=z <clz —z|f Vxel.
| f () ( 0)] < ol INRIA
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Definition 2. Let ty be in I. Then f is said to belong to the pointwise Holder space
CP(to) iff there exists a polynomial P of degree less than or equal to the integer part
of B, and a positive constant c such that, for every t in the neighborhood of t,, we
have :

|f(t) — P(t —to)| < clt —to|”.
Recall that if 3 € IN*, the space C* must be replaced by the Zygmund (3-class [24].

Definition 3. A function f is said to have Holder exponent B at point to if f :
i) for every real v < [3:

|/ (to + h) — P(h)]

ilbl—r% |h|Y =0
it) if B < o0, for every real v > 3 :
- P
lim sup [f(to + 1) (h) =400
h—0 V”W

where P is a polynomial whose degree is less than or equal to the integer part of 3.
When B < 400, this is equivalent to:

FeNCP(ty) but f¢JC"(t).

e>0 e>0

It is also equivalent to :
B=sup{f >0 :feC@)}

Notice that f € C?(I) does not imply that 3 = %I€1§ ay(t). As an example, consider

the continuous function f defined on IR by:

Il

0 ift=20

f(t):{ lt|sin(L) ift € IR

then, f € C'2(IR), but f is C* at each point, except at 0 where a;(0) = 1.
RR n°2763
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2.5. A relation between the local box dimension and the Hoélder expo-
nent. In this section we propose a new result that links the local box dimension of
the graph of a continuous function and the Hoélder function of this function.

Let f be a continuous function from [0;1] to IR. We suppose that s(z) = a;(z) €
[0;1] for all z € [0;1]. Let z €]0;1[, € > 0 such that |x — e;z + ¢[C [0;1] and
6 €]0;¢[.

We cover the plane by a §-mesh, i.e a grid of squares of the form [i6; (i + 1)§] x
[76; (j + 1)8], with i, j integers.

Let N§ be the number of squares that intersect graph f e . We define, respec-
tively, the upper and lower local box dimension [22] of the graph of f at the point
z by:

log N§
dim% graph f = hm llr?jélp - (l)fg 66
and
log N§
dimj, graph f = lim liminf — ng >

When these numbers coincide, we denote by dim% graph f the local box dimension
of f at z. For t €]0; 1] such that |t —€;t + €[C [0, 1], define:

olt,e) =inf{ce IRy :Vu e B(t,e), |f(t)— f(u)] < clt —ul"®}
and
ct;e) =sup{c € IR} :Fu € Blt,e) : |f(t) — f(u)| > ce”®}
Proposition 1. Let z be a real in ]|0;1[. Define the following conditions :

there exists € > 0 such that : O(z,e€) = sup ©¢(t,e) < +oo for every e <€ (c1)
t€ B(z,e€)

and

there exists € > 0 such that : C(z,¢€) = g}f )g(t,e) #0 for every e<¢€ (co)
teB(z,e

Then, if (¢1) holds, we have the following inequality :
dim% graph f <2 — min (lirtn inf s(t), s(x))

and, if (c2) holds, we have :

2 — max (lim sup s(t), s(:v)) < dim% graph f

t—x

INRIA
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Proof :
Let € be a real such that 0 < € < ¢ .We denote:

= inf{s(t);t €]z — ;2 + €[}
3¢ = sup{s(t);t €]z — e;x + €[}.
Ryltista] =  sup  [f(u) — f(v)l-

t1 <u<v<ts

Let m be the least integer greater than or equal to 2¢/§. Thus, if :
Li(e,60) =]lx —e+i6;2 — e+ (i + 1)4],

then:
m—1
o —e;z+€[C | Li(e, 6).
=0
However, since f is continuous, the number of squares of the §-mesh that intersect
graph f Lt cesy is at least M and at most 2 + M Summing over all such
intervals gives:
m—1
61 ZRf (6,6)) < Ny <2m+67" Y Ry(Ii(e, 6)). (1)
=0

Let now u,v €]z — €;z + €[, with u < v. Then:

|f(u) = £(0)] < e(u, €)lu — o™,

thus:

|f(uw) = f(v)] < Clz, €)|u — v]*=.
We deduce that:

Rf[tl,tg] S@(w,eﬂtl —t2|£: th,tg E].’I}'—E;.'E-i-ﬁ[,
but m < 1+ 2e6~', and using (1) we get:
N < (1 + 26671 (2 + Cz,€)6"6%)

S 65 —2
where ¢; > 0 only depends on x and € and is finite.
We deduce: los ¢
OB <95 — B(6)
log 6

where

O h(é)zlogcl loge.
RR n°2763 logé =~ logéd
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Since %in% h(é) = 0, we obtain:

which implies:

but

and finally :

log N¢
hmsup—og 8 <2-5f
§—0 logé
log N¢
lim lim sup — 98 Y <2-lims;
e—0 §—0 10g6 e—0

lim s¢ = min <lim inf s(t), s($))

€— t—z

dim% graph f <2 —min (lign inf s(t), s(;v)) .

Now we establish the other inequality.
For all v €]z — €; 2 + €, there exists u such that:

thus:

We deduce:

but m > 26!

Thus:

where

|F () — F(v)] > c(v, €)™,
1f(u) — f(v)] > C(z, €)e™.

Ryltysta] > C(m,€)[ts — o] Vi, €lz — €52 + €],

, and using (1) we get:

Since %in(lJ h(6) =0, we get:

but

Ni > 20(z,€)eb™'6716%
= 20(z,€)eb®=2,
log N§ _
- >92_3 —
logd U
log2C(z, €)e
h(6) = —=—F——
() logé
lim inf — 08 Vs >2-3,
60 log é

lim 3¢ = max (Hm sup s(t), s(w))

€= t—x

INRIA
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and finally:
dim% graph f > 2 — max (lim sup s(t), s(;r:)) .0
- t—z

This result shows in particular that:

Corollary 1. Whenever s is continuous at point x and conditions (c;) and (cs)
hold, the local box dimension of f at x exists and is equal to 2 — s(x).

Note that the converse is not true: the existence of the local box dimension of f
at = does not tell anything about the continuity of s at x.
Besides, when s is not continuous at z, s(z) and dim?% graph f can greatly differ
(take for instance f(x) = /|z| at x = 0). Another consequence is that we can think
of the local box dimension as a more “local” quantity, and of the Holder exponent as
a more “pointwise” quantity: in the case of f(z) = +/|z[, the local box dimension,
which is equal to 1, is dominated by the local behavior of f around 0, as the Holder
exponent, %, reflects the behavior of f solely at 0.
Let us give an example which shows the necessity of condition (¢;). Consider the
continuous function f defined by :

[ ztcos(z™") ifx#O0
@) = { 0 ifz=0
where 0 < u < v. This function does not verify condition (¢;). Now, one can prove
that, for z = 0, ay(z) = u and that [24, p.126]:
u+1
v+1

Hence, when v < 1/u, the second inequality in the proposition above does not hold.

dim% graph f = dim% graph f =2 —

2.6. A relation between the Tricot dimension and the local Holder ex-
ponent. Let f be a continuous function on [0;1], and define, for z € [0;1] and
e>0:

Vi(z) =sup{|f(z') = f(z")| s |z — 2| <€, o —2"[ <€}
V.(z) is called the local e-oscillation of f at z.
Define now the conditions (p;) and (p;) by:

sy >0 /Vz€[0;1], Jai(z) >0/ V. <ar(z)e* (1)
sy >0/ Vz €[0;1], Jaz(z) >0/ V. > ar(z)e  (pa).
Condition (p;) implies that:
log V()

. liminf ————= > g,
RR n°2763 e—0 loge
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which means that a;(z) > s, for every x € [0;1].
In the same way, condition (py) implies that:

1
e—0 loge

which means that a(z) < s,, for every z € [0;1].
Then we have the following result, due to Claude Tricot:

Proposition 2. If condition (p,) holds, then :
dimp graph f < max(1,2— s;).

This result remains true when condition (p;) holds for every xz € [0;1] except on a
set E such that dimp(E) = 0.
If condition (p,) holds, then :

dimp graph f > 2 — s,.
This result remains true when condition (py) holds for every x € [0;1] except on a
set of Lebesgue measure zero.
3. CHARACTERIZATION OF THE SET OF HOLDER FUNCTIONS OF CONTINUOUS
FUNCTION

Theorem 1. Let f be a nowhere differentiable continuous function from [0;1] to
IR. Then, there exists a sequence {Sn}, .y of continuous functions, such that:

ap(z) = ligg}fsn(x) Vzel0;1].

Conversely, let s be a function from [0;1] to [0;1] such that s(z) = liminfs,(z),

where the s, ’s are continuous functions. Then, there exists a continuous function f
from [0;1] to IR such that :

aj(z) = s(x).

The first part of the theorem is easy to prove. Indeed, take

@)=t {log(lf(fv +h) = f(2)] + 2—“2>} |

2-m < B[ <2+ log | Al
Then, s,, is continuous for every integer n > 1 , and since

_ o loglf(z + k) — f(2)]
oy (@) =liminf log 7] ’ INRIA
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it is easy to see that:
af(z) =liminfs,(z) Vz €0;1].

In the following sections, we shall give three constructive proofs of the second part
of the theorem. We shall denote by H the set of all functions, defined from [0; 1] to
[0; 1], which are the lower limit of a sequence of continuous functions.

4. CONSTRUCTION USING THE SCHAUDER BASIS

This construction is due to S. Jaffard [25], and is based on the well known relation
between the pointwise regularity of a function and the coefficients of its expansion
in the Schauder basis.

4.1. Recalls on the Schauder basis. Consider the function §(z) from IR to IR
defined by :
[ 1-]2z—-1] ifze0;]]
9(‘”)—{ 0 itz g 0]
It is well known that if f is continuous function from [0;1] to IR, and if f(0) =

f(1) =0, then:
f@)=>" > c(j,k)b;x(x)
§200<k<2i
where
0;1(z) =02z — k)
and

c(d,k) = f ((k + %)2‘]') - % (f(R279) + f((k+ 1)277)) .
We have the following results:

Proposition 3. If f € C*(xg), for some zq € [0;1] and s > 0, then there exists a
constant C such that:

le(G, k)l < C (277 + k277 — zq])".
The proof of this proposition is straightforward.

Proposition 4. Suppose that there exists a constant C such that, for every x € [0; 1]
we have :

|f(z+h) — f(z)| < Cw(h) when h—0 (2)
where w s a strictly increasing function from [0;1] to IR, which verifies :

_ _ —N
RR 1° 2763 w(0)=0 and w(h) _0(|1ogh| ) VN > 1.
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Suppose also that, for some xo € [0;1] and s > 0, there exists a constant C such
that :
(G, k)] < C (277 + k277 + (277 — o).
Then :
f e ™ (zy) VYe>0.

Proof:
Let x; be a real in the neighborhood of zy, and j, be the integer such that

2_j° < |_'1;1 — 1;0| < 2—(j0—1)_
We define the integer j; such that w(27/1) = 27%°. Then
|f(z1) — flzo)| KW+ X+Y +7Z

where

W= 3" > el k) (0x(z1) — 0;x(z0))|

0<j<j0 0<k<27

X=Y 5 |eli,k)6;u(z0)

7>Jjo 0<k<2i

Z Z |91k "1"1)

Jo<j<j1 0<k<2i
Z=Y Y |l 6lar).
J>j1 0<k<27
For j < jo — 1, 0;4(zo) # 0, implies 0, x(z;) # 0. Furthermore, for each j, there
exists a unique k such that 6;;(zo) # 0 or 6;4(xz1) # 0. In this case, we have
|k279 — z¢| < 279, Finally, remark that |0; (z1) — 0; x(z0)| < 27|z, — zo|. Hence, we
have:
w < Z Qj(l_s)l.’ﬂl - $0| < lel — .’L'()|s.
0<5 <50
It is easy to prove that X < (C277°%, which leads to:

X S Cl.’El - .’L'(]ls.
When 0, () # 0, we have |k27/ — z;| < 279, and if j > j,, this implies that:
(5, k)| < Clzy — 2ol

hence,

Y < C(jl —j0)|$1 - $o|s-
For every integer N > 1, there exists a constant Cy such that w(2771) < Cnir V.
Hence,

1 - 8
o hgiod
1 S Oy m2ow INRIA
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since w(2771) = 279*. This implies that, for every € > 0, there exists a constant C.
such that:

J1—=Jo < Celzy — x| ™"
Finding an upper bound for Z requires the following results.

Lemma 1. Denote:

Si(H@)= D D cli k)in(z),

0<j<q0<k<27
then S,(f) is the continuous piecewise affine function which satisfies :
So(f)(k27%) = f(k27%) Y k=0,...,2%

Corollary 2.
1f =S, (Nll o <w(277)

The proofs of the lemma and the corollary are easy.
We remark that Z < |[f —5j, (f)||.,, and since:

(,L)(2_j1) = 2—]'05 < |.’E1 - $0|s,

the proof of the proposition is completed.dd

4.2. Construction of the desired function. The following result will be used
in the proof of the theorem.

Lemma 2. Let s € H. Then there exists a sequence {Q,},~, of polynomials such
that : B

s(t) = lim inf Q@n(t) Vte[0;1] 3)
@]l <n V21
where Q! is the derivative of Q),,.

Proof:
Since s € H*, there exists a sequence {s;}, ;. of continuous functions, such that:

s(t) = légllglof sp(t) Vte[0;1].
Thus, there exists a sequence {P,} of polynomials, such that:
s(t) = lér_r}lg)f P,(t) Vte[0;1].
Let {gx}czv- be a sequence of integers such that:

> M
RR n°2763 @ = 5h
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and
qr > max(My,qr—,) for k> 2

where
M;, = [Pl
Define the sequence {Qj}j21 by :
Qi()=0if 1<j<aq
and
Q;(t) =Pi(t) if g <j<gqpq1 for k> 1.
Of course, s(t) = lim+inf Q;(t) VYt € [0;1]. On the other hand
j——+o0

Q') =P ()] if qx <J < qrnr
and
|P(t)] < My, < g1, Yt e [0;1]
hence

1Q,'(t)] <j Vj>1 and Vte[0;1]0

Proposition 5. Let s € H and let (Q..),, be the associated sequence of polynomials

verifying (3).
Consider the continuous function f defined on [0;1] by:

f(l'):Z Z C(j7k)9j,k(iv)

j>00<k<27
where | |
c(k,j) = inf (Q_JT,Q—J'QJ‘(M—J)) ‘
Then :
Oéf(-T) = 8(.T) , Yz € [0;1].
Proof:

We first prove that ay(zo) < s(zo), for every zo € [0;1].

Let j > 1 be an integer, and k be the integer such that z, € [k277;(k + 1)27].
Hence, |Q;(k277) — Q;(z0)| < j279. This implies that, for every € > 0 there exists
an integer j,, such that c(k,j) > 277((=0)+9) for every j > j,. Using proposition 3,
we conclude that a;(zq) < s(zg).

Let us now show that as(z) > s(zo) — €, for every € > 0. Remark that there exists
je such that:

s(zo) —e < Q;(k277) INRIA
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for every j > j., and k such that zo € [ko277 ; (k + 1)277[. This implies that :

C(j, k) < 2—3'(3(10)—6)‘

Furthermore, since c(j, k) < 2‘*, it is easy to see that condition (2) holds. Hence,
we conclude using proposition 4 that a;(z) > s(zy) — e.O

5. USE OF WEIERSTRASS TYPE FUNCTIONS

In this section, we show that a simple generalization of the Weierstrass function
allows to control the regularity at each point. For a related result, see [24, p.282].
We first recall some properties of the Weierstrass function, which is defined by :

W(t) = +2'° A7 sin(AMt)

k=1

where A > 1 and s €]0; 1].

It is well known [26] that aw (t) = s for all ¢t and that dimp graph W = 2 — s.
However the value of dimg graph W is not yet known. Of course: dimg graph W <
dimp graph W, and using mass distribution methods depending on estimates for the
Lebesgue measure of the set {t / (¢, W (t)) € D} where D is a disc, it can be shown [9]
that there exists a constant ¢ > 0 such that dimpg graph W > s — ¢/logX.

As mentioned in the introduction, several authors have considered generalizations of
the Weierstrass function, by replacing the sinus with other type of functions. Here
we consider another type of generalization.

Proposition 6. Let s(t) be a function from [0;1] to [a;b] C]O;1[, which is the
lower limit of a sequence of continuous functions. Let o' and b’ be two reals such
that 0 <a' <a <b< V' <1 and consider the sequence IL = (l,) -, defined by:

L=1 )
lp+1 - I:i:z: lp] 1
where [.] denotes the integer part. Then :

e there exists a sequence {Qn}n21 of polynomials such that:
{ s(t) = lim+inf Q.(t) Vte[0;1]

nelL (5)
Q. <n Vn>1

). L
RR 1“3 iégre Q., is the derivative of @,
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e define :
t)= > ATF@Msin(Ak).
kelIL
Then, provided that X is an even integer large enough, we have :

ap(t) =s(t), Vtel0;1].

Proof:
The proof of the first item is similar to that of Lemma 2 ; the only difference is that
we now define the sequence g; by :

al

b!
Now, we give the proof of the second item. Let t be fixed and let € be a positive real
such that s(t) + ¢ < b’ and s(t) — e > a’ . We begin by proving that f € C*®~¢(¢t).
There exists an integer ko such that Qx(t) > s(t) — ¢, for every k > ko. Let h be a
real such that 0 < |h| < A=%. Then we have:

1-
q, > max(Mk, ——qy-1+ 1), fork>1.

FE+R) = FO] = |> (A sin(r(1 + h)) — A0 sin(Xer) ) ‘
keIl

< A4AL A

where
+oo
A=Y ‘(A"“Q"(”h) — AR gin(\F (¢ + b)),
ko
A => AR sin (A5 (¢ 4 b)) — sin(A*t)],
k=1
and

“+o0
3 ATRO [sin(AK(E + h)) — sin(A*E)) .

k=ko+1

Let us give an upper bound for A. We have:

“+oo
A< Z |A—ka(t+h) _ )\—ka(t)|
k=1
but :

ATRQe(FR) A=k () = _(log \) x [Qk(t + h) — Qk(t)] x (KXTFT) INRIA
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where 7 € [min(Q(t), Qx(t + 1)) ; max(Qx(t), Q(t + h))]-

Thus:
400
A< (logA) Y kXTF|Qu(t + k) — Qu(t)].
k=1
Since
|Qi(t + 1) — Qi(t)] < klA],
we have:

Al < erl Bl < e b7,
with ¢; = log A Y2759 k2 —ke,
Let us now give an upper bound for A’. For this purpose, we consider the integer N

such that:
)\—(N-Fl) S |h| S )\—N'

We have, using the mean value theorem:

A< |B|X +2Y
where
N
X = Z )\—k(s(t)—e—l)
k=1
and
+o00
Y = Z A~ k(s(t)—e)
k=N+1
but: 1
s(t)—e—1
X< 1_ )\s(t)—llh|
s(t)—e¢
V< e

Since s(t) is bounded, there exists a constant ¢, > 0 depending only on ¢ and € such
that:
A’ < col )T

Finally, it easy to see that there exists a positive constant c3, which depends only
on t and €, such that:

| A, | < eslh] < es|h]"7"
Hence, if ¢ = 3max(cy, cq, ¢3), we have:

f(t+h) — f(t)] < cln|"V

Now we will prove that ay(t) < s(t).
Eﬁereuei%iggs an infinite set ' = I'(¢,€) C IL such that s(t) —e < Qi(t) < s(t) +e¢, for
n
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every k € I'. Let N be an integer in I' such that N > kq. Let h = —Z-\=7

e(N)
¢(N) is chosen in the set {£1,+2} so that:

AN T\ o N 1
| sin(A t+—C(N)) sin(A"¢)| > 0

Hence, if A is an even integer, we have:

[f(t+h) = F(£) = A"V (sin(AY (¢ + b)) —sin(AVE))] < A+ A}, + A" +

where:

A — Z )\—ka(t)l Siﬂ()\k (t + h)) — Siﬂ()\kt)|
ke TIAT
A — Z )\—ka(t)l Sjn()\k(t +h)) — Sin(Akt)|.

k<N
kel

Since Qi(t) > s(t) +€if k € IL\T and k > kg, we have:
A" <N ATREMFI sin (A4 (t + R)) — sin(AFt)),
keIN
thus, there exists a positive constant ¢, such that:
A" < C4|h|s(t)+€.

Let N; be the highest integer in I" less than N. Then:

N;
A" < SO A= Sin(AR(t £ b)) — sin(A*1)|

k=0

N,
B 3 AR ((0=0)

k=0
AN (A= (s() =€)

Al—(s(t)—e) _ 1

IN

I

Using the fact that 1 —s(t) +e<1—a'and 1 —s(t) —e > 1—1b', we get:
. AN(I—s(t)—e)
AT < Gme =1

Thus, there exists a positive constant cs such that:

A < cs |h|s(t)+6.

, where

m
A",

INRIA
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We can choose A large enough so that the constants ¢, 3, ¢, and c; are less than %.
Hence we end up with:

£+ B) = F(0)] > e lhf 00
In the case where s is a continous function, we have the following result :
Proposition 7. Let s be a continuous function from [0;1] to [a;b] C]0; 1] such that
s(z) < ay(x) Yz € [0;1].
Assume also that there exsits a constant M > 0 such that:
15(t) — s(w)| < M|t —u|*® V(t,u) € [0;1] x [0;1].

Then, the function f(z) = Y. A"*@sin(\*z) is such that:
kEIN

2 —dim% graph f = ay(z) = s(z).

Proof: see appendix.

6. CONSTRUCTION USING ITERATED FUNCTION SYSTEM(IFS)

The third construction of continuous function with prescribed Hélder function
is based upon a generalization of the notion of IFS. This construction bears some
analogy with the first one, but here we directly manipulate the contraction ratios
of affine functions instead of working on the coefficients of the expansion in the
Schauder basis. To begin with, we recall some basic facts about TFS. More details
can be found in [13, 27, 16, 17, 15, 28] and others.

6.1. Recalls. Let K be a compact metric space whose distance is denoted by d(z, )
for z,y € K. Let H be the set of all non empty closed subsets of K. Then H is a
compact metric space with the Hausdorff metric [13]:

h(A, B) = max{sup inf d(z,y) , sup inf d(z,y)}
c€AVED ceBYEA

which is defined whenever A and B are subsets of K.
Let w, : K — K for n € {1,2,... ,N} be N continuous functions. Then {K,w,, :
n=1,2,...,N} is called an iterated function system (IF'S). Define W : H — H by

N
W(A) = U w,(A) for A€ H.
n=1
Any set G € H such that
W(G) =G

RR n°2763
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is called an attractor of the IFS {K,w, : n=1,2,...,N}. An IFS always admits
at least one attractor. Indeed, start with any S € H, then the closure of the set
of all accumulation points of {W°™(S)}>_,, with We™(S) = W (We(m=1(S)), is an
attractor of the IFS.

If, for some s € [0,1[ and all n € {1,... , N},

d(w,(z),w,(v)) < sd(z,y), V(z,y) € K x K

then the IFS is termed hyperbolic. In this case W is a contraction mapping, hence
it admits a unique fix point which is the unique attractor of the IFS.

When the attractor G of an IFS is unique, it may be obtained as follows [14] :let
p=(p1,...,pn) be a probability vector with each p, > 0 and }_ p, = 1. Start from

the fix point zy of w; and define a sequence (z,,) by choosing successively z,, €
{wi(Tm—1)y--- Wy (Tm-1)} for m € {1,2,3,...}, where probability p, is attached
to the event z,,, = w,(%n—1). Then, the orbit {z,,},,. v is dense in G. The p,’s allow
to generate a unique probability measure p on K which is stationary for the discrete
time Markov process defined as follows:

The probability of transfer of z € K to a Borel subset B of K is:

p(@, B) =) Pubu,(»)(B)

where :
1 ifyeB

67”(B)_{ 0 if yé¢B
We shall not developp here this aspect of IFS theory, and will now focus on the use
of IFS for constructing graphs of continuous functions [14].
Given a set of points {(z,,y.) € [0;1] X [u;v],n =0,1,..., N}, with (u,v) € IR?,
consider the IFS given by the N contractions w,(n = 1,..., N) defined on [0;1] x
[u;v], by:

Wa(2,y) = (La(z) 5 Fu(z,y))
where L, is a contraction that maps [0; 1] to [z,-1; 2z, and F,, : [0; 1] X [u;v] — [u;]
is a function, contractive with respect to the second variable, such that:

Fo(20,Y0) = Yn-1; Fu(Tn, yn) = Yu- (6)

The attractor of this IF'S is the graph of a continuous function f which interpolates
the points (z,,¥.) [14] .
If the L,’s are affine, L,(x) = a,z + h,, and if, for each n € {1,... ,N},

tod(z,y) < d(w,(z), w,(y)) < s,d(z,y) for all z,y € K, INRIA
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where 0 < t, < s, <1, then:
min(2,1) < dimg graph f <u

where [ and u are the positive solutions of:

N N
Z t =1 and Z sp=1
n=1 n=1

and where the lower bound holds when:

2

N T

tity < min(ay,ay) (Zt;) .
n=1

Concerning the box dimension, if each F), is affine with contraction ratio equal to
¢n, and if the interpolation points are equally spaced, then it is a classical result
that [22]:
log(cy + ...+ cn)

log N

6.2. Local behavior of self-affine functions. Under some conditions on the
F,’s, the function f defined above is nowhere differentiable. But here we want more,
namely to control the regularity of f at each point.

In this section we obtain the local Holder exponent of f at each point z € [0;1]
in the case where the F,’s are affine functions, and the interpolation points are
equally spaced . We also derive the multifractal spectrum of f and recover the
classical formula for the box dimension of the graph of f. Related results concerning
the almost sure Holder exponent of f have already been obtained in [17]. Results
concerning the multifractal spectrum were independently obtained in [18] and [19].
It is convenient to rewrite our setting in the following form:

Let S; (0 <4 < m) be affine transformations represented in matrix notation by :

()= (MmO (D) ()

We suppose 0 <t < 1and 1/m < ¢; < 1. Let f be the function whose graph is the
attractor G of the IFS defined by the S;’s (with conditions on a; and b; corresponding
to (6) to ensure the continuity of f). Our result concerning the local regularity of f
is the following one:

dimp graph f =1+

Proposition 8. Let 0.iy...i3... be the terminating base-m expansion of a real t €
[0;1). Then the Hélder exponent o of f at point t is:

log(c, ---c; log(c, ---¢; log(ci, ..
0= min (Hminf 108(Ch-Cia) 1y 10BLCI i) i g 10BLCH--On) c’k)>
RR n 72763 k—+oo  log(m=F) " k—+oo  log(m=F) ' k—+  log(m~F)
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where, for any positive integer k, the k-uples (j1, ..., ji) and (ly, ..., 1) of non negative
integers strictly smaller than m, are uniquely determined by :

ty = m~F[mFi]

k
if ty+ m~* < 1 then t;: =t,+m* = ijm_” else t;: =ty

p=1

k
if ty— m™F >0 then t, =1t — m~F = lem_" else t, =ty
p=1

Proof':
The proof is an adaptation of the classical computation of the box dimension of the
graph of self affine curves [22].
Let k be a positive integer and (ny, ..., ns,) be a k-uple of integers such that 0 < n, <
m, for every p = 1,..., k. Let I, be the interval of reals in [0;1) whose base-m
expansion begins with n;...ny. Then graph f| =S, 0..085, (G), which is a

1Mk

translation of T,,, 0...0 T, (G), where T; is the linear part of S;. It is easily seen that
the matrix representing 7;,, o... 0T,  1is:

( m~* 0 )
1-k 2—k
M "Qp, + M 7CpyOpy + .. +Cp CryeaiCip_1Qny. CpyCpgeeCoy

Note a = max |a;|, ¢ = min(c;),r = We have:

__a

c(1=(me)=1)"
1-k 2k

| " @, + M C, Ay F o Coy Crg e Cr 1 Q| < TCpyoCay s

so that if s is the height of the rectangle containing G, then graph fi, is
S

contained in the rectangle whose height is (7 + s)c,,...Cp -

Consider now a real § < «; there exists a positive integer kg such that, for every

integer k > ky we have:

B(ix) > B, B(jx) > 6 and [(lk) > 6

where
log(cp,---Cny )

Bl) = oglm=)

Let h be a real small enough so that the integer k, defined by m=*~! < |h| < m~*%,
verifies k > ko. Then either (i), (ii) or (iii) is true:

(i) (&, t+h) C L4,

(i) (&t +h) C Ly iy U Ly i

(iii) (¢, t+h) C L;, 5, U Ty 4, INRIA
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Denote r{ =r + s;
case (i): we have :

|f(t+h) — f(t)| < riciy...cip-

case (ii): since f is continuous, we have:
I[f(t+h) — f(t)] < riciy...cip + 71164, ...Cj, -
case (iii): using again the continuity of f, we have:
|[f(t+h)— fFO)] < riciy...cip, + 110, .Cpp -
Hence, we always have:
£t +h) = F()] < 2r[R)".

This implies that f € C*~¢(t), for every € > 0.
On the other hand, consider now a real v > a. Assume w.l.o.g. that:

a = lim inf log(c;, ;)

k—+o0  log(m=F) ’

(the other cases are treated by simply changing j to ¢ or [).
Then, there exists a subsequence o (k) such that, for every k, we have:

log(le ...Cju(k) )

<.
log(m—2(*)) K

If g1, g and g5 are three non-colinear points in 7, then Sj, 0...05;_, (G) contains the
points (T, f(zn)) = Sj, ©...0 S, (@a)(n = 1,2,3). The height d,, of the triangle
with these vertices is at least dcj,...c;,,, where d is the vertical distance from g, to

[91;gs]. Thus, for every k, there exists a real h; such that |h;| < 2m=°®) and

7+ he) = T > G650
which implies that:
7+ h) = 1] > STl
This shows that f ¢ C**(t), for every € > 0, and the proof is complete.(]

Using this proposition, it is easy to deduce the spectrum («, F'(a)) of singularity of
IQR The %)%6030f is analogous to the one for multinomial measures.
n
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Corollary 3. With the same notations as above, and assuming that the proportion
¢:(t) of (i —1)’s in the base-m expansion of t exists for each i, we have :

m—1

m—1 m—1
ap(t) == ¢i(t)log, c; 5 Fla)=—)_ dilog, ¢i ; 7(q) =—log,, Y ¢
1=0 1=0 =0

(for definition of F' and T, see for instance [29].)

Remark 1. Using the relation dimp graph f = 1 — 7(1) we recover the classical
result [22] :

m—1

dimg graph f =1+ log,, Z C;
=0
It is now clear that, with this construction, we can not hope to control the local

regularity at each point, since almost all points have the same Holder exponent
(because the almost sure value of ¢;(t) w.r.t the Lebesgue measure is +) . We thus
need to use some generalization, which will be presented in the next section.

6.3. Recursive construction. We set up here another way to construct frac-
tals recursively, originally due to Anderssson [28]. We consider a collection of sets
(F*)remv- , where each F* is a non-empty finite set of contractions S¥ in K, for
i=0,...,N;—1, N, > 1 being an integer which denotes the cardinal of F*. We
denote by c¥ the contraction ratio of S¥, for i =0,... , Ny — 1, and k € IN*.

2

For n € IN*, let Iy, " be the set of sequences of length n, defined as follows:
Iy" ={o=(01,...,04) :0; €40,... ,N; =1}, i € IN*}

and:
Iy = ={0=(01,09,...) 10, €{0,... ,N; — 1}, i € IN"}
Define the operator W* : H — H by:

Ny
WHA) = | Sk(A) for Ae H
n=1

where N, is the cardinal of F},. Define the conditions:

(¢) lim sup {H c’;k} =0
k=1

n—o0 (0'1,...,Un)EII’V"I"
) J
/ : j+1 k —
(c") Jim sup > d(SiT z, x) ek ¢ =0
(01,02, JEIR = | j=p k=1

The proof of the following proposition can be found in [28]. INRIA
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Proposition 9. If the conditions (c) and (') hold, then there exists a unique com-
pact G such that :
lim Who...o W' (A) =G for every A€ H.

k—oo
We call G the attractor of the IFS (K, {F*},_ix.)-

We will use this generalized result to obtain more flexibility in the construction
of our functions.
Let F* be the set of affine transformations S¥ (0 < i < m) represented in matrix

notation by :
([t _[(1/m O t i/m
st(5) = (e ) (2)+ (%

We suppose 0 < ¢t < 1 and 1/m < c¢¥ < 1. We also assume that conditions (c) and
(c') hold to ensure that we have a unique and compact attractor. Then, if the a¥’s
and the b}’s satisfy some relations, analogous to those proposed in subsection 6.1,
one can prove, using the same techniques as in [14], that the attractor of the IFS
(K,{F*},cy) is the graph of a continuous function f. We, then, have the following
result :

Proposition 10. Let 0.7;...7... be the base-m expansion of a real t € [0;1). Then:

log(c}. ...ck log(c} ...ck
a;(t) = min | lim inf 7), lim inf M, lim inf log(cy, e, )
k—+oo  log(m=F) *k—+oo  log(m=*) " k-t log(m~F)

1k
log(ci, ...c;,

where, for any integer k, if we denote t, = m~*[mFt], the k-uples (ji,...,5%) and
(liy ..., Iy) are given by :

k
=t +m™* = ijm_”
p=1

k
ty =ty —m™* = lem_p
p=1

Proof:
The proof uses the same techniques as in proposition 8.

Although this generalization allows more flexibility in the choice of ay(t), it is still
too much constrained. Indeed, it is easy to see that if two reals differ only at finite
number of ranks in their base-m expansion, then they will have the same Holder
exponent. Hence we can not control the regularity independently at each point.

k i o< i<
E% dr?uszor,G?l)et now F* be defined as the set of affine transformations S} (0 < i <
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m* — 1), each S¥ operating only on [im~*!; (i + 1)m~**!] if { is even, and on

[(i = 1)ym ="' 4m~**1] if ¢ is odd. Every S; maps to [im~*; (i + 1)m~*]. Suppose,
also, that we want to interpolate the points (#,yi), fori =0,...,m, m > 2 and
y; € IR. Let the compact K be a rectangle containing the (z;, y;)’s and write:

#(o)=(ara ) (G) (%)

We call (K, (F*)) a generalized affine IFS. Define the following conditions, which
allow the attractor to be the graph of a continuous function f (for sake of simplicity
we will give conditions when m = 2, the general case being handled similarly): start
with the graph of any non affine continuous function ¢, and denote:

$0)=u ; ¢(1)=v.

Then choose the contractions (or more precisely the a¥ and b¥) so that they verify
the following conditions:

fori=0,1:
| -
SH(0,u) = (y) . S (1,v) = <+y)
m m

S5(0,%0) = (0,50) ;85(1/2,91) = S7(0,%0) 5 S1(1/2,31) = (1/2,11)
55(1/27 yl) = (1/27 yl) ;522(1,:’/2) = 53(1/2’?/1) ;532(171/2) = (1ay2)'
for k>2and fori=0,...,2¢8—1:

if 7 is even then:

if ¢ < 271
Sfosg ! Sf:] oS[ ](0 Yo) =S i SEQO"'OSfﬁ](O’%)
SfoSg—loSf;:0_..05[2ﬁ](1/2,y1) SH_loS[ 1] Ské]o“.oSf%](O,yg)
if i > 2k .
S °Sk 1°Sfl2 -OSE;](l/Z,yl) Sk ' S[L2]°---°5[2;](1/2,Z/1)
s OSk 105[_2] [Zk’;z](l’yQ):S’HOS[ 5] OSE%%] o...oS[Z%](l/Q,yl)

if ¢ is odd, then:
INRIA
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if i < 2k

SfoSf%—]loSE“l—_Qo“.oS[szi ](I/Q,yl)=SE“%—]105E°2;22]o...oS[Zk,;_z](l/Q,yl)

if ¢ > 281
SFoSt oS 20...08% , 1(Ly) =808 20...08 , (1,1).
[5] ~ "l [7=2] [4] ] [¢=2]
Our main result is the following:

Proposition 11. Suppose that conditions (c¢) and (c') hold. Then the attractor of
the IF'S defined above is the graph of a continuous function f such that:

f(i>=yi Vi=0,...,m
m

and
a;(t) = min(ay, ag, a3)
where
k 2 1
a+ = liminf IOg(ka*1i1+mk*2i2+...+mik,1+aﬁk"'Cmi1+i20i1)
' et log(m~F)
log(c” k—1; k—2; ; ; "'Cfnj +3j C}
Qo = 11m lnf m Jj1t+m Jot...+mip_1+ig 1 271 (7)
2 b—+ 00 log(m~—F)
k 2 1
L IOg(ka—111+mk—212+_.+mzk,1+lk"'lel‘HZc’l)
a3 = liminf : —
k—+o00 Og(m )

and where the 1,’s, j,’s and the l,’s are defined as in proposition 8.
P ]P /4

Proof
Let I,, ., be the interval of reals whose base-m expansion begins with n;...n;.
Define G* to be the set obtained after k iterations in the process of generation of
the attractor G, i.e:
GF=Wro...oWH@Q).
Then, it easy to see that:

k ok 2 1
G lI"l---"k - Smk_1n1+m’“—2n2+---+mnk_1+nk ©...0 Smn1+nz o Snl (G)

Using the same techniques as in the proof of proposition 8, the announced result
follows. O

RR n°2763
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Remark 2. Given m reals r1,... ,Tm E]# i 1[, define, for every integer k > 1 and
for every i € {0,... ,m* — 1}, the ct’s as follows :
€ = Tit1-mia]

Then, we recover the original construction constdered in proposition 8.

The following corollary allows to control the local singularity at each point, while
interpolating the points (*,y;), fori = 0,... ,m. We first need to state the following
refinement of Lemma 2:

Lemma 3. Let s € 'H. Then there exists a sequence {Rn}nZl of piecewise polyno-
mials such that:

s(t) = lim inf R,(t) Vte[0;1]

1R Nl <3l Bl <n Y1 (8)
IRl > ks

where R’n+ and R!,~ are respectively the right and the left derivative of R,,.

Proof:
Let @), be defined as in Lemma 2 and define:

Rk = maX(Qk, @)D (9)

Corollary 4. Let s(t) be a function from [0;1] to [0;1], which is the lower limit of
a sequence of continuous functions.

Then, there exists a generalized affine IFS whose attractor is the graph of a conti-
nuous function f which verifies :

a(t) = s(t)

Proof:
Because of the continuity constraints, finding the generalized affine IFS amounts to
determining the double sequence (cj); ;-
Let {R,},-, be a sequence of piecewise polynomials that verifies (8) and let M be
the set of m-adic points of [0; 1].
Consider now the sequence {r},., of functions from M to IR defined as follows.

Forte M, t= Y1 i,m™?, let:

ri(6) = i (lm™) INRIA
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k-1
ri(t) = kR (t) — (k — 1)Rye_1 (D _i,m™?) for k=2,... k
p=1

and
ri(t) = kR (t) — (k — 1)Ri_1(t) for k> k.

Now, for each k> 1and i =0,... ,mF — 1, set:

—ri(im™F) .

ct=m

Using (9), one verifies that conditions (c¢) and (c¢') are fulfilled.
Using proposition 11, we get :

k k k
3 ri(t) > ri(tF) > ri(ty)
a;(t) = min | lim inf “———— lim inf = ,liminf 2=
k—+o00 k k—+o00 k—+4o0
Since:

k k . k ~

2 ri(t;) 2 i) 2 rity)

J_T = Ry (tx); J_T = Ri(t§); J_T = Ri(t}),

as(t) = min (lim inf Ry, (), llicmjnf Ry (), llim+inf Ry (t;)) .

k—+o00
Using (8), we have:
lillll&f Ri(t) = %I_I.ll{.lof Ry (t,) = lgr_l}igof Ri(tf) = 1}iri1i£10f Ry (tr).
We end up with:
ap(t) =s(t). O

7. CONCLUDING REMARKS

7.1. Non uniqueness of f. It is easy to see that, given a set of points {(zi, yi) };—o .
where z; = i/N, and a function s € H, there is an infinite number of continuous
functions that interpolate the (z;, y;)’s and whose Holder function is s. Indeed, take
the function f constructed in section 6.3 and consider the function g, defined by:

_ f(=) + APr(z)
RR n° 2763 9:(w) = 1+
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where Pr(z) is the Legendre polynomial defined by :

N ﬁ(x_%)
PL($)=Z3/iJ;z
=0 (@ — ;)
J#i

and A is a real different from —1. Then, since P;, € C*=(IR), it is clear that a,, = s,
and of course, the function g, interpolates the (z;,y;)’s for every A € IR\ {—1}.

7.2. Size of E,. Let s € H and define:
E,={we C%([0;1]) / aw(z) = s(z) Vz € [0;1]}.
Proposition 12. E, is dense in C°([0;1]) for the uniform convergence norm || . ||oo-

Proof:
Let IP be the set of polynomials defined on [0; 1]. It is well known that IP is dense
in C°([0;1]) for the uniform convergence norm. For f € C°([0;1]), let (P,), ;v be
a sequence such that P, € IP for every n € IN and

[|Pn — flleo = 0 when n — oo.

Let now w be a function in F,, and consider the sequence (f,), - defined by:
w *
fn=P,+ — forevery ne IN*.
n

Since P, € C*([0;1]) for every n € IN, and w € E,, it is clear that f, is in E, for
every n € IN*. We have:

[l

12 = Flle 1P = Fllc + 12

w is a continuous function on a compact, and there exists a constant C' > 0 such
that ||w||. < C, hence:

|fo — flloo = 0 when n — oco. O
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7.3. More refined ways of characterizing the local regularity. The local
regularity of the graphs of the functions constructed with the three methods we
have presented above appears, in some cases, strikingly different (see section 8).
Several improvements may be proposed in order to describe these discrepancies:

e A well known method to measure more precisely the local structure would be to
use finer scales of functions, as for instance functions of the form:

1.6 1. P2 1. P
g(z) = z*(log E) (loglog ;) ... (loglog...log 5) ,

the Holder exponent at a point z, would then be a vector (a, By, Ba,--- ,Bn)-
e Another possibility is to characterize algebraic oscillations instead of taking the
absolute values, i.e consider the two limits:

& and limsup g+—(7h),

h—0

lim sup
h—0

where

9(x) = f(zo + h) = f(20), 94(z) = max(g(z),0), g-(z) = min(g(z),0).

e Finally, especially for practical purposes, the speed of convergence to the local
Holder exponent at xg is of crucial importance. For instance, it is easy to show that,
for the Schauder type function considered in section 4, if we take s(z) = x, then, for
zo > 0 and for some sequence h,, — 0, the best possible lower bound is:

|f($0 + hn) — f($0)| > Cl|hn|ro—c2|hn|

where ¢; and ¢, are constants. But for the Weierstrass like functions of section 3,
and also with s(z) = z, the best possible lower bound is:

|f(zo + ko) — fzo)| > c'hp™

where ¢’ is a constant.
When working with discrete data, this first order difference in A can make a big
difference (see figures in the next section).

8. EXAMPLES

The following figures are graphs of continuous functions with prescribed local
regularity. We have implemented the constructions described in section 4, 5, 6, and
for each case, we show an example with s(t) = ¢ and s(t) = |sin(bnt)].
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F1Gure 1. Construction using the Schauder basis with s(t) =t

FI1GURE 2.

7

T
[r—

Construction using the Schauder basis with s(t) = |sin(5nt)|

T
[ O—
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F1GURE 3. Construction using the Weierstrass type function with
s(ty=t

I I I I I I I I I
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

F1GUuRE 4. Construction using the Weierstrass type function with
s(t) = |sin(bmt)|

12 T

10 q

8 4

o
T

N
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F1GURE 5. Construction using generalized affine IFS with s(t) =t

5

FIGURE 6. Construction using generalized affine IFS with s(t) = |sin(bnt)|

5

O

4|
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Appendix

PROOF OF PROPOSITION 7

Recall that a, is the Holder function of s. We begin by proving that a;(t) > s(t).
Let t be fixed, €5 be a real such that 0 < € € 1, and h be a real such that
0 < |h| < €. Then we have:

+oo
fE+h) —ft) = > (A"”(“h) sin(A\*(t + h)) — A~H® sin()\kt))
k=1
= A+ A
where
+oc
A= 37 (ATheh) — \=R0) sin(Ar(¢ + B)),
k=1
and
+o0
A=Y A0 (sin(A*(t + h)) — sin(\*t)) .
k=1

Let us give an upper bound for |A|. We have:

+o0
|A| S Z |)\—ks(t+h) _ )\—ks(t)|

k=1

but:
ATRsltkh) _ Xk — _(Jog \) x [s(t + k) — s(t)] x (kA™F7)

where 7 € [min(s(t), s(t + h)); max(s(t), s(t + h))].
Thus:

|A| < (log \)|s(t + h) — s(t |Zk>\ kr
Let C = Y725 kA~F (0 < C' < 400 because this series converges), then, since there
exists a constant M > 0 such that:
|s(t + h) — s(t)] < M]h|*™

we have:

|A| < 01|h as(t) < cl|h|8(t);

where

RR, n°2763 & = CMlogA.
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Let us now give an upper bound for |A’|. For this purpose, we consider the integer
N such that:
)\—(N+1) < |h| < )\—N‘

We have, using the main value theorem :

|A'| < |h|X +2Y

where
N
X = Z A ~k(s(t)-1)
k=1
and
“+o00
Y = Z A—ks(t)
k=N+1
but:

1 s(t)—1
X< 1_— )\s(t)—llh|

1 (1)
Vil
Since s(t) is bounded, there exists a constant ¢, > 0 such that:
4] < ealh] .
Finally, if ¢ = ¢; + ¢2, we have:
[F(t+h) = FO] <A™

which gives:

|F(t+h) = f(1)]
A"

(v < s(t)) = }llirr(lJ = 0.

Now we will prove that a;(t) < s(t).

Let t be arealin [0; 1] and 6 a real in |0; e5[. Then, consider the integer N such that
A=+ < § < X~V and let h be a real such that A=(V+Y) < |h| < 6. We have:

X = |ft+h) = f@) =2V Oin(AY (¢ + h) —sin(A\V1))|
+oo
< B+2) AR 44

k=N

where B = Y 0=, A=+ @] sin(\¥(t 4+ h) — sin(\Ft)].

We have: "

s(t)—

B< )\—Ns(t) A

1= \GO-D" INRIA
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Since we have seen that:
|A| < Cl|h|3(t) < cl)\_Ns(t)

then:
X S A_Ns(t) (Cl + Cg) y
with
)\s(t)—l )\—s(t)
= + 2 .
L AGO-D T y-s

Provided that A is large enough, we may choose ¢; and ¢3 such that:

C3

g <— and c¢3 < —

~ 40 40
thus:
1
< —Ns(t)
X< 20/\
but:
X > ||f(t +h)— f(&)] = XV O sin(AY (¢t + b)) — sin()\Nt)||
and:

£t 4+ h) — f(£)] > XV |sin(AY (t + h)) —sin(AVt)| — X.

There exists a sequence [22] (h,), with A=V < |h,| < § < A7¥ for every n, such
that:

1
|sin(AY (¢ + k) — sin(AY)| > -~ Vn

10
1
because 3 <A AN <1 V.
We deduce:
1 1 1
_ S SN > L gst) s g 5@
which gives:
> s(t)) = limsu _ = 400.
> 5(8) = Timsup L ER) = 10)

h—0 A

Let us now check that f verifies conditions (¢;) and (¢;) of proposition 1.
Let z be areal in [0; 1] and € be a real such that 0 < € < min(ey, €;). For every § < ¢
and t € B(z, ), we have seen that:

1 2 s(1)
Ol < M IogA + 1 + T |l — ul" for every we Bi(,0),
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where :

c(t) = ik)\_'” with 7 € [min(s(t), s(u)); max(s(t), s(u))] .

k=1
This implies that :
¢(t,6) < AM + B for every t€[0;1] and 6§ <e

where :

—ka _
A—log)\kE:1k)\ and B_l_)\b—l-l_l_)\—b'

Hence:

C(z,0) < +oo Vb <e,

and the condition (¢;) holds.
Condition (cy) is easy to verify. Indeed, we have seen that there exists a real u €
B(t,8),such that:
1
t) — > —0
7 = 1)l 2 558",
hence:

1
>
c(t,6) > 50 Vo < e,

which implies that:
C(z,€) #0.

Now, since s is continuous, and conditions (¢;) and (¢;) hold, we get using proposition
1:
2 —dimy graph f = s(z) forevery z€[0;1]. O
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