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Abstract: This report deals with the interaction between instruction schedul-
ing and register allocation, in the case of straight line code and in the case of
loops. This problem is at the heart of code optimization in microprocessors with
instruction-level parallelism. Usual solutions use heuristics based on a decoupled
approach. We propose here a formulation by linear integer programming, that
allows dependence, resource and register constraints to be integrated in the same
framework . By varying the parameters, all kinds of optimization problems can
be solved exactly (maximization of the throughput, minimization of the number
of registers). We report on examples of computation timings that turn out to be
prohibitive in some specific cases, but tractable on average.
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Parallélisation de boucles optimale sous
contraintes de registres

Résumé : Ce rapport traite de l'interaction entre l'ordonnancement des ins-
tructions et l'allocation de registres, dans le cas de code en ligne et dans le cas
de boucle. Ce probleme est au coeur de l'optimisation de code pour les micro-
processeurs a parallélisme entre instructions. Les solutions habituellement pro-
posées sont des heuristiques qui se basent sur une approche découplée. Nous
présentons une formulation de ce probleme par programme linéaire en nombres
entiers, ce qui nous permet d’intégrer dans un méme cadre a la fois les contraintes
de dépendances, de ressources, et de registres. En jouant avec les parametres, on
peut alors résoudre exactement toutes sortes de problemes d’optimisation (dé-
bit maximum, nombre de registres minimum). Nous donnons des exemples de
temps de résolution, prohibitifs dans quelques cas critiques, mais raisonnables en
moyenne.

Mots-clé : ordonnancement de boucles, allocation de registres, programmation
linéaire en nombres entiers
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1 Introduction

The problem of how to orchestrate register allocation [1] and instruction schedu-
ling is one of most important challenges in optimizing compilers for today’s high
performance supercalar microprocessors. First performing instruction scheduling
may increase register pressure unacceptably. Conversely, beginning by register al-
location may introduce artificial data dependencies that limit parallelism. Many
authors have tackled this difficult problem, either by systematic experiments [2, 3]
or by more theoretical considerations on respective influence of scheduling and
register allocation on each other [4, 5], or by heuristics [6, T].

In a previous paper, Eisenbeis et al. have suggested an exact Integer Linear
Programming (ILP) formulation for managing register allocation and instruction
scheduling in a common framework. Their work applies only to basic blocks com-
posed of forests of unary/binary trees, where one variable is allowed to serve as
operand of a next operation only once. In this report, we improve their results
in two directions. First, we show how to cope with more than one variable reuse,
hence extending the formulation to general Directed Acyclic Graphs (DAGs). Se-
cond, we explain how looping can be handled in that framework, hence extending
the formulation to general loops without branches. By applying any off-the-shelf
ILP solver, we are able to exactly solve instructions scheduling and register al-
loction simultaneously . It should be noted that another slightly different, but
similar approach has been taken independently to our work by Fichenberger et
al. [8]. How both approaches differ is beyond the scope of this paper.

Our results are more precise than related works on register allocation such
in [9], where buffer size minimization is considered, instead of the actual number
of variables simultaneously alive.

We first recall basic definitions in Linear Programming, then introduce our
different formulations for respectively forests, DAGs and loops. Considerations
about complexity and how to reduce it are given in section 4. Experimental
results are given in section 5.

2 Problem formulation and definitions

In this section, we give the general formulation of our scheduling problem. No
attempt is made to minimize the number of equations or variables. The purpose
is just to give an idea of how it works.

2.1 Basic definitions and notations

Linear Programming (LP): A linear programming problem can be formu-
lated as: find a vector z with non-negative subscripts, such that Az v« b, with cx
is minimal. A is a matrix, b a vector called the right hand side, and ¢ a vector
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4 Christine Eisenbeis , Antoine Sawaya

specifying the objective function. The sign > means that every row of A (speci-
fying one constraint) can have its own (in)equality <, > or =. Some number of
the subscripts of * may be required to be of type integer in the declaration part
of the program. General LP solvers use the simplex algorithm and sparse matrix

methods [10].

Dependency graph: A simpleloop B ={doi=1,k op; ... opn enddo} is represented
by its dependency graph G = (O, E, 6, A). O is the set of the vertices which are
the statements of the loop body. |O| = n, the number of operations in the loop
body. E is the set of dependency edges; |E| = m. An edge is drawn between two
statements if these are related by a flow, anti or output dependency. Data de-
pendencies represent a set of constraints between statement execution. Satisfying
data dependencies is sufficient to preserve the semantics of the original sequential
loop after any transformation. To each edge e = (op, 0p’) of the graph are asso-
ciated two non-negative integers the latency 6(e) and the dependency distance
A(e). They mean that op’ can be issued only 6(e) cycles after the operation op of
the A(e)™ previous iteration.

Loop schedule: Loop scheduling is performed by software pipelining [11]. A
loop schedule is a mapping function from O x IN to IN (non-negative integer
set). o(op,1) denotes the execution cycle where the instance of operation op of
the ith iteration is issued. A periodic loop schedule is a schedule of the form
o(op,t) = 04y + hi. In this report, the initiation interval h is considered to be a
non-negative integer as well as o,, which is a mapping from O to IN. o, can be
viewed as the schedule of the 0—th iteration. In the general case, when considering
unrolling, we can look for rational numbers ~ and o,,. and the loop scheduling
function will be defined by o(op,i) = |hi + 04p] [12]. The minimum initiation
interval hg is the least h satistying dependency constraints. In graph theory, hg is
known as the value of the critical cycles of the graph and is computed as follows :

b = max [8(C)/A(C) (1)
6(C) = V2:0(5(6) and \(C) = VEC)\(G)

There exist algorithms that compute that quantity in time O(nmlogn) [13].

Dependency constraints: Dependency constraints follow directly from the
dependency graph. The following equations express linearly dependency constraints
for a schedule o:

‘v’(op7 Op’) el o,+06< o0, + AR (2)
There are O(m) different equations of this type.

INRIA



Optimal loop parallelization under register constraints 5

Binary variables: We consider a margin of L time units in which all the
operations of a same iteration must be issued. A variable z,,: € {0,1} will be
associated with each operation op € O and time unit ¢ € [1, L]. The value of z,,,
is set to 1 if and only if operation op of the first iteration is scheduled at time ¢
(i.e. o, = t). Note that for every operation op € O, only one element x,,; must
be set to one, all the others to zero, so that the constraints can be formulated by
the two following inequalities :

Vte[l,L],Yope O, x>0 (3)

These constraints are implicit in the linear programming problem.

L
Yop € O,Z Top =1 (4)

t=1

There are n different equations of this type and O(n.L) variables x,,; .
It is easy to pass from binary variables z,,; to schedule times o,, by the
following equations:

L
\V/Op E O, O-op - Zt * :Eop,t (5)
t=1

There are n such equations.

Earliest and latest schedule: Given the dependency graph of a basic block
(acyclic graph) and a margin of L units time, we may want to schedule the opera-
tions as soon as possible, while satisfying the dependency constraints. L cariy(op)
denotes the earliest possible time at which we can schedule op without trans-
gressing any data dependency constraint. Ly cqriy(op) can be computed as being
the length of the longest chain from an artificial source to op in the acyclic graph
valuated with 6 (i.e, the dependency graph corresponding to one iteration) . Simi-
larly, L 1ate(op) denotes the latest time at which op can be executed in a schedule
with a margin L. Note that L, jasc(op) depends on L while L, cqriy(op) does not.
In the scope of L, each operation op can be scheduled between L cqriy(op) and
Lo tate(op) (figure 1).

Lo cariyiop) < Top < L tate(op) (6)

Hence, we can reduce the bounds of the sum in (equation 5).
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6 Christine Eisenbeis , Antoine Sawaya

op12  oplo opl3

Earliest scheduling Latest scheduling

opl € {1,2 3,4}

op3 € (2 3 4,5)
op8 € {3,4,5
opl4 € {4,5, 6,7}
opl6 € (1,2, 3, 4,5}

Figure 1: Farliest and latest schedule

2.2 Problem to be solved

Depending on the application, we may want to solve different kinds of problems.
In this paper, we are interested in the two following ones:

e P: Given a dependency graph G, an initiation interval A and a margin L,
find a schedule ¢ that minimizes the number of registers R necessary to
execute the source code.

e (): Given a dependency graph G and the three parameters L, R and h,
answer the question whether there exists a schedule ¢ with an initiation
interval h, satisfying dependencies of GG, of length lower than L and using
no more than R registers.

In the next section, we will try to solve the problem (P) and answer the ques-
tion (@). In fact, solving (@) is the central problem. Any optimization problem
related to the three parameters R, L and h can be solved by a dichotomic search
on these parameters. Particularly, (P) can be solved by a dichotomic search on
R. The reason why we have distinguished (P) is because R can be expressed as
a linear objective function(see section 3).

INRIA



Optimal loop parallelization under register constraints 7

A strategy for minimizing the number of registers may be, for instance, as
follows. We first solve (P) with h = hg. This gives a minimal number of registers
R,in. If the actual number of registers Ry, is less than R,,;,, then we try this
Ravai in the (Q) formulation by suggesting a new value of h greater than hg.
Note that if L is large enough (See §4), (P) has always a solution. On the other
hand, if we fix the value of R, the answer to the question (@)) may be negative,
whatever h and L are. That means that there is no schedule using more than R
registers. In that case, no solution exists.

Resource constraints are not handled in this report, but may be integrated in
our framework [14, 15]. Informally speaking, resource constraints can be expres-
sed as a set of equations simulating the fact that the number of operations of a
given class issued at a time step ¢t must be less than the number of functional
units supporting this class.

3 Register allocation

In this section we express the register constraints as linear equations, in order to
be integrated in the whole linear programming model. A register edge corresponds
to a data flow dependence carried in a register. The register edges are a subset of
E, the data dependence edges. In fact, some dependence edges may not have any
corresponding register edge. This would be the case for a dependence between a
store and a load to an ambigous or the same memory location. For simplification,
in this report, dependence and register edges are assimilated. Consider the register
edge (op,op’). The result of op is written in a variable v that will be used later by
the operation op’. When there is no confusion, we identify v to the operation op
defining it. v must stay alive between the scheduling date of operation op and the
scheduling date of the last operation op’ using it. In addition, at any time step ¢,
we have to ensure that the number of variables v defined by edges (op, op") does
not exceed the number of physical registers of the machine. Hence, the register
constraint is:

YVt >0 Card{op | F(op,op’) € V.3, oo+ hi <t <o,y+(A+i)h} <R (7)

This equation describes the fact that no more than R variables are alive at any
time. The reason why it is equivalent to the fact than no more than R registers are
required in the register allocation phase relies on properties of interval graphs.
In the case of straight line code (basic block), the resulting interference graph
is an interval graph that can be colored with a number of colors equal to the
maximum number of overlapping intervals at each time. In the case of loop code,
it has been proved that a register allocation can be performed with a number of
registers equal to the maximum number of overlapping intervals at each time, at
the cost however of a possible unrolling of the loop [16, 17].
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8 Christine Eisenbeis , Antoine Sawaya

Unfortunately, this equation is not linear because of the function Card. We
will show how to linearize this constraint, by considering three different cases of
graphs.

3.1 Binary tree

This case has been studied in [18]. It concerns a data dependence graph where
each variable is used by at most one operation. We note out(op) the number
of outgoing edges of node op. out(op) € {0,1}. Classically, basic blocks contain
unary/binary operations, thus in(op) € {0,1,2} where in(op) is the number of
incoming edges of node op. For ¢t € [1,L] let R; be the number of registers
required by the schedule Lg jqte(op). By is the number of registers required by the
schedule where every operation is completed as late as possible, but no operation
is completed later than time L. Then, by considering the effects of shifting an
operation upward, [18] proves that the constraint on the number of registers can
be formally written as:

-1
vte[l, L] R+ Z (out(op)—in(op))-xope < R

op €0 t'=L

t< I o,early(op)

o,late(op)
(8)
The key point in this formula is that any variable is used only once. Therefore,
it is dead as soon as the operation using it is issued.
There are L such equations.

3.2 Acyclic graph

In the case of a directed acyclic graph (DAG), the previous formulation is not
valid. In fact, the upward shifting of an operation using a variable v may not
necessary imply that v is not alive anymore. A variable dies only when all ope-
rations using it have been shifted upward . To model that, we introduce a new
variable ¢, ; which counts the number of operations using v and not yet issued at
time step ¢. How are we going to compute the value of ¢, ? Clearly, ¢,; may be
different from zero if the operation op defining v is scheduled at time step ¢’ < ¢,
otherwise ¢,; = 0 as the operation defining v is not yet issued. Its value can be
set to the number of outgoing edges from operation op, decreased by the number
of operations op’ using v and issued at a time step t' <= t. This is expressed in
the next linear equation in which v is identified to op.

t'<t t'<t
Yo e OVt e[, L] ¢y =out(op)- > Topy — > S wopv (9)
1<¢/ op’,(op,op’)EE 1</

There are O(nl) equations of this type. We cannot use this counter directly to
compute the total number of variables alive at time step ¢, because each variable
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Optimal loop parallelization under register constraints 9

should be counted only once, also when there is more that one sample of that
variable alive. That’s why we introduce another variable e,; € {0,1} which ex-
presses whether the variable v is alive at time ¢ (e,; = 1) or not (e,; = 0). The
value of e,; is computed from ¢,;: e, = 0 if and only if ¢,; = 0, otherwise
€yt = 1.

Evt=0 Iff Cvt=0

Evit=1 Otherwise

Figure 2: ¢, + and e, variables

This can be expressed by the following linear equation :
Yoe OVt €1, L], e < e <out(op)- e, (10)

The number of equations of this type is in O(2nL). Finally, the register constraint
that the number of alive variables must not exceed the number of physical regis-
ters of the machine can be easily written as:

vt e [l, L] Y e:<R (11)

veQ

There are L such inequalities.

Theorem 1

In the case of a DAG (h =0), for a fixzed margin L, the problem (P) is equivalent
to the linear program composed of the equations (3), (2), (4), (5), (9), (10) and

(11), the objective function being “minimize R”

Proof

Variables z,,+ have been defined so that we can write linear register constraints.
Equations (3), (4) and (5) express the coherence of this definition as well as the
schedule 0,, in terms of these new variables. It is clear that equation (2) is a
linear definition of dependence constraints while equations (9), (10) and (11) are
the linear expression of a DAG register constraints. In conclusion, a solution o
verifying all these equations and minimizing the physical number of registers R

RR n"2781



10 Christine Eisenbeis , Antoine Sawaya

is nothing else than the solution to the problem (P).

Theorem 2
In the case of a DAG, for fizred L and R, the question (Q)) is equivalent to the

existence of a solution of the linear program composed of the equations (3), (2),

(4), (5),(9), (10) and (11), for a fized R.

Proof

The equations are the same as for theorem 1 except that the value of R is fixed
in equation (11); it is a datum of the problem. In this case, our goal is to find a
solution, if one exists, for the given L, h and R.

3.3 General case

The general case corresponds to loops ; the Loop Dependence Graph (LDG) may
be cyclic, due to data dependence between distinct iterations. In order to compute
register requirements in this case, we have to handle two facts. On the one hand,
some variables may stay alive during different iterations (A > 0). On the other
hand, since iterations may overlap, we must cumulate for a given time step all
the variables alive defined in the different iterations. Since each iteration has the
same schedule, we consider here only the schedule of the first iteration and the
lifetime of variables of the first iteration. We keep in mind that each variable
gives rise to corresponding variables in the successive iterations.

The first problem can be solved by controling the variables defined by the first
iteration along a time interval greater than L. Let A, = Maz{)\}. At most, a
variable can only be alive before time L 4 A4k (figure 1). Hence, we adapt the
formula (9) for computing the new ¢, :

Yo € 0,V € [1, L + Aach]

1<t t'<Min(t—Ah,L)
¢y, = out(op) - Z Top,t' — Z Z Top!,t! (12)
1< op’,(op,op’')EV 1<¢!

There are O(n(L + Apnazh)) such equations.

INRIA



Optimal loop parallelization under register constraints 11

A maXitérations

N~ | op’

op’

Figure 3: Variables lifetime in overlapped iterations

Similarly, the inequalities (10) must be extended to the interval [1, L+ A02h]

Yo e OVt € [1, L+ Apazh] vt < €y < out(op) - €, (13)

There are O(2n(L + Anazh)) such inequalities.

To take into account the overlapping of many iterations, note that the jux-
taposition of different iterations on a time interval h is equivalent to the decom-
position of one iteration into slots of length A and putting them side by side.
(figure 4). Hence, in the steady state, the number of variables alive at time step
t (t €[1,h]) is the sum of variables e, 415y for 1 <t +kh < L 4 Apoch
=0<k <[5t + Moz :

%‘kaaaﬁj

Yt € [1, h] E Z Co,(trkh) S R (14)
k=0

veQ

RR n"2781



12 Christine Eisenbeis , Antoine Sawaya

k+1
=] k+2

- k+3

k+L/h+\
max

Figure 4: Steady state and decomposition into slots of length h

Theorem 1’

In the case of an LDG, for a fized Initiation Interval h and a fired margin L, the
problem (P) is equivalent to the linear program composed of the equations (3),
(2), (4), (5), (12), (13) and (14), the objective being “minimize R”

Theorem 2’
In the case of an LDG, for fired h, L, R, the question (Q)) is equivalent to the

existence of a solution for the linear program composed of the equations (3), (2),

(4), (5), (12), (13) and (14), for a fized R.

These two theorems are the generalization of Theorem 1 and Theorem 2 in
the case of an LDG. The difference is that equations (9), (10) and (11) have been
substituted by equations (12), (13) and (14) adapted to the loop case. The proofs
are similar.

4 Optimizations

4.1 Complexity

Let us compute the number of variables and equations of our linear program. First
of all, we have O(nL) ,,: and O(n) o,, variables. In addition, in the DAG case we
have O(nlL) ¢, and O(nL) e, variables when this number is in O(n(L+ A.zh))
for an LDG. Hence, the total number of variables is O(n + 3nL) for an DAG and
O(n 4+ nL 4 2n(L + Apazh)) in the case of a LDG. In terms of constraints, we

INRIA



Optimal loop parallelization under register constraints 13

have n + m +n + nl + 2nL + L = 3nlL 4 2n 4+ m + L equations according to
(2), (4), (5), (9), (10) and (11) respectively in the DAG case, while this number
isn+m+n+n(L+Aazh)+2n(L 4+ Apazh)+h =3nL(L+ Apazh) +2n+m+h

for an LDG. This is summarized in the following table.

‘ DAG LDG
Variables Equations Variables Equations

Topt nlL (1) n Topt nlL (1) n

Oop n (2) m Oop n (2) m

Cot nlL (3) n Cot n.(L+ Apazh) (3) n

€yt nlL (6) nlL €yt n.(L+ Apazh) (9) n.(L + Anazh)
(7) 2n L (10) 2n.(L + Apazh)
(8) L (11) h

Sum (n + 3nL) > 3nL+2n+m+ L > n+nL+ 2n.(L + Amazh) b 3nL.(L 4 Amazh)+2n+ m+ h

Table 1: Complexity

4.2 Reducing the number of variables and equations

The complexity computed in the table above corresponds to the worst case. In
general, variables lifetime is far less than the whole margin L+ A, h. As we have
already seen, each operation op is imprisoned in [Lg cariy(op), Lo,late(op)] (€quation
6). This significantly decreases the number of variables in our linear program.
Hence, we can reduce the range of the sums in many of our equations. Besides
we can reduce the number of equations generated by applying some general tech-
niques such as the elimination of transitive edges in the dependance graph. In
fact, edges that can be deduced by transitive closure are redundant, so they do
not imply any additional dependencies or register constraints.

For variables, o0,, and ¢,; can be eliminated by using the equations (5) and
(12) (equation(9) in the DAG case). We are left with nL + n.(L + A,q:h) binary
variables instead of n 4+ nL + 2n.(L + A\pnq-h) integer variables.

4.3 Bounds for the margin L

Oop € [Locarty(op)s Lolate(op)] and the latest schedule of an operation op, Lo iate(op)
depends on the margin L. In some way L represents the degree of freedom given
to operate software pipelining. The larger L is, the more operations have opportu-
nities to be scheduled with minimizing register utilization R. As L is a parameter
in our problem, it is important to determine a lower and an upper bound of this
schedule margin L, beyond which no better solution can be found.

RR n"2781




14 Christine Eisenbeis , Antoine Sawaya

4.3.1 Lower bound

It is simple to see that the lower bound of L, L,,;, corresponds to the longest
chain in the dependency graph in terms of § valuations. Otherwise, we violate
dependency constraints. So in order to verify dependency constraints, a schedule
o must be computed within the scope of a margin L > L,,;,. In practice, in order
to define L,,;,, we apply the following algorithm :

1. Remove from the LDG all edges that have A # 0.

2. Add a source node S and connect a new edge with weight 0 from S to all
other vertices of the LDG.

3. Add a target node T' and connect a new edge with weight 0 from each ope-
ration of the LDG to T'.

4. Compute the longest path based on 6 valuations between S and T.

4.3.2 Upper bound

The determination of an upper bound of L is a little bit more complicated. It is
clear that all possible schedules in the scope of L are also possible in the scope
of L + 1. Besides, in the additional schedules of the set L. + 1, we may offer a
lower register requirement, i.e. R[L + 1] < R[L], where R[L] denotes the mini-
mal number of registers required for scheduling the DAG in the scope of L. See
figure 5. At this step, the question to answer can be formulated as follows: “ Is
there a value of L, L., beyond which, we are sure that any schedule will not
eventually decrease register requirements ?7” The answer is Yes and it corresponds
to Lyaz = (0 — 1)(6maz + h — 1) + 1 where n is the number of operations in the
loop body and 6,4, the maximum dependency distance among pairs of adjacent
operations in the dependency graph; 6, = Max{é}. In fact, we will prove the
following result : Proposition

Any schedule of length L > (n — 1)(6maz + h — 1) + n + 1 can be transformed
to a shorter schedule of length L — h that still fulfills dependency and resource
constraints (if they are taken into account) and results in lower register require-
ments.

Proof

In the scope of a schedule of length L. let us call free interval, a time interval
in which no operation is scheduled, i.e. the time interval between two successive
operations. In any schedule, there are at most n — 1 free intervals because there
are n vertices in the dependency graph; this number may be below n — 1 as
several operations (of the same iteration) may be scheduled at a same time step.
Consider now a schedule o,,, of length L > (n — 1)(6yaz + b — 1) + n. As there
are at most n — 1 free intervals, this means that oy,,, includes at least one free

INRIA



Optimal loop parallelization under register constraints 15

interval Tiong, = [Copis Oopj] = (Omaz + b — 1). If we reschedule all operations issued
strictly after opr h cycles earlier, we reduce 7y,,, by h time units. o being the new
schedule, all dependency constraints are preserved in o as the only free interval
modified 7.y, is still larger than 6,,,,. Neither are resource constraints violated
as this transformation does not affect the number or the type of operations issued
simultaneously in the permanent state. i.e. the compact reservation table of the
new loop body is unchanged. Furthermore, reducing 7;,,, by h means reducing all
variable lifetimes spanning the interval [0,,;, 0,p;]. Hence, after such a transfor-
mation, the total number of variables alive at any time step ¢ is not increased. On
the contrary, it results in lower register requirements. In conclusion, by applying
this transformation recurrently to all free intervals larger than (6,0, +h — 1), we
may state the upper bound of L to be Lz = (n — 1)(6maz + b — 1) + n.

R
Linfinity 0 L L L
M No correct schedules | L e X0
RE > RO ) RO R ‘/‘ . _
R: Register Requirements

Figure 5: Subset of schedules and the minimum register utilization R in the scope
of several marges L

5 Practical results

In order to validate our approach, we have implemented the theory by generating
automatically register and dependence constraints expressed by linear equations.
The aim of these experiments is to test the feasability of this approach by measu-
ring the time spent before a solution is given, as well as the practical influence of
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16 Christine Eisenbeis , Antoine Sawaya

the margin L and the initiation interval 2 on the minimum register requirement
R.

We applied our system to 12 benchmark loops corresponding to various scien-
tific programs. The latencies for the various instructions are shown in table (2)
and are integrated in the L DG representation of the loop. All these examples
as well as the latencies of corresponding operations are taken from [19]. Graphi-
cally, for a given edge, the dependence distance is equal to 1 if the corresponding
latency is encircled, otherwise it is equal to 0.

Instructions | Add | Substract | Negate | Multiply | Divide | Load | Store | Copy
Types 0 1 2 3 4 5 6 7

Clock cycle(s) | 1 1 1 2 17 2-13 1 1

Table 2: Latencies of instructions

The machine model is supposed to have enough functional units so that no
resource constraints need be generated. Of course, it is an idealistic hypothesis,
but we stress that our aim in these experiments is to validate our approach and
not to have a realistic schedule .

Using the LDG, our program generates the ILP formulation which is solved
using the Mixed Integer Program solver Ip — solve. To start up our experiements,
let us treat the following livermore fortran loop (kernel9):

for i=1 to n do

s =5 + ali]

ali]l = s * s * a[i]
enddo

The assembly code of the above loop body can be written as:

1- t0 = t0 + 1
2- t1 = a[t0]
3- s =38 + t1

4- t2 = s * g
b- t3 = t1 *x t2
6- al[t0] = t3

The corresponding dependence graph is shown in figure (6) By applying our
system for a margin L = 20 we generated 180 variables and 200 linear equations.
For an initiation interval A = 2, a solution is given for a minimum register re-
quirement R = 21. By increasing h to 6, a solution was possible for R = 8. See
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figure (7). For the latter case, register lifetimes are shown in figure (8). Our tests
enable us to plot the curve of the minimum register requirement R in terms of
the initiation interval h , see figure (9).

Figure 6: Dependence graph of the livermore loop kernel9
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N
o
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Time

Initiation Interval 2 6
Minimum register requirement 21 8

Figure 7: Schedule and interaction between h and R
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Figure 8: Register lifetimes for the case h =6 , R = 8
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Figure 9: variation of the minimum register requirement R in terms of h for the
livermore loop kernel9
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A subset of our tests on the remaining 12 examples represented by their LDG
(presented on the following pages) is recapitulated in table (3) and figure (10).

Table (3) reports the parameters L, h and R used in our experiments, the
answer to the existence of a solution, as well as the computing time required to
obtain the answer. When nothing is indicated, this means that the computing
time was too short to be measured. In the other cases, time is given in hh:mm:ss,
where hh stands for hours, mm for minutes and ss for seconds. Although the size of
automatically generated programs may be very large, the computing complexity
remains acceptable in many cases. Only for three tests, did the solver collapse or
was interrupted after a long time.

Clearly our solver could not be incorporated directly in a compiler, due to the
uncertainty on termination. There are however different ways it can be used. We
can for instance set an upper bound of computing time, stop the computation at
that time and keep the solution obtained so far by the solver itself or by a heuristic
method. Our solver can also be used for optimizing library code, compiled once
for all. It should be noted that the solver Ip,... we use is not at all specifically
targeted to our problem. By adapting the underlying algorithm to the specificities
of our problem, computing time may be shortened. Giving a solution as a starting
point to the LP solver would also probably improve the performance.

Further experiments still need to be done to identify the critical parameters
of the solver and their influence on the computing time. Also a driver that or-
chestrates the search of adequate h, R, and L, still needs to be analysed and
designed.

Another example application of our solver is the analysis of architectural
parameters. For instance, we have computed the minimal register requirements
of some test loops, as a function of Initiation Interval & (figure (10)). From these
results, we can deduce that 16 registers are enough to execute our test loops at
the optimal execution rate (minimal h). If only 8 registers are available in the
machine, then one loop (spec — spice — loop2) can execute at best at the rate of
3 clocks cycles per iteration, instead of 1 clock cycle in the optimal case. With 8
registers, no schedule was found for the loop livloop23, so that variables spilling
should be considered.
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Loop bPoin | Lmin | Lmaz | L h R | Solution | Time
liv-kernel9 1 20 72 20 1 40 Yes -
20 1 139 No -
76 20 2 |21 Yes -
251 2 |20 No -
84 20 3 20 Yes -
20 3 15 Yes -
30| 3 | 14 No 08:06
87 20 | 4 11 Yes -
20 | 4 | 10 No -
20 5 10 Yes -
25 5 9 No 01:12
25 | 17 | 4 No 00:51 -
25 | 18 4 Yes -
25 | 18 3 No 00:11 -
25 120 | 3 No 00:15 -
linddot 1 5 11 5 1 7 Yes -
5 1 6 No -
6 1 6 No -
14 5 2 4 Yes -
5 2 3 No -
9 2 3 No -
17 5 3 4 Yes -
12 | 3 3 No -
20 5 4 2 No -
15 | 4 2 No -
liv-loop1 4 9 50 9 4 5 Yes -
9 4 4 No -
25 | 4 4 No 14 :56
58 9 ) 5 Yes -
9 5 4 No -
48 | 5 4 Pb
66 9 6 4 Yes -
9 6 3 No -
5 | 6 3 No 00:36
74 9 7 4 Yes -
9 7 3 No -
82 9 8 4 Yes -
20 | 8 3 No -
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Loop Poin | Lonin | Lmaz | L h R | Solution | Time
liv-looph 3 6 22 6 3 3 Yes -
16 | 3 2 No -
26 6 4 2 No -
7 4 2 Yes -
15| 4 1 no -
liv-loop23 8 13 192 | 13| 8 | 11 No -
15| 8 | 11 Yes 05:23
16 | 8 | 10 Yes 25:48
16 | 8 9 No 01:52
151 9 | 10 Yes 09 ;46
151 9 9 No 32:32
30 | 9 9 Pb
15110 | 9 Yes 53:07
16 | 10 | 8 No 2:06:45
16 | 11 | 8 00
spec-dod-loopl 22 23 482 | 25 | 22 | 10 Yes 00:49
25 122 5 Yes 13:44
25 | 22 | 4 No 08:52
25 | 23 | 4 No 22:08
26 | 24 | 4 Pb
spec-dod-loop2 21 24 344 | 24 | 21 | 3 Yes -
30 | 21 | 2 No 00:17
30 | 22 | 2 No 00:23
30 | 24 | 2 No 00:35
spec-dod-loop3 20 25 211 | 25 | 20 | 4 Yes -
25 120 | 3 No -
2010 | 28 | 20 | 3 Yes 00:16
35 | 20 | 2 No 05:34
25 | 21 | 3 Yes -
35 | 21 | 2 No 05:35
35 | 24 | 2 No 16 :54
spec-fp-loop1 20 21 150 | 21 | 20 | 2 Yes -
50 | 22 | 1 No 00:09
spec-spice-loopl 1 2 ) 3 1 3 Yes -
3 1 2 No -
3 2 2 Yes -
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Table 3: Tests

Min Register Requirement: R
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16 ,
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initiation Interval: h
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9 spec-dod-loop3 8 spec-dod-loop2
3
2
2 spec-fp-loopl
1 initiation Interval: h

18 19 20 21 22 23 24 25 26 27 28 29 30

Figure 10: variation of the minimum register requirement R in terms of h
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6 Conclusion and future work

In this paper, we have proposed a linear integer programming formulation to solve
exactly the problem of scheduling and register allocation together in the same
framework. This exact formulation can serve for many applications in compilers
as well as in architecture design. To our knowledge, this is the first exact linear
programming formulation of loop scheduling with register constraints. Another
approach has been simultaneously proposed in [8]. On the one hand, we can
construct the software pipelined schedule that requires the minimum number of
registers for a given initiation rate, at least in theory. On the other hand, we can
generate the optimal schedule and the minimum initiation interval corresponding
to a given number of physical registers.

Our preliminary experiments show that our approach is tractable in com-
plexity in general, although the size of generated linear programs may be very
large. We are going to pursue systematic experiments for relating more precisely
the complexity of the generated linear program to the input parameters.
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