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Un résultat d’impossibilité relatif au probleme
d’Appartenance a un Groupe

Résumé : Nous prouvons que le probléeme de ’appartenance a un groupe avec partition
unique ne peut étre résolu dans un systéme asynchrone ou certains processus peuvent tomber
en panne, et ceci méme si I’on autorise I’exclusion du groupe ou la “mise a mort” de processus
corrects qui sont suspectés, a tort, d’étre tombés en panne.

Mots-clé : appartenance a un groupe, systémes asynchrones, défaillance par arrét, partition
primaire, exclusion d’un processus correct.
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1 Introduction

The problem of group membership has been the focus of much theoretical and experimen-
tal work on fault-tolerant distributed systems. A group membership protocol manages the
formation and maintenance of a set of processes called a group. For example, a group may
be a set of processes that are cooperating towards a common task (e.g., the primary and
backup servers of a database), a set of processes that share a common interest (e.g., clients
that subscribe to a particular newsgroup), or the set of all processes in the system that
are currently deemed to be operational. In general, a process may leave a group because it
failed, it voluntarily requested to leave, or it is forcibly expelled by other members of the
group. Similarly, a process may join a group; for example, it may have been selected to re-
place a process that has recently left the group. A group membership protocol must manage
such dynamic changes in some coherent way. In this paper we consider group membership
protocols that ensure processes agree on the current membership of the group.

The group membership problem was first defined for synchronous systems by [Cri91].
Since then, the group membership problem for asynchronous systems has also been the
subject of intense investigation (e.g., [KT91, MPS91, RB91, VVR92, JFR93, vRBC*93,
BDGBY94, BS94, DMS94, EMS95, MSMA94]). Yet, despite the wide interest that it has at-
tracted and the numerous publications on this subject, the group membership problem for
asynchronous systems is far from being understood: In particular, there is no agreed defini-
tion for this problem, and some of the most referenced formal definitions are unsatisfactory
[ACBMT95].

Despite their differences, all versions of the group membership problem require some
form of process agreement in systems with failures. Another well-known problem requiring
agreement in spite of failures is Consensus. This problem, however, cannot be solved in
asynchronous systems even if communication is reliable, only one process may fail, and it
can do so only by crashing, i.e., if it stops executing steps [FLP85]. Since the purpose of group
membership is to ensure some kind of agreement among processes (on the membership of
a dynamically changing set), the potential for running into a similar impossibility result is
obvious. On the other hand, group membership is different from Consensus in at least two
ways:

e In group membership, a process that is suspected to have crashed can be removed from
the group, or even killed, even if this suspicion is actually incorrect (e.g., the suspected
process was only very slow). The [FLP85] model does not speak about process removals,
and it does not directly model process killing (i.e., program-controlled crashes).

e Consensus requires progress in all runs, while group membership allows runs that “do
nothing” (for instance, “doing nothing” is desirable when no process wishes to join or
leave the group, and no process crashes).

These differences appear to make group membership weaker than Consensus, and in fact the
first one has been widely cited as a reason why group membership is solvable in asynchronous
systems while Consensus is not [RB91, ADKM92, DKM93, DMS94, EMS95]. In this paper
we prove that this is not so: We define a problem called WGM (for Weak Group Membership)
that allows the removal of erroneously suspected processes from the group, and is subsumed
by any reasonable definition of group membership, and show that WGM cannot be solved in
asynchronous systems with failures. We first show the impossibility of WGM in systems where
communication is reliable and where at most one process may crash, exactly as in [FLP85].
We then extend this negative result to systems that allow program-controlled process crashes.
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One of the reasons why WGM is weak is that it makes no attempt to “track” failures: In
contrast to most existing group membership services whose goal is to maintain a set of pro-
cesses that are deemed to be operational (e.g., [RB91, JFR93, BDGB94, DMS94, MSMA94]),
WGM does not link the membership of the group with actual or suspected crashes. Indeed,
the only WGM requirement that ties the membership of the group to “reality” is a very weak
and natural one: If a single process p requests to leave the group, a WGM protocol should
not preclude the possibility that p is indeed the only process removed from the group.

It is important to note that our result applies only to group membership services that
attempt to maintain a single agreed view of the current membership of a group (e.g., [RB91,
KT91, MPS91, MSMA94, HS95]). These are known as primary-partition group membership
services and are intended for systems with no network partitions, or for systems that allow
the group membership to change in at most one network partition, the “primary partition”.
So-called partitionable group membership services, which allow multiple views of the group
to co-exist, have also been proposed [JFR93, vRBC193, BDGB94, DMS94, DMS95, EMS95].
Some remarks about such services are given at the end of this paper.

The rest of this paper is organized as follows. In Section 2, we define WGM and explain
why it is weak. In Section 3, we show the impossibility of WGM in the [FLP85] model of
asynchronous systems. The proof is patterned after the one given in [FLP85] with the ex-
ception of the starting lemma. In Section 4 we strengthen this impossibility result in various
ways, and in Section 5 we extend it to systems that allow program-controlled crashes. Sec-
tion 6 concludes the paper with some observations on the specification of group membership
services.

2 The WGM Problem

We now describe WGM, a problem that captures a small fragment of what a realistic
(primary-partition) group membership service should be able to provide. The impossibility of
solving WGM in asynchronous systems with failures implies the impossibility of implemen-
ting more realistic group membership services in such systems. The informal specification of
WGM given here is sufficient to understand the scope and meaning of our result; a formal
specification in terms of the model of [FLP85] is given in the next section.

Consider a system with n > 4 processes pi1,ps,...,Pn, that can fail only by crashing,
i.e., by stopping to execute steps. If a process never crashes, we say it is correct, otherwise
it is faulty. We assume that initially all processes are in the same group GG. More precisely,
the first view of G of every process is the set Vini: = {p1,p2,...,pn}. At the beginning,
some processes may wish to (voluntarily) leave group G. This, as well as actual or suspected
crashes, may cause the membership of G to change: For any V' C V;,,;;, we say that a process
installs new view V if it decides that V is its second view of G (such a decision is irrevocable).
WGM satisfies the following properties:

1. If p1, or ps, or both (and no other process) wish to leave GG, then at least one process
eventually installs a new view, and no process installs a different new view.

2. For both i € {1,2}, if p; is the only process that wishes to leave G, then it is possible
that some process installs new view V; = Ve — {p;}. In other words, there is at least
one execution in which p; is the only process that wishes to leave G and also the only
one removed from G.

Compared to a full-fledged group membership service, WGM is very weak. It imposes
restrictions only on the first view change, and only if p; or p; initially wish to leave the
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group (it says nothing about subsequent view changes, or about what should happen if any
process other than p; or ps wishes to leave G). Even in this case, only one process is required
to install a new view. More importantly:

e WGM does not attempt to track actual (or even suspected) failures.

e The second requirement of WGM is natural for any reasonable group membership
service. To see this, consider executions in which p; is the only process that wishes to
leave (G, and in which no failures or failure suspicions occur. It stands to reason that
in at least one such execution, p; and only p; is removed from G.

e Except for the two executions mentioned in the previous item, there is no restriction
on the size or content of the new view: In a single view change WGM is allowed to
remove from group G an arbitrary set of processes, including correct processes that
did not wish to leave G. This is compatible with any group membership service that
is allowed to remove from the group processes that are erroneously suspected to have
crashed.

e There are no requirements on requests to join the group.

e There are no requirements on the broadcast or multicast of messages. In other words,
there are no restrictions whatsoever on message delivery, and in particular on the way
such deliveries interleave with view changes.!

3 Impossibility of WGM in the [FLP85] Model

We now formally define the WGM problem and show that it cannot be solved in the [FLP85]
model of distributed computing, namely, in asynchronous systems with reliable communica-
tion where at most one process may crash. The proof is very similar to the one of Fischer,
Lynch and Paterson in [FLP85]. Essentially, the only difference stems from the fact that
Consensus requires “termination” in all executions, while WGM does not. This affects prin-
cipally one lemma — the only one whose proof we give in detail here.

The main features of the [FLP85] model are informally highlighted below.

e The system consists of n processes p1,ps, ..., pn, that communicate by sending mes-
sages over a completely connected point-to-point network. We assume n > 4.

e Processes execute steps at arbitrary speeds that can vary over time.
e At most one process may fail and can fail only by crashing.

e Communication links are reliable but asynchronous: any message sent to a process that
does not crash is received with a finite but arbitrary delay.

We expect readers to be familiar with the formalization of this model given in [FLP85].
We therefore do not repeat the definitions of terms already defined in that paper. Instead,
we use boldface to indicate the first occurrence of a technical term borrowed from [FLP85].
When the definitions need to be adjusted to the new context (WGM instead of Consensus)
we explain the necessary modifications.

1 Most group membership services have such requirements. For example, the Virtual Synchrony property
of ISIS requires the total ordering of multicasts with respect to view changes [BJ87].
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Each process is modelled as an automaton. The internal state of each process p contains,
among other things, an input register x, and an output register y,. The former holds a binary
value indicating whether p initially wishes to leave the group G or not (z, = 1 or 2, = 0,
respectively). (In [FLP85] z, indicates p’s input value for Consensus.) The range of the
output register y, is a subset of Vinie = {p1,...,pn}. Initially, y, = Vini, indicating that
p’s first view of G contains every process. After its initial setting, y, may be written at
most once. When (and if) p writes V' C Vi, into y,, we say that p installs new view V. (In
[FLP85], the output register y, is initially “blank” and is written at most once with process
p’s decision value of the Consensus.)

An initial configuration can be uniquely identified by a bit vector of length n that
gives the value of z,, for each p;, 1 <4 < n. Recall that WGM specifies the behavior of the
system only when p1, pa (or both) are the only processes that initially wish to leave G. Thus,
the only initial configurations of interest are the ones corresponding to these three scenarios,
namely, C1g = (100...0), Co1 = (010...0), and Cy; = (110...0).

The WGM problem in asynchronous systems is formally defined as follows.

1. For every C € {C19,Co1,C11}, and every admissible run that starts from C, there
is at least one process that installs a new view, and no process installs a different new
view.

2. Starting from Cig (respectively, Cp1) there is at least one run such that some process
installs new view Vi = Vipir — {p1} (respectively, Va = Vi — {p2}).

Let C be a configuration and let V¢ be the set of views installed in configurations
reachable from C. Formally, Ve = {V|3C’, Ip : C’ is reachable from C, and in C' y, = V'}.
We say that C'is bivalent if [V | > 2. (In [FLP85], C is bivalent if the set of decision values
of configurations reachable from C contains two elements.)

The impossibility proof of [FLP85] is structured as follows. It first shows that a bivalent
initial configuration exists. Then, starting from that bivalent configuration, it constructs an
admissible run in which no process decides — contradicting the termination requirement
of Consensus (which requires that every admissible run be a deciding run). This line of
argument is not directly applicable here because in WGM not every admissible run is required
to terminate: only those that start from Ciq, Co; or C1; must result in the installation of a
new view. Thus, it is not sufficient to show that some initial configuration is bivalent, but
that one of Cg, Co1 or C1y 1s.

Lemma 1: Cig, Cy1, or C1; is bivalent.

Proof: If C'y or Cy; is bivalent, we are done. Now suppose that neither one of Cig or Cyy
is bivalent. We show that in this case C7; must be bivalent.

By the second property of WGM, there is a run that starts from Cyg such that a process
installs V;. Consider any admissible run R that starts from Cyg in which p, takes no steps.
By the first property of WGM, some process installs a new view V in R. Since C1g is not
bivalent, V. = V;. Let S be the schedule corresponding to R. Since S contains no steps of
p2 and the only difference between Ciy and C1; is the value of py’s input register, S is also
applicable to C1;. Hence, from Cy; there is a reachable configuration in which some process
installs new view Vj. By a symmetric argument, from C4; there is a reachable configuration
in which some process installs new view V5. Therefore C; is bivalent. 0O

Theorem 1: WGM is not solvable in asynchronous systems with crash failures, even if
communication is reliable and at most one process may fail.
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Proof (Sketch): Let C be a bivalent configuration in {Cpy, C1g,C11} (by Lemma 1 such a
C' exists). We can now apply the techniques of [FLP85] to construct an infinite admissible
run that starts from bivalent C' and remains bivalent forever: In this run, no process ever
installs a new view — a contradiction to the first requirement of WGM. a

4 Strengthening the Impossibility Result

Our specification of WGM allows processes to voluntarily request their removal from the
group. This is a natural requirement which is compatible with the specification of the Strong
Group Membership Problem (S-GMP) given in [RB91, Ric93, RB94]. In S-GMP a process
p may execute event faulty,(q) indicating that p suspects that ¢ crashed. If this occurs, S-
GMP requires that eventually either p or ¢ are excluded from the group view. The possibility
that p = ¢ is explicitly allowed, and hence p executing faulty,(p) amounts to a request for
self-removal.

In any case, self-removal is not necessary to our impossibility result. To avoid self-
removals, we can simply: (1) reinterpret the meaning of the initial values, namely, p; has
initial value 1 iff p; requests the removal of ps (say because p; suspects that ps has crashed),
and py has initial value 1 iff ps requests the removal of p;; (2) redefine V; and Vi to be
Vinit — {p2} and Vini: — {p1}, respectively. The impossibility proof does not change.

The first property of WGM requires that no two processes, whether correct or not, disa-
gree on the new view. This is akin to the Uniform Agreement property of [NT90]. One may
wonder whether our impossibility result hinges on this uniformity requirement. It is easy to
show that WGM remains unsolvable even if we only require that correct processes do not
disagree.

The second property of WGM postulates the existence of two runs, one installing new view
Vi = Vinit—{p1}, and the other installing Vo = V51 — {p2}. This is a reasonable requirement
but it can be weakened without affecting the impossibility result. An examination of the proof
shows that all that is necessary is the existence of two runs (one starting from Cy¢ and one
from Cpy) that install distinct views, not necessarily Vi and Vs.

5 Impossibility of WGM Despite Process Killing

Some group membership services have the ability to kill processes that are not faulty. For
example, a process that is suspected of being faulty (say because it is very slow) can be
removed from the group view and instructed to kill itself, even if this process is operational
and did not actually fail. Alternatively, a process that has not succeeded in communicating
with other processes for a long time, may decide to kill itself. It may appear that such
“program-controlled” crashes of processes that hinder the progress of the algorithm make it
easier for the remaining processes to install a new group view.

An example of program-controlled crashes appears in the S-GMP group membership
protocol given in [RB91, Ric93]. In this protocol, if the process p in charge of coordinating
the update of group views comes to believe that a majority of the processes are faulty, it
executes an event called crash. This causes p to actually crash, i.e., to stop executing steps.
This program-controlled crash is indistinguishable from a “genuine” crash that is due to,
say, a hardware failure.

The model of [FLP85] does not quite capture such program-controlled crashes: in that
model a process does not have the ability to stop taking steps if it wants to. Since we use
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the [FLP85] model to prove the impossibility of WGM (Theorem 1), one may ask whether
our negative result still holds if program-controlled crashes are allowed.

To see why this question is pertinent, consider the proof of impossibility of WGM based
on the [FLP85] model. This proof constructs an admissible run in which every process takes
an infinite number of steps but never installs a new view. It is crucial for this construction
that every process be capable of taking the next step at any point in time. This is true in
the [FLP85] model, but is not true if we allow program-controlled crashes: once a process
has executed a crash event, it cannot be required to take a next step. Thus, the argument
of [FLP85] cannot be directly applied to systems that allow program-controlled crashes.

It turns out that the impossibility of WGM is not limited to the [FLP85] model: this
negative result holds even if we allow program-controlled crashes. To show this, we must first
model asynchronous distributed systems with program-controlled crashes. Let M denote the
model of [FLP85]. Recall that in M each process is an automaton, and at most one process
can stop executing steps at any state. Consider a model of computation denoted M, that
is identical to M, except that the automaton associated with any process is now allowed to
have a special state, called die, such that if a process enters that state, it stops executing
steps. Thus, as in M, model M, allows at most one process to stop at any state (this models
a genuine hardware crash), but unlike M, in M, any number of processes may stop at the
die state (this models program-controlled crashes). Since M. admits program-controlled
crashes, the definition of admissible run is different from the one for M: In M, an infinite
run is admissible if at most one process stops executing steps, and every message sent to any
process that takes an infinite number of steps is received. In M., an infinite run is admissible
if at most one process stops executing steps at a state different from die, and every message
sent to any process that takes an infinite number of steps is received.

Theorem 2: WGM is not solvable in asynchronous systems with crash failures, even if
communication is reliable and program-controlled crashes are allowed.

Proof: We show that WGM is not solvable in M. The proof is based on Theorem 1 which
shows that WGM is not solvable in M.

Let A, be any algorithm in model M.. A, consists of a set of automata, one for each
process in the system. Transform these automata into automata of M as follows: replace
each die state with a nop state, such that if a process p enters the nop state, p continues to
take steps and in every subsequent step that it takes, regardless of the message it receives
(including the “null” message), p remains in the nop state and does not send any messages.
This transformation yields an algorithm A without die states, and so A is an algorithm in
model M.

We say that two runs are congruent if they start from the same initial configuration and
each process installs a new view in one if and only if it installs the same view in the other.
We claim that for each admissible run of A in M there is a congruent admissible run of A, in
M., and vice-versa. ; From this claim and the specification of WGM, A, solves WGM in M,
if and only if A solves WGM in M. The theorem then follows immediately from Theorem
1. It now remains to show the claim.

Let r be any admissible run of 4 in M. Modify r as follows: for each process p that enters
state nop, replace the step causing p to enter nop for the first time into a step causing p to
enter the state die, and discard all subsequent nop steps of p. It is easy to verify that the
resulting run is an admissible run of A, in M, that is congruent to r.

Conversely, let 7. be any admissible run of A, in M.. Let D be the set of processes that
enter state die in r.. Let 7, be the shortest prefix of 7, such that all processes in D have
entered die, and 7! be the suffix of r. that follows r.. Modify r. as follows: In the prefix r/,
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for each process p in D, replace the step causing p to enter die into a step causing p to enter
state nop. In r/, after each step, insert a sequence of steps, one for each process in D; the
message received in each of these steps is the oldest one sent to the process taking the step,
or the “null” message if no such message exists. It is easy to verify that the resulting run is
an admissible run of A4 in M that is congruent to r..

This completes the proof of the claim and hence of the theorem. a

6 Discussion

A group membership service provides some kind of agreement among processes on the “cur-
rent” membership of a group. This agreement requirement must be carefully specified so
that two potentially conflicting goals are met:

1. Tt must be weak enough to be solvable.

2. It must be strong enough to simplify the design of fault-tolerant distributed applica-
tions. In particular, it should not be satisfied by trivial or useless protocols.

For primary-partition group membership services, i.e., those that maintain agreement on a
single view of the group at any one time, the impossibility of WGM indicates that these
two goals are incompatible in asynchronous systems with failures, even if communication is
reliable and processes may only crash. It is important to note that this impossibility result
applies to group membership services that are allowed to remove from the group, and even
kill, an arbitrary number of non-faulty processes that did not wish to be removed. Thus,
contrary to a widespread view [RB91, ADKM92, DKM93, DMS94, EMS95], allowing the
removal or killing of processes that are suspected to have crashed is not sufficient to make
the primary-partition group membership problem solvable.

Note that the proof that WGM cannot be solved in asynchronous systems with failures
hinges on the following liveness requirement of WGM: If p; or ps request to leave the group
then a new view is eventually installed by at least one process in the system. Some imple-
mentations of primary-partition group membership do not satisfy this liveness requirement:
They have runs that “block” forever, or remove or kill all processes.? It is not clear, however,
what liveness property (if any) such implementations do satisfy [ACBMT95].

In contrast to primary-partition group membership services, partitionable ones allow
processes to disagree on the current membership of the group, i.e., several different views of
the membership of the group may evolve concurrently and independently from each other
[JFR93, vRBC193, BDGBY4, DMS94, DMS95, EMS95]. In particular, there may be several
disjoint subsets of processes such that processes in each subset agree that they are the current
members of the group. In other words, such group membership services allow group splitting
(e.g., when the network partitions) and group merging (e.g., when communication between
partitions is restored).

By allowing disagreement, such group membership services escape from the impossibility
result of this paper. However, they run into another fundamental problem: their specifica-
tion must be strong enough to rule out useless group membership protocols (in particular,
protocols that can capriciously split groups into singleton sets) and yet it should be weak
enough to remain solvable. To our knowledge, the design of such a specification is still an

open problem [ACBMT95].

?For example, the implementation of S-GMP [RB91, Ric93] can crash all processes in the system before
any new view is installed.
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