N

N

A Taxonomy of Functional Language Implementations:
Part 1: Call by Value

Rémi Douence, Pascal Fradet

» To cite this version:

Rémi Douence, Pascal Fradet. A Taxonomy of Functional Language Implementations: Part I: Call
by Value. [Research Report] RR-2783, INRIA. 1996. inria-00073908

HAL Id: inria-00073908
https://inria.hal.science/inria-00073908
Submitted on 24 May 2006

HAL is a multi-disciplinary open access L’archive ouverte pluridisciplinaire HAL, est
archive for the deposit and dissemination of sci- destinée au dépot et a la diffusion de documents
entific research documents, whether they are pub- scientifiques de niveau recherche, publiés ou non,
lished or not. The documents may come from émanant des établissements d’enseignement et de
teaching and research institutions in France or recherche francais ou étrangers, des laboratoires
abroad, or from public or private research centers. publics ou privés.


https://inria.hal.science/inria-00073908
https://hal.archives-ouvertes.fr

ISSN 0249-6399

I INRIA

INSTITUT NATIONAL DE RECHERCHE EN INFORMAIQUE ET AUTOMATIQUE

A Taxonomy of Functional Language
| mplementations

Part | : Call by Value

Rémi Douence andaBcal Fradet

N° 2783
Jarvier 1996

PROGRAMME 2

Calcul symbolique, programmation et
génie logiciel

apport
derecherche







% 1IN RIA

RENNES

A Taxonomy of Functional Language
|mplementations

Part | : Call by \alue

Rémi Douence andaBcal Fradet
[douence; fradet] @risa.fr
Programme 21 Calcul symbolique, programmation et génie logiciel
Projet Lande
Rapport de recherche n°2783Jawvier 19961 52 pages

Abstract: We present a unified framerk to describe and compare functional language
implementations. W express the compilation process as a succession of program transfor-
mations in the common framverk. At each step, diérent transformations model funda-
mental choices or optimizations. A benefit of this approach is to structure and decompose
the implementation process. The correctness proofs can be tackled independently for each
step and amount to primg program transformations in the functionaind. It also paes

the way to formal comparisons by estimating the comipfeof individual transformations

or compositions of them. ¥focus on call-by-alue implementations, describe and compare
the dverse alternaties and classify well-kiven abstract machines. Thiovk also aims to

open the design space of functional language implementations and we suggésstinat
choices could be med to yield dicient hybrid abstract machines.
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Une Taxonomie des implantations des
langages bnctionnels

Partie | : Appel par aleur

Résumé :Nous proposons un cadre formel pour décrire et comparer les implantations de
langages fonctionnels. Nous déans le processus de compilation comme une suite de
transformations de programmes dans le cadre fonctionnel. Les choix fondamentaux de mise
en ceuvre ainsi que les optimisations¢gtément naturellement comme des transformations
différentes. Lesvantages de cette approche sont de décomposer et de structurer la compila-
tion, de simplifier les prews de correction et de permettre des comparaisons formelles en
étudiant chaque transformation ou leur composition. Nous nous concentrons sur les mises en
ceuvre de I'appel pamleur décrvons et comparons les ffifentes options et classifions les
compilateurs ou machines abstraites classiques. @al taaaussi pourlt d’ouvrir de nou-

velles perspeates et nous indiquons commentfélients choix pourraient cohabiter dans

des implantationsyibrides plus dicaces.

Mots-clé : Compilation, optimisations, transformation de programmesalcul, combina-
teurs

* Ce rapport de recherche est &sion étendue de I'articld6wards a taxonomy of functional langua-
gesimplementations’ paru dandroc. of 7th Int. Symp. on Programming Languages: |mplementations,

Logics and Programs (1995) [10]. Il ajoute une présentation plus approfondie du cadre formel (e.g. la
conneion avec leA-calcul et la coversion CPS) et décrit plusieurs autres algorithmes d’abstractions.
L'annexe rassemble les preesy de propriétés énoncées dansxtete
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1 Introduction

One of the most studied issues concerning functional languages is their implementation.
Since the seminal proposal of Landin, 30 years ago [19], a plethora of new abstract machines
or compilation techniques have been proposed. The list of existing abstract machines in-
cludes (but is surely not limited to) the SECD [19], the FAM [6], the CAM [7], the CMCM
[21], the TIM [11], the ZAM [20], the G-machine [16] and the Krivine-machine [8]. Other
implementations are not described via an abstract machine but as a collection of transforma-
tions or compilation techniques such as CPS-based compilers [1][13][18]. Furthermore, nu-
merous papers present optimizations often adapted to a specific abstract machine or a
specific approach [3][4][17]. Looking at this myriad of distinct works, obvious questions
spring to mind: what are the fundamental choices? What are the respective benefits of these
aternatives? What are precisely the common points and differences between two compilers?
Can a particular optimization, designed for machine A, be adapted to machine B? One finds
comparatively very few papers devoted to these questions. There have been studies of the re-
lationship between two individual machines [26][22] but, to the best of our knowledge, no
global approach to describe, classify and compare implementations.

This paper presents an advance towards a general taxonomy of functional language im-
plementations. Our approach is to express in a common framework the whole compilation
process as a succession of program transformations. The framework considered is a hierar-
chy of intermediate languages all of which are subsets of the lambda-calculus. Our descrip-
tion of an implementation consists of a series of transformations A % A; LRt N,
each one compiling a particular task by mapping an expression from one intermediate lan-
guage into another. The last language A, consists of functional expressions which can be
seen as machine code (essentially, combinators with explicit sequencing and calls). For each
step, different transformations are designed to represent fundamental choices or optimiza-
tions. A benefit of this approach is to structure and decompose the implementation process.
Two seemingly disparate implementations can be found to share some compilation steps.
This approach has aso interesting payoffs as far as correctness proofs and comparisons are
concerned. The correctness of each step can be tackled independently and amounts to prov-
ing a program transformation in the functional world. It also paves the way to forma com-
parisons by estimating the complexity of individual transformations or compositions of
them.

The two steps which cause the greatest impact on the compiler structure are the imple-
mentation of the reduction strategy (searching for the next redex) and the environment man-
agement (compilation of B-reduction). Other steps include implementation of control
transfers (calls & returns), representation of components like data stack or environments and
various optimizations.

The task is clearly huge and our presentation is by no means complete. First, we con-
centrate on pure A-expressions and our source language A isE ::= X | AX.E | E; E,. Most fun-
damental choices can be described for this simple language. Second, we focus on the call-
by-value reduction strategy and its standard implementations. In section 2 we describe the
framework used to model the compilation process. In section 3 (resp. section 4) we present
the alternatives and optimizations to compile call-by-value (resp. the environment manage-
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ment). Each section includes a comparison of the main options. Section 5 is devoted to two
other simple steps leading to machine code. In section , we describe how this work can be
easily extended to deal with constants, primitive operators, fix-point and call-by-name strat-
egies. We also mention what remains to be done to model call-by-need and graph reduction.
Finally, we indicate how it would be possible to mix different choices within a single com-
piler (section 8) and conclude by a short review of related works.
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2 General Framework

The transformation sequence presented is this papalivés four intermediate languages
(very close to each other) and can be describéd-as\;— A.— A,. The first one/\, bans
unrestricted applications and neskthe reduction strafg explicit using a sequencing com-
binator The second on&, excludes unrestricted uses @riables and encodesv@onment
management. The last ong handles control transfers by using calls and returns. This last
language can be seen as a machine coddo@ds here on the first intermediate language;
the others (and arverview of their use) are briefly described in 2.6.

2.1 Thecontrol language A\,

N is defined using the combinatargush,, andAx.E (this last construct can be seen as a
shorthand for a combinator applied X&.E). This language is a subset Jfexpressions
therefore substitution and the notion of free or bolarihbles are the same as\igalculus.

Ng E:=x|pushE|AXE|E;0E, x 0O Vars

The most notable syntactic feature/Qfis that it rules out unrestricted applications. Its
main property is that the choice of thexheede is not rel@ant aiymore (all redres are
needed). This is thegk point to compile ealuation stratgies which are madegplicit using
the primitive o. Intuitively, o is a sequencing operator aBgo E, can be read ‘@luateE,;
then @aluateE,”, pushg E returnsk as a result andlx.E binds the préous intermediate re-
sult tox before galuatingE.

These combinators can besg diferent definitions (possible definitions areagiin
2.5 and in 5.2). W do not pick a specific one up at this point; we simply impose that their
definitions satisfy the equalent off3-andn-conversions

(N (pushs F) o (AX.E) = E[F/X]
(ny AX.(pushyxoE) =E if x does not occur freein E

As the usual imperate sequencing operator “;”, it is natural to enforce the assatyati
of combinatorw. This property will prge especially useful to transform programs.

(assoc) (Ejo0Ey) 0Ez3=E;0(E,0Ey)

We often omit parentheses and write @ush, E o AxX.F o G for (pushg E) o AX.(F 0 G)).

2.2 Reduction
We consider only one reduction rule corresponding to the clagsieduction:

push,F o AX.E O E[F/X]
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As with all standard implementations, we are only interested in modelling weak reduc-
tions. Sub-gpressions insideush,'s and\'s are not considered as reds and from here
on we write “redg” (resp. reduction, normal form) for weak red@esp. weak reduction,
weak normal form). \& noteJ the compatible closure @f-reduction (i.e, + the natural
inductive rulesE 0 NO EoF 0 NoFandF O NO EoF [0 EoN) and O the reflaive,
transitive closure ofJ.

Any two redees are clearly disjoint and tifig-reduction is left-linear so the term re-
writing system is orthogonal (hence confluent). Furthermoserade is needed (a veite
cannot suppress a regéhus as a consequence :

Property 1 In A, all reduction stategies ae normalizing

This property is thedy point to viev transformations from\ to Ag as compiling the re-
duction order

2.3 A typed subset

We are not interested in all thepeessions of\,. Transformations of source programs will
only produce epressions denoting results (i.e. which can be reducexbtessions of the
form pushg F). In order to Bpress lavs more easily it is caenient to restrichg using a type
system (Figure 1).

NrN-E:o Fro{xoc} FE:1 N-E:Ro THFE:0 41
Oooooono oooooogod Oogoooogouooog
I | pushgE: Ro MNEAXE:0 541 NEoEy:T

Figurel Agtyped subset (A )

This does not impose wamestrictions on source-expressions. & example, we can al-
low reflexive types ¢=a - a) to type ag source gpression. The restrictions enforced by the
type system are on toresults and functions are combinedr Example, compositio; o
E, is restricted so thd&,; must denote a result (i.e. has tffie R being a type constructor)
andE, must denote a function.

Property 2 (subject reduction property). IfE 11 Fthenr FE:c O Tk F:o

The type system restricts the set of normal forms (which in general inchytessons
such agpush, E; o pushg E,) and we hee the follaving natural &cts.

Property 3 A closed epression Er is either canonical (i.eE = push,V or AXx.F) or reduc-
ible.

We deduce from these dwproperties that
Property 4 - If a closed gpression ERo has a normal form then EJ push,V

- If a closed gpression Eo — (T has a normal form then E] AX.F
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Another consequence of the type system, is that the reduction of typed closed expres-
sions can be specified by the following natural semantics:

E, O push,V E, 0 AXF F[V/X] O N
O000oO0O0O0o0oO00O00oo0000o0O00  (withNanormal form)
E,oE,ON

whereas for general expressions, we should add the inference rule:

E;,ON;, EON, N;#push,VorN,# A\XF
0000000000000000000000  (with Ny, N, normal forms)
Property 5 DEOA; E D N = EO N (with Nanormal form)

Note that (assoc) may produce ill-typed programs. We can use (assoc), (ng) or the laws
below, as long as the final expression is well typed, the single rule of reduction is sufficient.
If we alow an unrestricted use of (assoc) the reduction should be done modulo associativity.
Therule (B aong with (assoc) specifies a string reduction confluent modulo (assoc).

2.4 Laws

This framework enjoys a number of algebraic laws useful to transform the functional code or
to prove the correctness or equivalence of program transformations. We list here only three
of them.

if x does not occur freein F AXE)oF=AX.(EoF) (L)
UE,:Ra, if x does not occur freein E, Eio(AXE;0E3) =E;0E; 0 AXEy) (L2)
UE;:Ro, E;Roandx £y E;0E; 0 AXAY.ER) =E,0E; 0 AYAXES) (LI)

These rules permit code to be moved inside or outside function bodies or to invert the
evaluation of two results. For example (L1) is sound since x does not occur free in (AX.E)
nor, by hypothesis, in F and

AXE)oF =Axpushgxo((AXE)oF) (ny
= AX((pushgx o (AX.E)) o F) (assoc)
= AX(E[x/X] o F) (BJ
=AX(EoF) (subst)

In the rest of the paper, we introduce other laws to express optimizations of specific
transformations.
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2.5 Connection with the A-calculus

N\ is aconvenient abstraction to express reduction strategies. But recall that it is also a sub-
set of the A-calculus made of combinators. An important point isthat we do not have to give
aprecise definition to combinators. We just assume that they respect properties (39, (ng and
(assoc). Definitions do not have to be chosen until the very last step. However, in order to
provide some intuition, we give here one possible definition (alternative definitions are pre-
sented in section 5.2).

(DEF1) E;oE,=AcE;(E,c) pushyE=AccE AXE=AcAXEc (c fresh)
i.e o=AaAbAc.a(b g push, = Aa.Ac.c a AXE = (AaAcAx.a x § (AX.E)
(E;0E)C - E;(E,C) (push,E)C - CE (AXE)C X E[X/{ C
In general, the reduction rules of combinators would be of the form
(EyoEy) X ... X= Yy ... Yy, PushsEX; ... Xy » Z; ... Z,

where X, ...,X,, are components on which the code acts (e.g. control or data stack, regis-
ters,...). In other words, X;,...,X,, along with the A,-code can be seen as the state of an ab-
stract machine. We do not want to commit ourselves to a definite definition of combinators,
however we want that the reduction from left to right using the rules of combinators simu-
lates the reduction in A That isto say :

Property 6 (OE:0) E 0 NO (OXy,...,. X)) EX ... X, N X ... X, (N normal form)

In order to enforce this property, it is sufficient to check that there exits n so that, for any
closed expressions E,F X,...,X,,

IFEX; ... Xy% pushgVX; ... X,andF X ... X;% (AX.G) X; ... X, then
(EoF) X, ... X,* GV Xy ... X, (C1)
For example, with (DEF1), if forany E,F, CEC™> push,VC andF C* (AcAx.G o C
then (EoF)C - E(FC™ push,V(FO FCV™: (A\cAxG o CV-G[V/{ C
That establishes (C1) and therefore Property 6 holds for (DEF1).

In the final stage of the compilation process it might be convenient to use (assoc) to re-
shape the code. For example, we may want the code to be of theform E; o (E, o (... E})), the
E;’s being basic instructions. Indeed, this shape along with the |eft to right reduction makes
the reduction of expressions akin to the execution of machine code. If we want the combina-
tors and the classical B-reduction to implement naturally [ +(assoc), it is sufficient to check
that (E; o E;) 0 B5 = E; o (E, 0 E3). Contrary to n, the B-rule is valid (i.e. does not change
termination properties) in the weak A-calculus. Since the left-to-right reduction * is noth-
ing else than (weak) call by name, (assoc) can be applied without restrictions.
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Another connection with A-calculus can be established using an inverse transformation
from Agto A (Figure 2).

[1Y: A=A

[E10E] *=[E] *[Ed™
[pushs E] * = [E] *
[AXE]*=Ax[E]*

[ =x

Figure 2 Back to A-expressions

If two Ag-expressions are 3,n-convertible then their corresponding source expressions
are equal in the extensional A-calculus.

Property 7 E=ps,s F O An |- [E] *= [F]*

Thereverseimplication is clearly not true: expressionsin /¢ encode a specific reduction
order, possibly unsafe like call-by-value, whereas equality in the A-calculusis bound to nor-
mal order. For example, let

Q= pushy Ax.pushxox) o Axpushxox)  ([QJ = Axxx) Axxx) = Q)
then [Q. 0 AXAYY] 1= AxAyy) Q = (\y.y)

whereas Qo AXAY.y loops and has no head normal form.

2.6 Overview of the compilation phases

Before describing implementations formally, let us first give an idea of the different phases,
choices and the hierarchy of intermediate A-languages.

The first phase is the compilation of control which is described by transformations (7/)
from A to Ay The pair (push,, Ay specifies a component storing intermediate results (e.g. a
data stack). The main choice is using the eval-apply model (v4) or the push-enter model
(vm). For the va family we describe other minor options such as avoiding the need for a
stack (vag, Va;) oOr right-to-left (va) vs. left-to-right evaluation (va, ).

Transformations () from A to A, are used to compile B-reduction. The language A,
avoids unrestricted uses of variables and introduces the pair (push,, A.). They behave exactly
as push, and A, and corresponding properties (3, Ne) hold. They just act on a (at least con-
ceptually) different component (e.g. a stack of environments). The main choice is using list-
like (shared) environments (4s) or vector-like (copied) environments (ac). For the latter
choice, there are several transformations depending on the way environments are copied
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(Ac1, ac2, 2c3 ). We also present afamily of generic transformations modelling other choices
related to the management of the environment stack and the representation of closures.

A last transformation (s) from A to A, is used to compile control transfers (this step
can be avoided by using a transformation (sr) on Ag-expressions). The language A\, makes
callsand returns explicit. It introduces the pair (push,, A,) which specifies a component stor-
ing return addresses.

Contol As (pushg A Va Ve, Vag Va V" (+50)

Abstraction A, (pushg, Ap) as a1 A2 ac®  (+ a4 family instantiation}

*

Transfes A, (pushy, AY) K]

Figure3  Summary of the Main Compilation Steps and Options

Figure 3 gathers the different options described in the three following sections. Any two
transformations of different phases can be combined except those with the same superscript
(# or *). Stack-like components are avoided by underlined transformations.

Combinators, expressed in terms of push, and A,, are described along with transforma-
tions. To simplify the presentation, we also use syntactic sugar such as tuples (x,...,x,) and
pattern-matching A, (xy,...,X,)-E.
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3 Compilation of Control

We do not consider left-to-right vs. right-to-left as a fundamental choice to implement call-
by-value. A moreradical dichotomy isexplicit appliesvs. marks. Thefirst option isthe stan-
dard technique (e.g. used in the SECD or CAM) while the second was hinted at in [11] and
used in ZINC [20].

3.1 Compilation of control using apply (“eval-apply model”)

In this scheme, applications E; E, are compiled by evaluating the argument E,, the function
E; and finally applying the result of E; to the result of E,.

3.1.1 Standard transbrmations

The compilation of right-to-left call-by-value is described in Figure 4. Normal forms denote
results so A-abstractions and variables (which, in strict languages, are always bound to a nor-
mal forms) are transformed into results (i.e. push, E).

Vai N - N

va [X] = pushyx

va [AX.E] =push,Ax.va [E])

va [E1 E)] = va [E)] ova [Ej] oapp withapp = AxX

Figure 4  Compilation of Right-to-Left CBV with Explicit A pplies(va)

The rules can be explained intuitively by reading “return the value” for push,, “evalu-
ate” for va, “then” for o and “apply” for app. v« produces well-typed expressions of result
type (Property 8).

Property 8 OE OA, Eclosed FE: 0 O |+ [E] : Rowitho - T=0 - Rtanda = a (a
type variable)

Its correctness is stated by Property 9 which establishes that the reduction of trans-
formed expressions ( 1) simulates the call-by-value reduction (CBV) of source A-expres-
sions.

Property 9 OEclosed A E o V = v [E] O v2[V]

Itisclearly uselessto store afunction to apply it immediately after. This optimizationis
expressed by the following law

push,Eoapp=E (pushy E o Ax.x =ps X[E/X] = E) (L4)

Example. Let E = (Ax.X)((Ay.y)(Az2)) then after smplifications
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va [E] = pushyAzpush, 2) o (Aypushsy) o (Ax.push, )
O pushg(Azpush, 2) o (AX.pushgX) O pushyAzpushgz) = va[AzZ]

The choice of redex in A does not matter anymore. Theillicit (in call-by-value) reduction E
- (Ay.y)(Az.2) cannot occur within va [E] . O

Toillustrate possible optimizations, let us take the standard case of afunction applied to
all of its arguments (Ax,...Ax,.Eg) E; ... E,, then

va [(AXy.. A%,Eg) E; .. E.]
=24 [EJo...0va [E;] opushg(AX...(pushg(AX,Va [Egl)...) oappo ... oapp
=va [EJo...0va [E]] o(AXK...(pushg(AX,.va [Egl)...) oapp... oapp (L4)
=va [EJo... 0% [E] o((AK;...(pushg (AX,.va [Egl )...) oapp)... capp  (assoc)
=7a [EJo...0va [E]l oAy pushg(AgKy... pushg (AX,.va [Egl)...)

oapp) oapp... oapp (LD
= .. =7 [EJo...0va [E] 0K AK.. AKVa [Eq])

All the app combinators have been statically removed. In doing so, we have avoided the
construction of n intermediary closures corresponding to the n unary functions denoted by
AX;...AX,.Ey. This optimization can be generalized to implement the decurryficationphase
present in many implementations. An important point to note is that, in our framework,
AX...AX,.E denotes always a function applied to at least n arguments (otherwise there
would be push’s between the A/'s).

More sophisticated optimizations could be designed. For example, if a closure analysis
ensures that a set of binary functions are bound to variables aways applied to at least two ar-
guments, more app and pushg combinators can be eliminated. Such information requires a
potentially costly analysis and still, many functions or application contexts might not satisfy
the criteria. Usually, implementations assume that higher order variables are bound to unary
functions. That is, functions passed in arguments are considered unary and compiled accord-

ingly.

The transformation v4 describing left-to-right call-by-value is expressed as before ex-
cept the rule for composition which becomes

It can be derived from v [E; E;] asfollows
Va I[El EZ]] :’VaIIE2]| 0%Va |[EL|] oapp

= va[E)] ova[E;] o (AYy.AXpushgXopushyy oapp) (ny
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= va[E] 0o va[E,)] o (AXAY.pushsXoy) (L3), (L4

Property 9 still holds for v/ . Decurryfication can also be expressed although it involves
dlightly more complicated shifts. The equivalent of therule (L4) is

E:Ro push,FoEoapp =EoF (L5)

3.1.2 Stacklessariants

Transformations 7z and 7z, may produce expressions such as push; E; o push; E; o...0
push; E o .... Thereduction of such expressions requires astructure (such as astack) ableto
store an arbitrary number of intermediate results. Some implementations make the choice of
not using a data stack and, therefore, disallow several pushesin arow. In this case, the rule
for compositions of v should be changed into

Vag [Eq Bl = vag [ES]l o AdMva [Eq] o An.pushy mo n)

This new ruleis easily derived from the original. Similarly the rule for compositions of
va_should be changed into

Vag IIEl EZ]] = Vag |IE1]] 0 ()\Sm.‘l/af |[E2]] 0 m)

For these expressions, the component on which push, and A act may be asingle regis-
ter. Another possible mativation for these transformations is that the produced expressions
now possess a unique redex throughout the reduction. The reduction sequence must be se-
guential and is unique.

3.2 Compilation of control using marks (“push-enter model”)

Instead of evaluating the function and its argument and then applying the results, another so-
Iution isto evaluate the argument and to apply the unevaluated function right away. Actually,
this implementation is very natural in call-by-name when afunction is evaluated only when
applied to an argument. With call-by-value, a function can also be evaluated as an argument
and in this case it cannot be immediately applied but must be returned as aresult. In order to
detect when its evaluation is over, there has to be a way to distinguish if its argument is
present or absent: thisisthe role of marks. After afunction is evaluated, atest is performed:
if thereisamark, the functionisreturned as aresult (and a closureis built), otherwise the ar-
gument is present and the function is applied. This technique avoids building some closures
but at the price of dynamic tests.

3.2.1 Standard transbrmation

The mark € is supposed to be a value which can be distinguished from others. Functions are
transformed into grab, E with the intended reduction rules

push, € o grab, E O push E
and push,Vograb E [0 push,VoE (VE®)
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Combinator grabg and the mark € can be defined in A, . In practice, grabg would beim-

plemented using a conditional which tests the presence of a mark. The transformation of
right-to-left call-by-value is described in Figure 5.

Yn i N\ - /\S
vm [X] = grabgx
Ym [AX.E] =grabs AXx.vm= [E])

Vin IIEl E2]] = pUShSS 0 Vm IIEZ]] 0 Vm I[El]]

Figure5  Compilation of Right-to-Left Call-by-Value with Marks ()

The correctness of v is stated by Property 10 which establishes that the reduction of
transformed expressions simulates the call-by-val ue reduction of source A-expressions.

Property 10 [E closedd A, E o V = vn [E] T vn [V]

There are two new laws corresponding to the reduction rules of grabg

pushg € o grab, E = push  E

(L6)
E:Ro Eograb,F=EoF (L7)
Example. Let E = (Ax.X)((Ay.y)(Az2)) then after smplifications
Ym [E] = pushge o pushyAz.grabg 2) o (Ay.grabgy) o (AX.grabg x)
O pushg € o grabg (Azgrabg 2) o (AXx.grabg X)
O pushg (Azgrabg 2) o (AX.grabgX)
O grabg (Azgrabg 2) = v [Az.7] O

As before, when afunction Ax;,...Ax,.E is known to be applied to n arguments, the code
can be optimized to save n dynamic tests. Actually, it appearsthat v is subject to the same

kind of optimizations as va. Decurryfication and related optimizations can be expressed
based on rules (L7) and (L2). Let ustake again the expression (Ax;...AX,.Ep) E; ... E,, then

Yn [(AXq...AX%.Eg) E; ... EJ]
= (pushge o v [E ] ) o ... o(pushg€ o ¥m [E;]) ograbyAX;...grabyAX,.vm [Edl )-..)

" For example : grabg E = push, E 0 AxA(m,v).push; (pushy(l,x)) 0 push (push,v o X)) om
Each argument is associated with a mark in a pair. The mark p = AXAy.x selects the first alternative

(apply the function E) whereas € = (AX.Ay.y,id) is amark (associated with a dummy function id) se-
lecting the second alternative (yield E as result).
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= (pushg€ovm [Ell) o ... o (pushg€ o ¥ [Eq]]) o (AKy...Orabg (AKX, vm [Egl )...) (L7)

= (pushgeovm [E]l) o ... o (pushg € o ¥ [E4]]) o (AX;.(Pushg € o vm [ES])
o(graby(As...)...) (L2)

=...=(pushg€ovm [E]l)o... o(pushge o vm [Eq]) 0 AXq... AKX, Vm [Egll ))

All the grabg have been statically removed and we have avoided n dynamic tests.

3.2.2 Variants

It would not make much sense to consider a left-to-right strategy here. The whole point of
this approach is to prevent building some closures by testing if the argument is present.
Therefore the argument must be evaluated before the function.However, there are other,
closely related, transformations using marks. A generic transformation can be described as
follows:

Vg [X] = x X
ving [NE] = o (\vin o [E])
’VmgllEl EZ]] :pUShSEO’Vmg":EZ]] O’VmgIIEl]]

x4 and z being combinators such that » = x o z, pushg € 0 o (E) O pushg z(E), and
pushgVoy (E) O pushgVoE

Figure 6 Generic Compilation of Right-to-L eft Call-by-Value with Marks (v g)

We get back v by taking y=x=grab, and z=id. The second “canonical” transformation
(see [20] page 27) is v’ with 9=z=grabgy and x=id (i.e. the reduction rule of graby isre-
cursive). By making all the grabg explicit in the code, = permits more simplifications than
the alternative. For example,

Y [(AXXX) (AY.E)] = pushy (Ay.vm [E]) o (AX.pushgX o X)

(one mark&grab, has been simplified), whereas the other transformation o’
yields pushg (graby (Ay.v»’ [E])) o (AX.pushg € o X o X) and graby would be executed
twice.

3.3 Comparison

We compare the efficiency of codes produced by transformations +z and v . Let usfirst em-
phasize that the point of this section is just to illustrate one advantage of an unified frame-
work: making formal comparisons possible (such as finding complexity upper bounds or
pathological examples). Of course, this style of comparisons does not take the place of
benchmarks which remain needed in order to take into account complex implementation as-
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pects (e.g. interactions with memory cache or the GC) or compare different reduction strate-
gies (e.g. cal-by-value vs.call-by-need).

We saw before that both transformations are subject to identical optimizations and we
examined unoptimized codes only. A code produced by v builds less closures than the cor-
responding va-code. Since amark can be represented by one bit (in abit stack parallel to the
data stack for example), v islikely to be, on average, less greedy on space resources.

Concerning time efficiency, the size of compiled expressions gives afirst approximation
of the overhead entailed by the encoding of the reduction strategy (assuming push,, grab,
and app have a constant time implementation). It is easy to show that code expansion is lin-
ear with respect to the size of the source expression. More precisely, for v = va or v, we
have : If size (E) = nthen size (V[E]) <3n.

This upper bound can be reached by taking for example E = Ax.x ... x (n occurrences of
X). A more thorough investigation is possible by associating costs with the different combi-
nators encoding the control: pushfor the cost of “pushing” avariable or amark, closfor the
cost of building aclosure (i.e. push E), appand grabfor the cost of the corresponding com-
binators. If we take n, for the number of A-abstractions and n, for the number of occurrences
of variablesin the source expression, we have

cost (va [E]) = n, clos+ n, push+ (n,-1) app
and cost (vm [E]) = (ny, + n,) grab+ (n,-1) push

The benefit of 4 over va isto sometimes replace a closure construction and an app by
atest and an app. Soif closis comparable to atest (for example, when returning a closure
amounts to build a pair asin section 4.1) v» will produce more expensive code than va.

If closure building is not a constant time operation (as in section 4.3) v can be arbi-
trarily better than va. Actually, it can change the program complexity in pathological cases.
In practice, however, the situation is not so clear. When no mark is present agrab, isimple-
mented by atest followed by an app. If amark is present the test is followed by a pushg (for
variables) or a closure building (for A-abstractions). So we have

cost (vm [E]) = (my*+n,) test+ p (ny+n,) app+ p n, clos+ p n,push+ (n,-1) push

with p (resp. p) representing the likelihood (p+p=1) of the presence (resp. absence) of a
mark which depends on the program. The best situation for +» iswhen no closure has to be
built, that is p=0 & p=1. If we take some reasonable hypothesis such as testapp and n,
<n,<2n, we find that the cost of closure construction must be 3 to 4 times more costly than
appor testto make v advantageous. With less favorable odds such as p=p=1/2, clos must
be worth up to 6 app.

We are lead to conclude that vi» should be considered only with a copy scheme for clo-
sures. Even so, tests may be too costly in practice compared to the construction of small clo-
sures. The best way would probably be to perform an analysis to detect cases when v is
profitable. Such information could be taken into account to get the best of each approach.
We present in section 8.1 how vz and v could be mixed.



A Taxonomy of Functional Language Implementations 17

3.4 Connection with CPS conversion

Transformationsyy share the goal of compiling control with CPS transformations. Since
CPS agpressions ha only one redethroughout the reduction, the closest transformations
are the stackless ones. Indeed if westtdile definitionsIPEF1) (section 2.5) for the combi-
nators,vs is Fischers CPS transformation [12]. Using definitioi35F1) we can rerite

va; as follaws :

var[X] =pushyX = AC.CX (DEF1)
Vo [AX.E] = pushy Ax.vec [E] ) = Ac.c ACAx.7e [E] ) (DEF1)
Vo [E; Bl = var [Eg] o (\my.ve[E,] omy)
= Ac.va; [Eq] (Amy. v [E,] (M, ©)) (DEF1)
= Ae.var [Eg] Ay vy [E5] Ampmy c my) ()

which is eactly Fischess CPS.

As far as types are concerned we $hat ifE : o thenva[E] :Rowitho - 1=0 -
Rt anda = a. We recognize CPS types byigig toR and - ¢ the meanings:

Ro=(c - Ans) - Ans  and 0 - Rt=(t - Ang) - 0 - Ans

Ans being the distinguished type of answers. Note that if n-ary functions aredNoe
should add the rule - (T - Ans) -~ U=(T - Ans) - 0 - U

As for CPS-gpressions, it is also possible to design aerise transformation [9]. Ac-
tually, the transformatiorf]] * presented in section 2.5 (Figure 2) can be seen as a generic
direct style transformation. It is easy to shihat

Property 11 DEOA, [c [E]] *=E (for c = 1a, va,, 18, 1a, A@, AM)
Proof. Structural induction. & example, the proof fora is
« E=x [va [E]] *=[pushyx] 1= [x] *=x=E
« E=MF [va [E]] *= [pushg Aex.va [F1)] *= [Axva [F117*
=M. [va [F117*
by induction lypothesis =AxF=E
« E=EE, [wa[E]]?Y=[va[E] o(¥a [E oAXX)]?
= (A [ve [E17) [ve [E1]
by induction lypothesis =(MAxx)E;E, =E O
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4 Compilation of the g-Reduction

This compilation step implements the substitution using transformations from Ag to A..
These transformations are akin to abstraction algorithms and consist in replacing variables
by combinators acting on environments. The value of avariable is fetched from the environ-
ment when needed. Because of the lexical scope, paths to valuesin the environment are stat-
ic. Compared to A, A\, adds the pair (push,, A.) and uses only a fixed number of variables
(in order to define combinators).

4.1 A generic abstraction

The denotational-like transformation 44 is a generic abstraction which will be speciaized to
model several choices in the following subsections. The transformation (Figure 7) is done
relatively to a compile-time environment p (initially empty for a closed expression). Thein-
teger i in x; denotes the rank of the variable in the environment.

g N\g — env - Ag

ag [E1 0 Bl p=duplgo a5 [Eq]l p o swapgeo a5 [E]l p
4y [pushg E] p = pushg (a4 [E] p) o mkclos

29 [AX-E] p = mkbind o a5 [E] (p.X)

25 [X] (- ((P%) X.1)-- Xg) = access o appclos

Figure7  Generic Abstraction (4y)

2y needs six new combinators to express saving and restoring environments (dupl,,
swap,g), closure building and opening (mkclos, appclos), access to values (access) and add-
ing abinding (mkbind). The first combinator pair is defined in A, by:

dupl,=Agepush,eopush e Swapg. = AX.AL.pushg X o push, e

The closure combinators (mkclos, appclos) can have different definitionsin A, aslong
asthey verify the property:

(push, E o pushg X o mkclos) o appclos +[] push,Eo X
For example, two possible definitions are
mkclos = AXAL£.pushyx,6 appclos = A(x,8).push, e o x
or mkclos = Ax.Ae.pushypush, e o x) appclos = app = AX.X

The first option uses pairs and is, in a way, more concrete than the other one. The sec-
ond option abstracts from representation considerations. It simplifies the expression of cor-
rectness properties and will be used in the rest of the paper.
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In the same way, the environment combinators (mkbind, accesg can have severa in-
stantiations in A.. Different definitions will be detailed in the next subsections, we only state
here their common property:

(pushy X, 0 ... o pushy X; o push, E 0o mkbind'*?) o accessﬁ pushg X;
The transformation -4 can be optimized by adding the rules
4g [E o app] p = 45 [E] p o appclos
25 [AX.E] p=popg o4y [E] p if xnotfreein E with pope= AeAx.push, e

Variables are bound to closures stored in the environment. With the original rules,
4y [pushy] would build yet another closure. This useless “boxing” is avoided by the fol-
lowing rule:

a7 [pushy x] (...((PX) X.1)-...Xo) = access

The abstraction of a naive definition of grabg would result in an inefficient combinator.
We introduce a new combinator grab, and we add the following rule to ay:

45 [grabsE] p = grabe (15 [E] p)
with  push, € o push, eo grab, F 00 push, e o push, F o mkclos
and E:Ro Eopush.eograb,F O Eopush,eoF

The variables are bound to the closures stored in the environment. With the previous
rules, 25 [grabg x] builds yet another closure. This boxing can be avoided with a new com-
binator grab,’ and therule:

ag [grabgx] (...((P.%).X.1)--- %) = grabg (accesy
with  push, € o push, eo grab. (accesy O push, eo access
and E:Ro E o push, eo grab, (accesg O E o push, e o accesso appclos

A mark is aconstant and no closure is necessary in this case, so :

49 [pushse o E] p = push € oswap, o045 [E]p

4.2 Shaed ervironments

A first choice isto instantiate 45 with linked environments. This specialization, noted as, is
widely used among the functional abstract machines [7][19][20]. The structure of the envi-
ronment is a tree of closures and a closure is added to the environment in constant time. On
the other hand, a chain of links has to be followed when accessing a value. The access time
complexity is O(n) where n is the number of AJ's from the occurrence to its binding A (i.e.
its de Bruijn number).
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Specializing 44 into as amounts to define the environment combinators as follows
mkbind = AeAx.pushy(ex) access = fst' o snd
with  fst = AJ(eX).push, e snd = A(e,X).pushg X

Figure8 CombinatorsInstantiation for Abstraction with Shared Environments (4s)
Example. s [AXAXy.pushg Eox;] p =mkbind o mkbindo duplgo

push, (s [E] ((p,X1),%o)) o mkclos o swap,, o access,; o appclos

Two bindings are added (mkbind o mkbind) to the current environment and the x; accessis
coded by access, = fst o snd. 0

The correctness of as is stated by Property 12.

Property 12 0OE O A, closed, push. () o as [E] () =E

Example. Let us come back to the example of the previous section E = (AX.X)((AY.y)(Az2))
to illustrate reduction of Ag-expressions. After simplifications va [E] = pushy(Azpush,2) o
(Ay.pushgy) o (AX.push, x) and

push, () o s [pushyAzpush, 2) o (Aypushsy) o (Ax.push X)] (
= pushy () o dupl, o dupl, o push(mkbind o access;) o mkcloso swap,
o mkbind o access, o swap,, 0 mkbind o access,
O push, () o push, () o dupl, o pushy(mkbind o accessy) o mkcloso swap,,
o mkbind o access, o swap,, 0o mkbind o access,
+D pushg(push, () o mkbind o accessy) = push, () o as [(Az2)] () O

As aready noted, in our framework, Ag;...AX,.E denotes a function always applied to
at least n arguments. So the corresponding links in the environment can be collapsed without
any loss of sharing. The list-like environment can become a vector locally and variable ac-
cesses have to be modified consequently. This alows us to formalize the optimization de-
scribed in [8], and based on a closure analysis resullt.

4.3 Copied environments

Another choice isto provide a constant access time [1][13]. In this case, the structure of the
environment must be a vector of closures. A code copying the environment (a O(length p)
operation) hasto beinserted in 44 in order to avoid links. This schemeis less prone to space
leaks since it allows to suppress useless variables during copies.



A Taxonomy of Functional Language Implementations 21

The macro-combinator Copy p produces code performing this copy according to p’'s
structure.

Copy (--.(0:Xy).--- %) = (dupl, o access,, o swapg) o ...
o (dupl, o access; o swap,,) o access, o push,, () o mkbind™?*

If we still see the structure of the environment as atree of closures, the effect of Copy p
is to prevent sharing to occur. Environments can thus be represented by vectors (Figure 9):
mkbind now adds a binding in a vector and access; becomes a constant time operation.

mkbind = A eAx.push (efnext]:=x) access = Ae.pushg (€fi])

whee  gnext]:=x adds the value x in the irempty cell of the vector e

Figure9 Combinators|nstantiation for Abstraction with Copied Environments (ac )

Theindex next designatesthefirst free cell in the vector. It can be statically computed as
the rank of the variable associated with the mkbind occurrence in the static environment p.
For example, in

A [AY-E] ((0.%2):X1).%0) = mkbind o e [E] (((0):%2).%1) %) Y)

we have next = rank y((((),%2).X1).Xo),y) = 4, and y is stored in the fourth cell of the environ-
ment. The maximum size of each vector could be statically calculated too. To simplify the
presentation, we |leave these administrative tasks implicit.

There are several abstractions according to the time of the copies. We present only the
rules differing from g4. A first solution (Figure 10) is to copy the environment just before
adding a new binding (as in [11]). From the first step we know that n-ary functions
(AgK;...AX,.E) are fully applied and cannot be shared: they need only one copy of the envi-
ronment. The overhead is placed on function entry and closure building remains a constant
time operation. This transformation produces environments which can be shared by severa
closures but only as a whole. So, there must be an indirection when accessing the environ-
ment.

act [AK...%o.E] p = Copy p o mkbind™*1o a1 [E] (...(9,X)-... %)

Figure1l0  Copy at Function Entry (acz Abstraction)

The environment p represents p restricted to variables occurring free in the subexpres-
sionE.

Example. 2c1 [AXyAXy.pushs E; 0 X;] p = Copy p o mkbind? o dupl, o

pushg (ac1 [E] ((p,%;),%))) o mKclos o swap, o access, o appclos
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The code builds a vector environment made of a specialized copy of the previous environ-
ment and two new bindings (mkbind?) ; the x, access is now coded by access;. O

A second solution (Figure 11) is to copy the environment when building and opening
closures (as in [13]). The copy at opening time is necessary in order to be able to add new
bindings in contiguous memory (the environment has to remain a vector). This transforma
tion produces environments which cannot be shared but may be accessed directly (they can
be packed with a code pointer to form a closure).

ac2 [pushg E] p = Copy p o pushy(Copy p o ac2 [E] p) o mkclos

Figurell  Copy at ClosureBuilding and Opening (4c2z Abstraction)

A refinement of thislast option isto copy the environment only when building closures
(asin[6]). In order to be able to add new bindings after closure opening, alocal environment
p, is needed. When aclosureis built, the concatenation of the two specialized environments
(Ps++p,) is copied. The code for variables has now to specify which environment is access-
ed. Although the transformation scheme remains similar, every rule must be redefined to
take into account the two environments.

A3 [Eq 0 Byl p P = dupl2, 0 43 [Eq]l p pg o swap2seo0 2e3 [Eo] P P
ac3 [pushg E] p pg = Copy2 (pe++p,) o pushy(pushe () 0 ac3 [E] () p++pg) o mkclos
ac3 [AX.E] p. pg = mkbind2 o ac3 [E] p, (Pg.X)
ac3 [%] (... ((PLX).Xi.1) - Xo) P = getlocal o access; o appclos
ae3 [%] PL (.- ((Pe:X) Xi.1) - -- %) = getglobal o access o appclos
with  dupl2, = A8.A&,.push, & o push, g o push, g o push, g
SWap2g. = AX.A8 A&y PUShg X o push, &, o push,
mkbind2 = A.8.A&.AX.push, g o pushg x o push, § o mkbind
getlocal = A8.Ag.push el getglobal = A.8.Ag;.push, &

Figure 12 Abstraction with Local Environments (ac3 Abstraction)

Local environments are not compatible with v» : ac3 [grabg E] would generate two
different versions of ac3 [E] since E may appear in a closure or may be applied. This code
duplication is obviously not redlistic.
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4.4 Comparison

Assuming each basic combinator can be implemented in constant time, the size of the ab-
stracted expressions gives an approximation of the overhead entailed by the encoding of the
[-reduction. It is easy to show that as entails a code expansion which is quadratic with re-
spect to the size of the source expression. More precisely

if size (E) = n then size (as (v [E] )) < nin,-n,+6n+6

with n, the number of A-abstractions and n, the number of variable occurrences (n=n,+n,) of
the source expression. This expression reaches a maximum with n,=(n-1)/2. This upper
bound can be approached with, for example, AX;...AX,.X; ... X;»- The product nyn, indicates
that the efficiency of s depends equally on the number of accesses (n,) and their length (n,).
For 2c1 we have

if size (E) = nthen size (ac1 (va [E])) < 6n,2- 6ny+7n+6

which makes clear that the efficiency of ac: is not dependent of accesses. The abstractions
have the same complexity order, nevertheless one may be more adapted than the other to in-
dividual source expressions. These complexities highlight the main difference between
shared environments that favors building, and copied environments that favors access. Let us
point out that these bounds are related to the quadratic growth implied by Turner’s abstrac-
tion algorithm [30]. Balancing expressions reduces this upper bound to O(nlogn) [17]. It is
very likely that this technique could also be applied to A-expressions to get a O(nlogn) com-
plexity for environment management.

The abstractions can be compared according to their memory usage too. 4.2 copies the
environment for every closure, where 2.1 may share a bigger copy. So, the code generated
by 4.2 consumes more memory and implies frequent garbage collections whereas the code
generated by 4.1 may create space leaks and needs special tricks to plug them (see [26] sec-
tion 4.2.6).

4.5 A family of abstractions

Starting from different properties (such as 45, [E] p = swap, o 45 [E] p for example) a col-
lection of abstractions can be derived form 44. These variations introduce different environ-
ment manipulation schemes avoiding stacks elements reordering (swap-less), environment
duplication (dupl-less), environment building (mkbind-less) or closure building (mkclos-
less). We present here six of them and specify which ones are suited for shared or copied en-
vironments. Further study would be necessary to define rules dealing with grab,, define
rulesin presence of copied environments, and compare or mix such variations. The transfor-
mations introduce indexed combinators (which are generalizations of previously used com-
binators) and use the notion of arity :

Definition 13 An expression E of typeo; — ... -~ 0,~ Ro issaid to have arity n.
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4.5.1 A swap-less abstraction

This variation suppresses the occurrences of swap,. in 24. Once pushed, the references to
environments stay at a fixed distance from the bottom of the stack until they are popped (the
references are no more swapped). It can be used with shared environments as well as with
copied ones. 4y s derived from the equation:

a9[[E] p =swap, o 45 [E] p hencesy [E] p = store, 0 44 [E] p (narity of E)

g5 Ng — €1V - Ny

295[[Eq o E5] p=dupl, 045, [E(] poags[E] P (narity of E; o E))
ags[push, E] p = push, (repl, o 25 [E] p) o mkclos (n arity of E)
295 [AX.E] p = mkbind , 0 44, [E] (p,X) (n arity of E)
Ags[x0 (.- ((PX).%.0)- - Xo) = take, jo appclos (n arity of x)

with  swap, = AX;...AX,. AL.push X, o0... opush,x; opush, e
store, = A& AX;...AX,.push, eopush, x, o0 ... o pushy x;
dupl, = A¥;...AX,.AL.push, eopushyx,o0... opushy X, opush, e
repl, = AeAX;...AX,.AL'.push, eopush, x,o ... opush, x;
mkbind , = AY.AX;.. . AX . AL.pushyy o push, eo mkbind o pushg X, 0... o pushy X,

take, ;= AXy...AX . AL.push, eopushs X, o.... o pushg x; o push, eo access

Figure 13  “Swap-less” Abstraction (45

The indexed combinators enjoy many properties allowing code transformations. Let us
present only two of them:

store,oswap,oE=E
swap, o (duplyo E; o swap, o E,) = dupl,, o swap, o E; o swap,,; 0 E,
So, the dual of a4, [E] p = swap, 0 45 [E] p isay [E] p = store, 0 a5, [E] p (first proper-

ty). The a4, abstraction and the others following variations, are correct by construction. To
illustrate how a4 is derived from 44, let us take the rule for compositions:

Ags[E1 0Byl p=swap, 0 45 [Ey 0Bl p (295 property)
= swap, o (duplgo 45 [E;] p oswap.o 45 [E] p) (unfolding)
=swap, o (duplgo 4y [E;] p oswap, o 45 [E] p) (swap, dupl,, definitions)
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=dupl,oswap o045 [E;] poswap,.; 045 [E)J p (swap,, dupl, properties)
=dupl,o0a5[E;] poswap,;045 [E)] p (folding (E; is O-ary))
=dupl,0a5.[E] poass[Edp (folding (E, is nt+1-ary))

4.5.2 A dupl-less abstraction

This variation suppresses the occurrences of dupl, in a4 [E; o E,] . Duplications are post-
poned until really needed (in closure building or opening). This can change the order of
magnitude of the depth of the environment stack needed to reduce an expression. For exam-

ple, if E=(...(X,0X,.1)..- 0X,) 0 X4, the depth of the environment stack will be n for .25 [E] p
and 1 for a54[E] p. 454 isderived from the equation:

474 [E] p = copy, 047 [E] p (dually: a5 [E] p =254 [E] popopy)  (narity of E)
Note that copy, is ageneralized dupl, (copy, = duply).
549 Ng - &V = N\,
54[E10E] p=a54[E;] poswap.oas4[E] p (narity of E; o Ey)
54 [pushs E] p = push (54 [E] p o pop;) o mkclosy (n arity of E)
94 [AX.E] p = mkbind o 454 [E] (p.X) o brkbind ; (n arity of E)
474 [X] (... ((P%):Xi-1) .- - Xo) = COpY, 0accessoappclos  (n arity of x;)
with  copy, = AleAX,...AX,.push, eo push, x, 0.... o pushg x; opush, e
pop, = AXq...AX,. AL.push, X, 0... opushy x;
mkclosy = AgeAX.push, eo push, eo push, x o mkclos
brkbind , = AX;...AX, AL push, eobrkbind opushyx,o... opush, x;

with the property  (pushy Xo push, E o mkbind) o brkbind = push, E

Figure 14 “Dupl-less” Abstraction (24 y)

This abstraction agorithm exploits the sequencing encoded in compositions. Instead of
saving and restoring the environment (asin 45 [E; 0 E;] ), it is passed to E; which may add
new bindings but has to remove them (as expressed by the nesting of mkbind and brkbind ;
in the 254 [AX.E] p rule) before passing the environment to E,. This transformation can be
used with shared or copied environments.

454 May be inefficient since the environment must be stored behind the context (copy,,)
before each closure evaluation. However with most compilation schemes, closures arity is
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never greater than 1 (they are only unevaluated basic values or unary functions). In this case,
copy, isabasic (constant time) operation.

4.5.3 A mkbind-less abstraction

This variation postpones the occurrences of mkbind in 4. So, the environments are unfold-
ed in the data stack. This avoids an indirection and provides a direct access to values. In the
following, m denotes the length of the environment p. 44, is derived from the equation:

44, [E] p = push, init o mkbind™o 44 [E] p (dudlly a4 [E] p = pscl,o 45, [E] p)
Ay N — €NV = N,
Agp [E; 0 E;]l p = duplsy 0 a5, [E]l p o swaps 0 45, [ES]l p
4y, [pushs E] p = pushg (pscly, 0 25, [E] p) o mkelos,
A7 [AXE] p = 47, [E] (PX)
Agp [X1 (.. (%) %.1) . %o) = flsh; ;o appclos
with  duplsy, ;= AXy.. . AKX AYo- - - AYmPUShg Y0 ... opushg yy o
pushg X, o ... o pushyX; o pushg y,0 ... opushyy,
SWapP$, ;= AXy. - AKXy AYo. - AYm-PUshg X, 0 ... o pushg x; o
pushyy,o... opushyy,
mkclos,, = Ax.push, () o mkbind™ o push, x o mkclos

pscl,= A (push,eoaccesg) o ... o (push, eoaccess)

fishi m = Ao-- - Ai-- - AYm-PUshy

Figure 15  “Mkbind-less” Abstraction ( 4g)

The bindless scheme and its variations (4.5.5 for example), are suited to copied environ-
ment schemes. Indeed, dupls; ,,, closure building (mkclos,)) and opening (pscl,,) necessarily
copy the environment.

With the previous definitions, the component e is only used temporary to fold and un-
fold the closure environments. It can be completely suppressed with the two alternative defi-
nitions:

mkclos,, = AXAYy. .- AYm-Pushg (pushy Y0 ... o pushy yyoX)
pscl,=1dg withld o E=1dg
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This transformation unfolds the environment in the data stack. With a more genera
property : a4, [E] p = move-etos, o push, () o mkbind™ o 44 [E] p, the environments are
unfolded in the environment stack, so that it becomes a closure stack [13] (move-etos, =

AYo- - - AYmPushy y,0... o pushyyy)

The environments can a so be unfolded in the data stack by merging the componentse and s.
This choice takes within the component instantiation step (see section 5.2).

4.5.4 A dupl-less, swap-less abstraction

This variation mixes the effects of the dupl-less and swap-less transformations. It can be
used with shared or copied environments. It is derived from 45 4 using the equation:

4545 [E] p n = swap, 0 274 [E] p = swap, o copy, o 47 [E] p = dupl, 0 47 [E] p
(dudlly a4 [E] p = store, 0 444 [E] p o pop,) with n is the arity of E
Actually, the equation used for the derivation is the more general:
945 [E] p k=dupl, 04 [E] p with k the arity of E
Aggs: N - €NV - int » A
Ag4s[E1 0 Bl p k=254 [Eqll p ko aggs [ES] p (k+1)
45 4s[Push E] p k = pushg (store, 0 254 [E] p nopop;) omkcelosy,  (narity of E)
945 [AX.E] p k=mkbind 0 254 [E] (p,X) (k—1) o brkbind , 4 (n arity of E)
A5 45 [X1 (.. ((P%).%.1). . Xo) k= take;, jo appclos (narity of x)
with mkclosg; = AXAXo. .. AX.AL.push, eopushy xpo...

o push, X, 0 pushy X o push, eo mkclos

Figure 16 “Dupl-less, Swap-less” Abstraction4y 4o

As explained in 4.5.2, with most compilation schemes, closures arity is never greater
than 1. In these cases, the combinator store, in 45 4, Which inserts an element in a stack, isa
constant time operation (store;).

In much the same way, a swap-less bind-less abstraction and a dupl-less mkbind-less
abstraction can be defined.

4.5.5 A dupl-less, swap-less, mkbind-less abstraction

This variation mixes the effects of 444 and 44, The environments are unfolded in the stack
at afixed place (from the bottom of the stack) where they grow and shrink according to the
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bindings scope. As previously said, the mkbind-less abstractions are not well suited for
shared environments. In the following, m denotes the length of the environment p. 444, IS
derived from the equation:

47 44 [El p k = dupls, o push, () o mkbind ™o a4 [E] p with k the arity of E
(dually a4 [E] p = pscl,ostores, o 4544, [E] p o flushs, with p is the arity of [

g Ns » €NV - int - A

Ag asp [Eq 0 Eall P K= 4544 [E4ll p Ko 54 [Eoll p (k+1)

Ag 4 [PUSh E] p k= pushy(pscl, o stores, o 47 44, [E] p o flushs, ) o mkelos, ,

(p arity of E)

274 [NKE] P K= St0r€S,1m1 0 A7 [E] (PX) (k=1) oflushsyy 4

g asp [X1 (- ((PX)).X.1) - Xo) K = stores, o dupls,m.i; o appclos (narity of x)
with  stores, ;= AYo. - AYm-AXy.--AKn.PUShs Y0 ... o pushg Yy o pushy X, o ... o pushy X

flushs, [, = AX;... AKX AYo. - AYm-PUshs X, 0 ... o pushy X

Figure 17 “Dupl-less, Swap-less, Bind-less” Abstractiomy 4q,)

4.5.6 A mkclos-less abstraction

This variation suppresses the occurrences of mkclos in g4. Closures are not allocated any-
more. Both the code and the environment references are manipulated on stacks until they are
bound in an environment (asin TIM [11]). The macro combinator rmvmkclos,, transforms
the environment structure from alist of closuresto alist of unfolded closures(i.e. alist of al-
ternating codes and environments) whereas addmkclos, does the inverse operation. 45 ,,is
derived from the equation:

49 [E] p = addmkclos, o 44 [E] p o brkclos with n=lengthp
(dualy a4 [E] p = rmvmkclos,, o 47 44, [EI p 0 mkclos)

AmNs - €NV - Ny

A9 m[E10Ey] p =dupl.oag, [Eil p oswapcloso a5, [ES] p

Agm [pushs E] p = push (a7, [E] p)

29 m [AX.E] p = mkbind o mkbind .0 45 [E] (p,X)

g %1 (... (%) Xi.1) --- %) = dupl, 0 access o stoeo swap,, o access, ; o app
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with  push, eo push, x o mkclos o brkclos = push, eo push x
etos=Aepush;e stoe= Ax.push, x
swapclos= Acx.AceAepush, ceopush, cxopush, e
mkbind . = Age.AX.pushg X o push, e o mkbind
rmvmkclos,, = Ae.(push, eoaccesgo brkclos oetog o ...
o (push, eoaccesso brkclos o etog o push, () o mkbind 2"
addmkclos, = Ae.(push, eo accesgo push, eo accesgo stoeo mkclos) o ...
o (push, eo accessg, o push, eo accesg,,, o Stoeo mkclos)

o push, () o mkbind "

Figure 18  “Mkclos-less” Abstraction (g,

Although this abstraction manipulates more data and needs deeper stacks and longer en-
vironments than the previous ones, it suppresses one indirection level of closure manipula-
tion. Instantiated with a copy scheme, 45, has a bigger memory allocation granularity than
the others abstractions. However, it duplicates “closures’ (the code and environment refer-
ences). This can cause trouble to implement the update operation of lazy languages (e.g. see
TIM [26]).

In order to compare these different options it would be imperative to determine the cost
of each indexed combinator (constant or linear). The following indexed combinators (Figure
19) have a constant time implementation (assuming a stack machine). It may be useful to ex-
press all the previous indexed combinators in terms of these ones. However, the complexity
may also depend whether the components are merged or kept separate (see 5.2).

read, = ;... A, .AAy.push y o push X, 0 ... opush x; opush y
write , = AY.AX;...AX,.push yopush X, 0... opush x;
flush, o0 E = AX;... A %,.E withi =esk

Figure 19 O(1) Indexed Combinators
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5 Compilation To Machine Code

In this section, we make explicit control transfers and propose combinator definitions. After
these steps the functional expressions can be seen as realistic machine code.

5.1 Control transfers

A conventional machine executes linear code where each instruction is basic. We have to
make explicit calls and returns. In our framework reducing expressions of the form appclos
o E involves evaluating a closure and returning to E. There are two solutions to save the re-
turn address.

We model the first one with atransformation s on A -expressions. It saves the code fol-
lowing the function call using push,, and returns to it with rts; (= Axx.A,f.push; xofand i =
s,8 when the function ends (asin [13][19][20]). Intuitively these combinators can be seen as
implementing a control stack. Compared to A, A-expressions do not have x o E code se-
quences.

s = Ny withi=s,e

S[Epo Ep]l = pushy (s [ES]) o s [Eq]

s [push; E] = push; (s [E]) orts with rts; = A,xAk.push; X o k
sIMXED = Axs [E]

SIXI =x

SIEL BT = (s[Edl. s[EA) s[01=0

Figure 20 General Compilation of Control Transfers ()
The correctness s of is stated by Property 14.
Property 14 DE O AS closed, N a normal formE 11 N O s[E] T s[NI
An optimized version of s for 445 can easily be derived. For example:
s [dupl, o E; 0 swap.0 E;]
=5 [Agepush, eo (push, eo E;) o Ax.Aepushgxopush,eoE,] (dupl,, swapg)
= Ae.push, eo push, (AxAepushgxopushgeos[E,])opush,eo s [E;] ()
= Apush, eo push, eo push, (AX.A.push,Xopush,eo s [E]) o

AMkAgepushy kopush,eo s [E] (BY).(Be)
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= duplg o push, (swapg o s [E,]) oswap,. o5 [E4] (duply,... def.)
We finally get:

KAV AV

s [dupl, 0 E; o swapg, o E;] = dupl,opush, (swapg, o s [E,]) o swap,. 0 s [E;]

S [pushg E o mkclos] = pushg s [E] o mkcloso rtsg

s [mkbind o E] = mkbind o s [E]

s[Eoappclos] = push, (appclos) o swap,, o .s [E]

s [access] = access ortsg

Figure21  Compilation of Control Transfers(s)

The A, expressions have no more appclos o E code sequences. The combinator swap,,
= A XAgL.pushy X o push, eisnecessary in order to mix the new component k with the other
ones. The resulting code can be simplified to avoid usel ess sequence breaks with the follow-
ingrule:

pushy E; o pushg E; orts;= push  E; 0 E;

To get areal machine code afurther step would be to introduce labels to name sequenc-
es of code (such as E in push, E).

An alternative to s isto use atransformation s¢ between the control and the abstraction
phases. It transforms the expression into continuation passing style. The continuation en-
codes return addresses and will be abstracted in the environment as an ordinary variable.
This solution, known as stackless, is chosen in the New Jersey SML compiler [1]. It prevents
the use of a control stack but relies heavily on the garbage collector. Appel claimsthat it is
simple, not inefficient and well suited to implement callcc.

SN —» N

SI[E; 0 E;] =Akpushg (push ko s [E,] ) osi[E,]
st [push  E] =Akpush(sc[E]) ok

SIIAX.E] =AkAXpushgKo s [E]

S =x

stlapp] = st [AxX] = AkAxpushgkox = app,

Figure22 CPS-like Compilation of Control (s7)
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The “top level” expression must be called with an initia identity continuation (1dg =
AX.pushg X). The following optimization removes unnecessary manipulations of the contin-
uation k :

pushg E; o (AKkpushgE, 0 k) = push E, o E;
The correctness of 1 is stated by Property 15.

Property 15 OE O A2 closed, N a normal form, B NO push Ko st[E] T pushgKo
SCINT

5.2 Separatevs. merged components

The pairs of combinators (A, pushy), (A, pushy), and (A,, push,) do not have definitions yet.
Each pair can be seen as encoding a component of an underlying abstract machine and their
definitions specify the state transitions. We can now choose to keep the components separate
or merge (some of) them. Both options share the same definition of composition:

0= AXyzx (y 2.

Keeping the components separate brings new properties, allowing code motion and sim-
plifications. The sequencing of two combinators on different components is commutative
and administrative combinators such as swap,, are useless. Possible definitions (c, s,e being
fresh variables) follow

AXX =ACA(SX).XCS push N =AcAs.c (s,N
AXX =ACAsSA(ex).Xcse push,N = Ac.AsAec s(eN)
AXX = Ac.AsheA(kx).X csek push, N =Ac.AsAeAk.c s ek,N)

Then, the reduction of our expressions can be seen as state transitions of an abstract ma-
chine eg.:

push, NCSEK- C(SNEK
push,N C S E K- C S(E,N) K
push, NC SE K- C S EK,N)

A second option is to merge all components. Here, administrative combinators remain
necessary. The underlying abstract machine has only two components (the code and a data-
environment-control stack).

AXX = AXX =AXX =ACA(zX).X C z
push, N=push,N=push, N=AcAzc(z,N ad push,NCZ- C(ZN

As previously claimed, the transformations can be compared on code size expansion as-
suming that combinators have a constant time operation. These comparisons must take into
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account the components instantiation step which can change the size of combinators. For ex-
ample swapg, becomes useless (of null size) when the component s and the component e are
not merged together. In the same way, copy,, has aO(n) cost when s and e are merged togeth-
er and a O(1) cost when they are kept separate.



34 Rémi Douence and Pascal Fradet

6 Extensions

We describe here several extensions needed in order to handle realistic languages and to de-
scribe awider class of implementations.

6.1 Constants, primitive operators & data structures

We have only considered pure A-expressions because most fundamental choices can be de-
scribed for this ssmple language. Realistic implementations also deal with constants, primi-
tive operators and data structures. Concerning basic constants, a question is whether base-
typed results are of the form pushg n or another component is introduced (e.g. pushy, Ap).
Both options can be chosen. The latter has the advantage of marking a difference between
pointers and values which can be exploited by the garbage collector. But in this case, typein-
formation must also be available to transform variables and A-abstractions correctly. The
conditional, the fix-point operator, and primitive operators acting on basic values are intro-
duced in our language in a straightforward way. As far as data structures are concerned we
can again choose to treat them as closures or separately. A more interesting choice is wheth-
er we represent them using tags or higher-order functions [11].

v[rec f(AX.E)] =pushg(recf Ax.v[E]))
v [if E; then E, else Eg] = v [E,] o cond (v [E,] , v [Esl)
v[n] =pushgn
V[E;+E)] =v[EJ] ov[E] oplus
v[consk; E;] =v[E,] o v[E,] oconsg
v[head = head,
with  pushgn, o pushgn, o plus,0 pushgn;+n,
cons;= Ah.At.pushg(tag,h,t)
head, = A(tag,h,t).pushs h

Figure23 An Extension with Constants, Primitive Operatorsand Lists

Figure 23 describes a possible extension using the data stack to store constants and
tagged cells of lists.

6.2 Call-by-name & mixed evaluation strategies

Many of the choices discussed before remain valid for call-by-name implementations. Only
the compilation of the computation rule has to be described. Figure 24 presents two possible
transformations. The first one considers A-abstractions as values and evaluates the function
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before applying it to the unevaluated argument. The second one (used by the TIM and Kriv-
ine machine) directly applies the function to the argument. In this scheme functions are not
considered as results.

L A /\S
A [X] =x
A [AXE] = pushs Ax.2@ [E])

Aa [E; E)] =pushg(na [El)o e [E,] oapp

A i N = N
A [X] =X

A [AXE] =AXam [E]

A [Ey Eo]l = pushy(agn [E) 0 26n [E4]

Figure 24 Two Transformationsfor Call-by-Name (A\@ & Agn)

The transformation ag» is simpler and avoids some overhead of az. On the other hand,
making a¢» lazy is problematic: it needs marks to be able to update closures [11][8][28].
Thisis exactly the same problem as with v ; without marks we cannot know if a function
represents a result or has to be applied. In the first case, a call-by-value implementation has
toreturn it (v ) whereas a call-by-need implementation has to update a closure (A ).

Strictness analysis can be taken into account in order to produce mixed evaluation strat-
egies. In fact, the most interesting optimization brought by strictness information is not the
change of the evaluation order but avoiding thunks using unboxing [5]. If we assume that a
strictness analysis has annotated the code by E; E, if E; denotes a strict function and x if the
variable is defined by a strict A-abstraction then 4z can be extended as follows

Aa [X] =pushgx A [E1 Bl =26 [E] oaw [Eqll oapp

Underlined variables are known to be already evaluated; they are represented as un-
boxed values. For example, without any strictness information, the expression (Ax.x+1) 2 is
compiled into pushg (pushg 2) o (AX.X o pushg 1 o plusy). The code push 2 will be repre-
sented as a closure and evaluated by the call x; it is the boxed representation of 2. With strict-
ness annotations we have push, 2 o (AX.pushg x o push 1 o plus,) and the evaluation is the
same as with call-by-value (no closure is built). Actually, more general forms of unboxing
and optimizations (asin [27]) could be expressed as well.
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6.3 Call-by-need and graph reduction

Call by need brings yet other options. The update mechanism can be implemented by self-
updatable closures (asin [25]), by modifying the continuation (asin [13]). Updating is also
central in implementations based on graph reduction. Expressing redex sharing and updating
is notorioudly difficult. In our framework, a straightforward ideais to add a store component
aong with new combinators. Each expression takes and returns the store; the sequencing en-
sures that the store is single-threaded. We suspect that adding store and updates in our
framework will complicate correctness proofs. On the other hand, this can be done at a very
late stage (e.g. after the compilation of call-by-name and -reduction). All the transforma
tions, correctness proofs, optimizations previously described would remain valid. The com-
plications involved by updating would be confined in asingle step. We are currently working
on thisissue.
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7 Classical Functional Implementations

Descriptions of functional compilers often hide their fundamental structure behind imple-
mentation tricks and optimizations. Figure 25 states the main design choices structuring sev-
eral classical implementations. There are cosmetic differences between our descriptions and
the real implementations. Also, some extensions and optimizations are not described here.

Let us state precisely the differences for the categorical abstract machine. Let cam = as
- va, by simplifying this composition of transformations we get:

cam [x] p =fst'osnd
cam [AXE] p = pushg(bind o (cam [E] (p,X))) o mkclos
cam [E; E;] p=duplyo(cam [E;] p) o swapg o (can [E;] p) o appclos

The fst, snd, dupl, and swapg, combinators match with CAM’s Fst, Snd, Push and
Swap. The sequence pushg (E) o mkclos is equivalent to CAM’s Cur (E). The only differ-
ence comes from the place of bind (at the beginning of each closure in our case). Shifting
this combinator to the place where the closures are evaluated (i.e. merging it with appclos),
we get A((X,€).push, eo bind o x, which is exactly CAM’s sequence Cons; App.

The strict Krivine abstract machine (sxas ) compiles control using the push-enter mod-
e ([20] pp. 27). This simple machine has served as the basis of the Zinc abstract machine
([20]). Starting from sxam =5+ 4s - Vin, We get:

sxanm [x] p = grab, (fst' o snd o appclos)

sxam [AX.E] p=grab, (bind o sxam [E] (p.X))

sxan  [E; Ej] p = duplg o pushy (swapg o sxant [E;]l p) o swapg,

o pushg € o swapg, o sxam [E] p
with  pushg € o push, eograb, F O push, eo pushg F o mkcloso rtsg
and E:Ro Eopush.,eograb,FO Eopush,eoF
The sequence dupl o push, (swapg, o E,) o sSwapg, o push, € o swapg, o E; isequivalent

tothesxan sequence ReduceE, ; E; which usesthe same stack to store the copy (dupl,) of
the environment, the return code E, and the mark. The main difference comes from the
sxkan instruction Grab which is a merge of bind with a recursive version of grab, (see

3.2.2). So, the sxan code is Grab ; E rather than grab, (bind o E) and Access(i) (= fst' o
snd o appclos) rather than grab, (fst' o snd o appclos).
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Compiler Transformations Components

SECD Va 1d As K s(e=k)
cam Va 1d s 1d s=e
SKAM V. 14 As K s=se=k
SML -2 Vag St (Ac3+4s) 14 S€ (reg isters)

7434 ¢ (cbv) Va 1d 24y S (s=e)k
7234 ¢ (cbn) Na 1d A4y S (s=e)k
T (cbn) Ain d Acl I se

Figure25 Several Classical Compilation Schemes

Let us quickly review the other differences between Figure 25 and real implementa
tions. The SECD machine [19] saves environments a bit later than in our scheme. Further-
more, the control stack and the environment stack are gathered in a component called dump.
The data stack isalso (uselessly) saved in the dump. Actually, our replicais closer to the ide-
alized version derived in [14]. The SML-NJ compiler [1] uses only the heap which is repre-
sented in our framework by a unique environment e. It also includes registers and many
optimizations not described here. The TABAC compiler is a by-product of our work in [13]
and has greatly inspired this study. It implements strict or non-strict languages by program
transformations. The environments are unfolded in the environment/data stack with a mk-
bind-less, dupl-less, swap-less (see 4.5.5) version of acz. The call-by-name TIM [11] un-
folds closures in the environment as mentioned in 4.5.6. The environment copying included
in the transformation 4c1 have the same effect as the preliminary lambda-lifting phase of
TIM.
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8 TowardsHybrid Implementations

The study of the different options proved that there is no universal best choice. It is natural to
strive to get the best of each world. Our framework makes intricate hybridizations and relat-
ed correctness proofs possible. We first describe how vz and v could be mixed and then
how to mix shared and copied environments. In both cases, mixing is a compile time choice
and we suppose that a static analysis has produced an annotated code indicating the chosen
mode for each subexpression.

8.1 Mixing different control schemes

The annotations are of the form of types T::=a|m| T, o T, with a (resp. m) for apply (re-
sp. marks) mode. Intuitively afunction E: a S (3 takes an argument which isto be evaluated
in the a-mode whereas the body is evaluated in the 8-mode. This style of annotation imposes
that each variable is evaluated in afixed mode.

iy [X] =Xq X
ati [AXE® > Pl = X5 Aot [E])
i [E 26 E, ] =Y, 0w [E;] oadixv [Ej] 0Zs
with X, = push, Y,=Id Zy=app

X = grabg Y = pushg e Z.~1d

Figure26 Hybrid Compilation of Right to Left Call-by-Value

We suppose, asin 3.2, that it is possible to distinguish the specia closure € from the
others. The values produced by each mode are of the same form and no coercion is neces-
sary. afixv (Figure 26) just adds pushg € before the evaluation of an argument in mode mand
app after the evaluation of a function in mode a. Results are returned using pushg or grabg
according to their associated mode.

8.2 Mixing different abstraction schemes

One solution uses coercion functions which fit the environment into the chosen structure
(vector or linked list). The compilation can then switch from one world to another. In partic-
ular, switching from as to 4.1 createsakind of strict display (by comparison to the lazy dis-

play of [23]).
as [E] p=List2Vect po act [E] p
Another solution uses environments mixing lists and vectors (asin [29]).

atixa [AXE®Y] p=Mixp8omkbind” o aixa [E] (6 0 x)
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atiza [x] (...(0.):-...Po) = access, o Mixa [x] p; with x in p;
ixa [x] [p:pi:...:po] = access’; o atixa [x] p; with x in p;
aiza [x] (...(p.X),....Xo) = access; o appclos
ixa [x] [p:X:...:%g] = access’, o appclos

with access, is theaccess, version whih access a list

and access'; is theaccess version whit access a vector

Figure27 Hybrid Abstraction (extract)

Each A-abstraction is annotated by a new mixed environment structure 6 and O (O
{v1}) which indicates how to bind the current value (as a vector “v’ or asalink “I"). Mixed
structures are built by mkbind", mkbind' and the macro-combinator Mix which copies and
restructures the environment p according to the annotation 6 (Figure 27). Pathsto values are
now expressed by sequences of acces's'i and access';. The abstraction a gorithm distinguishes
vectors from lists in the compile time environment using constructors “:” and “,".
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9 Conclusion

We have presented a framework to describe, prove and compare functional implementation
techniques and optimizations (see Figure 3in 2.6 for asummary). Our first intermediate lan-
guage A\ bears strong similarities with CPS-expressions. Indeed, if we take combinator def-
initions (DEF1) (section 2.6) we naturaly get Fischer's CPS transformation [12] from v/
(section 3.1). On the other hand, our combinators are not fully defined ; they just have to re-
spect a few properties. We see A\, as a powerful and more abstract framework than CPS to
express different reduction strategies. As pointed out by Hatcliff & Danvy [15], Moggi's
computational metalanguage [24] is also a more abstract alternative language to CPS. Aris-
ing from different roots, A is surprisingly close to Moggi’s. In particular, we may interpret
the monadic constructs [E] as pushg E and (let x 0 E; in E,) as E; o AX.E, and get back the
monadic laws (let.3), (let.n) and (ass) [24]. On the other hand, we disallow unrestricted ap-
plications and A-expressions are more general than merely combinations of [ ] and let’s.

Related work also includes the derivation of abstract machines from denotational [31]
or operational semantics[14] [28]. They aim at providing a methodology to formally derive
implementations for a (potentially large) class of programming languages. A few works ex-
plore the relationship between two abstract machines such as TIM and the G-Machine
[4][26] and CMCM and TIM [22]. The god is to show the equivalence between seemingly
very different implementations. Also, let us mention Asperti [2] who provides a categorical
understanding of the Krivine machine and an extended CAM.

Our approach focuses on the description and comparison of fundamental options. The
use of program transformations appeared to be suited to model precisely and completely the
compilation process. Many standard optimizations (decurryfication, unboxing, hoisting,
peephole optimizations) can be expressed as program transformations as well. This unified
framework simplifies correctness proofs and makes it possible to reason about the efficiency
of the produced code as well as about the complexity of transformations themselves. Our
mid-term goal is to provide a genera taxonomy of known implementations of functional
languages. The last tricky task standing in the way is the expression of destructive updates.
Thisis crucia in order to completely describe call-by-need and graph reduction machines.
We hinted in section 6.3 how it could be done and we are currently investigating this issue.
Still, as suggested in section , many options and optimizations (more than we were able to
describe in this paper) are naturally expressed in our framework. Nothing should prevent us
from completing our study of call-by-value and call-by-name implementations.
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Annex

A Proofs of Pioperty 2, Property 3, Property 4 and Property 5 (8 2.3)

Property 2. Itis clearly sufficient to show the property for one reduction step. The proof for
theinductiverulessuchasE 0 NO EoF O NoF isobvious. Theinteresting ruleisthe -
reduction and the proof boilsdowntotheproof of ' F F:candl O{xic} FE: 10 T |
E [F/X] : T. Thisis shown by structural induction.

e E=x then o=tandXx[FIX{=Fsol - FoO T | E[F/X|(EF):1(=0)
e XUE (leeE=sy# xorE=AxE)thenl O{xo} }F E:10O T | E[F/X] (EE):1
o E=AzE (z#X) then

Fro{xo} bk AZE :1(E1-4y) =« TO{xo} O{zt} }FE:1,

sncez#x, I O {z1} O {x0o} | E' : 1,and since the definition of
substitution enforces z not to occur freein F (by variable renaming or
convention) ' - F:o O I O{z14} | F: 0. So, by induction hypothe-
sis, T O{zty} | E'[F/X] : 1, whichimpliesT | AzE’ [F/X] : T; - T

b EEEloEzthen

MNo{xo} }F EoE,:t0 Id{xo} } E:Ryyandl O{xoc} } E;
T, .Using I | F: o and theinduction hypothesiswe get I' O { x:0}
F Ej[F/X: Rtyyand T O {x0} | E[F/X: 1;-gas0l O{xa} | (E;o
E,) [F/IX: T

* E=pushsE’ then
o{xo} | pushyE= 1(=Rty) O I O{xo} F E: 1,0 I O{x0o} |
E’[F/X]: T, (by induction hypothesis) O I O {x:0} } pushs E'[F/X]:
Rt (E1) O
Property 3. Structural induction. We have to show that an expression E; *%0 E,° ~5T is re-
ducible. If E; = push, E then either E, =AX.F (and E; o E,isaredex) or E,=E’, 0 E", and
by hypothesis E, has aredex (thus E; o E, isreducible). Otherwise E; = E’; o E” ; and by hy-
pothesis E; has aredex (thus E; o E, isreducible). O

Property 4. If E:Rt has anormal form N then E 11 N. By Property 2, N:Rt and by Property
3 (Nisnot reducible) N= push, V, so E 17 push, V. Same thing with E:0 - 1 O

Property 5. Induction on the reduction tree. Evident if E is canonical (by theimplicit rule N
O N). If E= E; o E,, sinceal reduction strategies are normalizing :

EQONeE, OpushVandE, T AxFandF[V/{ T N

or E; I N;andE, T Nyand (N; # push,Vor Ny # AXF) (i.e. N=N; oN,)
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< E 0 pushyVand E, O Ax.Fand F[V/X] O N
or E;0 N;andE, O N, (N; #push,Vor N, # Ax.F) (by induction hypothesis)
- EON
In the typed case, the closed expression E = E; o E,, E; (resp. E,) reduces to push, V (resp.

AX.F) (Property 4), so thefirst inference rule of the natural semanticsis sufficient. O

B Proofs of Laws (§ 2.4)

Laws are valid in their generality only within the corresponding of a classical consistent ex-
tension of the A-calculus (identification of unsolvable terms and w-rule):

(Q9 If Mand N do not have a (weak) normal formthen M = N
(wy Letl O{zc} kM, N:1if 0Z:0 closed M[Z/Z] = N[Z/Z] thenM =N

Intuitively, the motivation behind this extension is that our only concern is that two equal
terms behave the same during the reduction. That is, we accept to replace an expression by
another as long as they are equal after their free variables are instantiated or to replace a
looping expression by another looping expression.

Law (L2) If E; does not have anormal form then both expressions E; o (AX.E, o E3) and
E, 0 E; o (AX.E3) will not have normal forms. They can be seen as equal (QJ).Otherwise,
let z,,..., z, thefree variables of E; o (AX.E, 0 E3) then 0Z,,..., Z, closed

(E; 0 AXE, 0 EQ))Zy,..., Z//7,..., 2]

=ElZ,,....Z/z7,.... 2] o AXE, [Zy,.... Z/7,,..., Z) 0 Eg[Z,,..., Z /7,..., Z)])

EilZ,,..., Z/z,..., z)] isclosed. By Property 4, there exists N such that E;[Z,,...,Z,/z,..., z]
=pushyN so

=pushyNo AXE, [Z,,..., Z/z7,,..., 2] 0 E4j[Z,,..., Z/7,,..., Z])

=EJZy 22 2] 0Es[Zys s Zf2a,., Z][NIX] (B and xisnot freein E,
=EJZ;,.... Z/Z..... 2] o push,No AXES[Z,..... Z/z..... 7)) N
= (Ey0 B, 0 AXE) [Zy.... Z/2s,-.., 7]

S0 (E; 0 AXE, 0 Ey)) = (E, 0 E; 0 (AX.Ey) (02

e Law (L3 Similar. O
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C Proof of Property 6 and Property 7

Property 6. Induction on the reduction tree. We have to prove that if condition (C1) is veri-
fied then Property 6 holds. Since E istyped either E is anormal form and the property holds
trivially either E= E;0 E,and E; [ pushgVand E, O Ax.F and F[V/{ [ N. By induc-
tion hypothesisE; X; ... X, 5 pushyV X ... X, E5 X ... X% AXF X; ... X, and F[V/
XIX; ... Xy N X ... X, Thus, using condition (C1), E;0 E; X, ... X% F[VIX{ X; ... X,
“ ONX ... X, O

Property 7. We need the following lemma, whose proof is analogous to Lemma 17 (see be-
low) for A,

Lemma16 [E[F/X]] 1= [E] *[[F] 1/x]
We have to check Property 7 for each case of the definition of equality in A, that is
* (pushgF) o (AX.E) = E[F/X]
[(pushsF) o AxE)] = (Ax. [E] ) [F1 * =5 [E] [ [F] */x]=[E[F/M] * (Lemma16)
o AX(pushgxoE)=E if x does not occur ée in E

[Ax.(pushsx 0 E)] 1=\ [E] *¥) =, E  (xdoes not occur freein E implies x does
not occur freein [E] ).

« E,=F0 E,0E,=FoF,

[E,oEl = [EQYIE]™Y byinduction hypothesisE,=F O [E,] *=[F] *thus

[E] * [E] *=[Ea] * [F] =[FoE] "

o samethingforE; =F0O E,oE;=E;oF E=F O pushE=push,Fand E=F O AXE
=AX.F. O
D Generic Substitution Lemma

Thislemmais useful for several proofs. A context X[] is said to be closed if for all expres-
sions E, F and variable x, X[E] [F/X] = X[E [F/X]] (i.e. aclosed context does not introduce
free variables nor does it bind free variables).

Lemmal7 LetX [],Y [], Z [][] be closed conits andr a transformation sutthat
T4 =X[X TIME] =Y [xr[E]]  TIEE] =Z[7 [E]][7 [E]]
then for all E and F sucthatr [F] =X[F'] 7 [E[F/X] =7 [E] [F/X

Proof. By structural induction.

o E=sx 7[XFX] =7[F] =X[F]1=XXF/X]=X[XDIF/X] =7 X [F/¥



A Taxonomy of Functional Language Implementations 47

since X closed
 XOE 7[E[F/X] =7 [El=7[E]J[F/X] since7doesnotintroduce free variables
« E=AzE (z£Xx) 7 [AzE)[FX] =7 [Az(E[FX)] =Y [Azr[E[F/X]]
=Y [Az7[E'] [F /X)) by induction hypothesis
=Y [Az7[ET] [F'/X sinceY closed
=7 [AzE'] [F'/X]
- E=EFE, 7 [(E, E)IFIX] =7 [(E, [F/X]) (E, [FIX)]

=Z [7 [& [FK]] [T [E, [FA]]

Z[7[E] [FKI[7[E] [F/M] by induction hypothesis

Z [7 [E ] [7 [ED] [F /X since Z closed
=7 [E EJ] [F/X d

In particular, the transformations 74, 74, and v verify the conditions of the lemma. So, we
have

vagy [EIFAD = vagy [E] [FX i vag, [F] = pushyF’

vm [E[F/IX]] = vm [E] [F'/X] if vm [F] =grab F

E Proof of Property 8

We prove the stronger property let E an expression with free variables {x; ... x.} such that
{x:04,... X 0.} FE:0 then {x;:ay,... X,;0,.} 2 [E] : Ro.

Proof. By structural induction.

e E=x  {Xg0y,...%:0.} FEq; then {x:04,....%: 0.} | pushyx (= va [x]) : Ra;

o E=AzE {x;04,...X:0,) FEO - tthatis{x;:a,,... X0, }0{zc} |} E':T.

By induction hypothesis, {x,:0;,... X,;:0.} 0 {z0} | v« [E']: Rt

and {X:0,... X0} F AZVa[E']: 0 - RT (=0 - 1)

hence {x:0,.... %0} F pushyAzva [E']) (£ va [AZE]):R(0 - )
« E=EE, {X¢04,... X0} FE;:0 - Tand {x;:0y,... X;:a,} FE;:O

By induction hypothesis,
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{x;ay,... 0.} F va[El: R(o0 - 9 and {x;:04,... X0} F v [E)]: Ro
and Fapp: (0 > 1)-s(0 - 1)  thus{x;:0y,... X;0.} F va[E] oapp:0 - T
and {X,:04,... X;:0.} F 72 [E,] ova[E,] oapp:RT O

F Proof of Property 9
We first need the following lemma
Lemma 18 [JE closed] A va [E] O X O [N OA sud thatva [N] = X

Proof. If E=Ax.F then N=E. If E=SE, E, then va [E] = va [E,] o va [E;] oapp. By Prop-
erty 8 and Property 4 v [E] O pushg X so there must be aderivation 7= [E,] O pushg V',
va [Eq] O pushg (AX.F") and F'[V'/x] O pushg X. By induction hypothesis, there are V
such that . [V] = pushg V'and Z such that va [Z] = pushdAX.F") (i.e. Z = Ax.F with va
[FI1=F).SoF [V'IX] = va [F] [V'IXI= va [F[VIX]] (Lemmal7) and from va [F[V/X]] O
pushg X we deduce by induction hypothesisthat thereis N such that vz [N] = pushg X. O

Call-by-value reduction is described by the following natural semantics (with V and N nor-
mal forms):

E; w AXF E,
ooooood
El

The proof of Property 9 is on the shape of the reduction trees.

Axioms.

(O) If Eisnotreducibleit is of the form Ax.F (E is closed) and va [AX.F] = pushg (AX.Va
[F1) whichisnot reducible.

(O) If wa [E] isnot reducible then E is of the form Ax.F. Indeed, since E is closed, the
only aternative would be E= (Ax.F) E; ... E, but then vz [E] would be reducible (there
would be the redex pushg (AX.va [F] ) o app). So E isnot reducible.

Induction.

(O) Eisreducible thatis,E=E, E, E; w AXF, E, & Vand F[V/X] & N. By induc-
tion hypothesis, we have va [E;] O va [AX.F], 72 [E;] O va [V] and va [F[VIX]] O
va [N]. Since Visclosed va [V] =push V' and, by Lemmal?, va [F][V'/X] = .
[FIVIX 1, wehave va [E,] O push V', va [E;] oapp O Ax.va [F] and va [F][V'AK
O va [N] therefore, va [E; E)] = va [E,] o va [E;] capp O va [N].

(O) wa [E] isreducible, thatis, E=E; E;and va [E] O N'. Since va [E] iswell-typed
(Property 8), the reduction tree must be of theform va [E,] O push V', va [E] O pushg
(AXF)and F'[V'/4 0O N. By Lemma 18 we know that thereis Vsuchthat v [V] = pushg
V', Zsuchthat va [Z] = pushg (AX.F), (i.e. Z= Ax.Fwith 2. [F] =F') and N such that va
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[N] = N'.So, by induction hypothesis, E; «» AX.F, E, & V. By Lemma 17, va [F] [V'/
X] = va [F[V/IX]] and, by induction hypothesis, F[V/X] o N, thusE . N. O

G Proof of Property 10

A technical problem with grab, is that it is not well-typed: it returns a result or applies a
function depending on marks. However, expressions are composed in avery regular way and
it is not complicated to extend the type system to accept this style of expressions (this exten-
sion can be used to detect result expressions as needed by law (L7)).

l-E:o N-E,:Go N-E:Ro TFE:GO -.T)
ooooooo o0O0ooono oooO0oooooooooo
| grab E: Go Ik pushgeoE,: Ro NkEoEy:T

The proof of the property could be done in the same way as for Property 9. We would have
to show that the needed properties and lemmas holds with the new type system. Here, we ex-
hibit an alternative proof very close to the previous one but not relying on types. Like the
correctness proof of va, the proof relies on the fact that normal formsof v [[E] are canon-
ical and of the form 4= [N] (corresponding of Lemma 18).

Lemma 19 Aclosed normal form v [E] isof theformgrabAx. v [F])

Truefor ¥ [AX.F]. Theonly other caseis E = E; E,. We show by structural induction that
the expression v [[E; E;] isreducible. If E,=AX.F then pushg € o grabyAx.vm [F]) is
reducible. If E,=E', 0 E”, by hypothesis v [E,] isreducible (thus v [E; E;] isreduc-
ible). O

Lemma 20 Normal forms of closed expressions v [E] have the form v [N]

We prove by induction on the shape of the reduction trees that if v [E] hasanormal form
then thereis anormal form v [N] suchthat v [E] T v» [N].Let E=E, E,(only case
where v [E] isreducible) then v [E; E;] =pushgeovm [E)] ovm [E]l. vn [E, E)]
has anormal form only if v [E;] and 4= [E;] have normal forms so, by hypothesis v
[EJ Ovw[Vliand v [EJ] 0O vn [W]. Lemma 19 implies vn [V] = grabV’ and
vm [W] = grabgAx.vm [F])so v [ELE)] 0 vm [F][V/IX] = vm [F[VIX] (Lemma

17). But v [E; E,] hasanormal formonly if ¥ [F[V/X]] has one. So, by induction hy-
pothesis, v [F[V/X]] T vn [N] hence vm [E; E,] T ¥m [N]. 0

We can now tackle the proof of Property 10 by induction on the shape of the reduction trees.
Axioms.

(O) If Eisnot reducibleit is of the form Ax.F (E isclosed) and v [AX.F] = graby(AX.vm
[F1) whichisnot reducible.

(O) If vm [E] isnotreduciblethen v [E] = grabJAx.v» [F]) (Lemma 19). So E
must be of the form Ax.F and is not reducible.
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Induction.

(O0) Eisreduciblethatis, E=SE; Ey E; «w AXF, E o V and F[V/X] « N. By induc-
tion hypothesis v [E;] T vm [AXF], v [E] 0O vm [V] and vm [FIVIX] O v
[N] and since Visclosed v [V] =grab,V’ (Lemma 19) So pushg € o vn [E,] O
pushgeograb, V' 11 pushy V' and v [E; E,] = pushge o vm [E,] ovm [E;] O pushg
V' ograby Ax.vm [FI) T vm [FI[V'/X] = vm [FIVIX ] (Lemmal?) 0 vm [N]

(O) ¥ [E] isreducible, that iSE =E; E,and ¥ [E; E,] =pushseo v [E,] ovn [E,].
Since vm [E] hasanormal form +»» [N], a possible strategy is to reduce first vm [E;]
and v [E,] to normal forms. Thus, by Lemma 20, we have v [E,] T ¥ [V], Vm
[Ed O ¥m [W]. Further, by Lemma 19, we know that v [V] =grab V' and v [W] =
grab A\x.vm [F]) thus v [E] =pushg€o v [E)] ovm [E O vm [FI[V'/IX] = ¥m
[FIV/IX] (Lemma17) and from v= [E] T #= [N] we conclude that v» [F[VIX]] 0
vm [N]. So, by induction hypothesisE; . AXF E, & V and F[V/X] & N hence E .»
N. O
H Proof of Property 12
In order to prove push,() o as [E] () = E, we prove by induction the more general property:
push.poas [E]p=E with p = (...(0,%y)--- %) and FV(E)= {Xg,... Xn}
where FV(E) isthe set of free variables of E.
We will make use of the fact that, if FV(E) O p then s [E]] p is closed (easy to check).
+ E=E,0F,
pushe p o as [E; 0 5] p = push p o duplg o a5 [E]] p o swapgeo a5 [E] p
= pushep o (pushep o as [Eil P o AxAepushgxopusheeoas [El p (B).(Be)

= push,p o E; o AXAepushy X o push, eo as [E,] p by induction hypothesis

=E;opush,poas [E)] p N version of (L3),(By),(Ng
=E,0E, by induction hypothesis
+ E=push,V

push, p o s [pushg V] p = push, p o pushg (as [V] p) o mkclos
= pushg (pushe p o as [V] o) mkclos def,(By).(Be)
= push, V by induction hypothesis

* E=AXF
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push, p o as [AX.F] p = push, p o bind o as [F] (p.X)

= pushe p o A Ay.pushe (ey) o as [F] (p.x)
= push, p o AgeAX.push, (eX) o as [F] (p,X)
= Ax.pushe (p.X) 0 s [F] (p.X)
=AXF
« E=x
pushg p o as [x] p = push, p o access, o appclos
= pushg x; o appclos

bind def.

as [F] (p,X) closed and o

(B3
by induction hypothesis

with p = (...(0:%y)--- %)
access; def.,(BY),(Bo)

=X appclosdef., (B) O

| Proof of Property 14

First, we introduce a A, type system (with i = s,6:

rN-E:o ro{xo} FE:1 NN-E:RoTFE:0 ;T
oooooo oooooood oooooodoooogoo
I push, E: Rio MFAXE:0 -1 NkEoE,:T

Figure 28 A typed subset (A )

The subject reduction property holds for A, and can be shown exactly as Property 2. As
a corollary, the reduction to normal form of a Ag -expression E; o E, is of the form E; [
push; V. E, § AxFand F[V/{ T N.

A generic substitution lemmafor A, can be defined and proved in the same way than Lemma
17. Theinstance of thislemmafor s is

Lemma?2l ORVOA,, s[FI [s[VI/X =s[F[VI{]
We now can prove Property 14, by induction on the reduction tree. In the following i = s,e
« Eisalready in normal form, E = push; V or E = A x.F, then the property istrue.

+ Eisreducible, EZE, 0E,,andE;: RoandEy: 0 - TthenE; T push, V.E, 1 AxF
and F[V/X] T N. So

S[E;0E)]
0 pushy (s [E]) o.s [push; V]
= push, (s [E,] ) o push; (s [V] ) o Ayy.Akpush; y ok

by induction hypothesis
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0 push; (s [VI) o s [EJ] (BL.(B
0 push; (s [V]) o5 [Ax.F] = push; (s [V]) o Ax.s [F]) by induction hypothesis
0 sIFI[s VI /A = s [FIVIA] (B).(Lemma21)
0 sINI by induction hypothesis [

J Proof of Property 15

The corresponding of Lemma 17 for st is:

Lemma22 ORVOA, sc[F] [sc[V] /X = sc[FIVIX]

The proof of Property 15 is by induction on the reduction tree.

» Eisalready in normal form, E = push, V or E = AX.F, then the property is true.

+ Eisreducible, E= E; o E,, since E iswell-typed E; T push, V, E, § AxF and F[V/
x] O N.

push,K o7 [E; o E,] = push, K o Ak.pushg (pushg ko st [Es] ) o st [E4]

0 pushs (pushs K o st [E,] ) o st [E4] (B
0 push (pushy K o st [E,] ) o st [push V] by induction hypothesis
= push, (push K o st [E,] ) o Ak.pushg (sc[V] ) ok

O pushg (st [V] ) o pushsK o st [Ej] (B
0 pushg (st [VI ) o pushg K o st [AX.F] by induction hypothesis
= pushg (sr[V] ) o pushy K o Ak AX.push ko sr[F]

O pushg (s£[V] ) o Ax.pushy K o st [F] (By
O pushgK o st [F] [sc[VI /X] = pushgK ot [F[V/IX] (By, (Lemma 22)

1 push K 057 [N] by induction hypothesis O
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