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Abstract: Serializability is the traditional consistency criterion when shared ob-
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constraints it imposes on execution of applications when they are run on distributed
systems. In this paper we examine weaker consistency criteria for computations in
which accesses to shared objects are grouped to form transactions. In particular,
we explore causal consistency and causal serializability for transaction based com-
putations. These criteria turn out to be sufficient for a class of applications (e.g.,
collaborative applications) and their implementation results in greater availability
of data and improved performance. These criteria are formally defined and pro-
tocols implementing them are presented. We demonstrate that causal consistency
allows both read and update transactions to be executed in a wait-free manner.
Although write accesses in causal serializability require synchronization with other
nodes, read accesses appearing in update transactions can be executed locally. Fi-
nally, fault-tolerance problems are addressed in the context of process crash failures.
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Des transactions sérialisables aux transactions causales
pour le travail coopératif

Résumé : La sérialisabilité est le critere de cohérence traditionnel lorsque des
objets partagés sont accédés de facon concurrente. Son principal inconvénient ré-
side dans les fortes contraintes de synchronisation qu’elle impose sur ’exécution des
applications lorsqu’elles sont exécutées sur des systemes distribués. Dans cet ar-
ticle, nous examinons des criteres de cohérence plus faibles pour des calculs dans
lesquels les acces aux objets partagés sont groupés pour former des transactions.
En particulier, nous examinons la cohérence causale et la sérialisabilité causale pour
des calculs utilisant les transactions. Ces critéres s’averent étre suflisants pour une
classe d’applications (par exemple les applications coopératives) et leur implantation
résulte en une plus grande disponibilité des données et une meilleure efficacité. Ces
criteres sont formellement définis et les protocoles les mettant en ceuvre sont pré-
sentés. Enfin, la question de tolérance aux défaillances est traitée dans le contexte
des pannes de processus.

Mots-clé : Transactions, cohérence, causalité, sérialisabilité, tolérance aux dé-
faillances.
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1 Introduction

In a shared object model, a consistency criterion defines which is the value that
must be returned to a process when it reads an object, and a protocol implementing
a consistency criterion describes how processes have to be synchronized in order to
ensure that they read correct values (i.e., satisfy the consistency criterion). Seriali-
zability and the two phase locking protocol, mainly studied and used in the database
field, are the best known examples of a consistency criterion and its associated im-
plementation protocol.

Traditional consistency criteria (namely, atomicity [19], serializability [6] and
linearizability [11]) require that all processes have the same sequential view of the
computation. This view is formally defined as a total order on operations issued
by processes and an execution is correct if any read of an object gets the last value
previously written into this object (the words ‘last’ and ‘previously’ refer to the total
order of operations defined by the common view). These criteria have largely been
studied. But, if they are natural and easy to use, their implementations are based
on strong synchronization constraints that severely limit efficiency of distributed
applications as soon as these applications are composed of many processes or cover
a large geographic area.

In this paper, we are interested in exploring weaker consistency criteria in which
the causality relation between read and write operations on shared objects plays
a central role. These criteria reveal to be sufficient to match data consistency re-
quirements of a class of applications and their implementations result in greater
availability of data and better performance. For example, in a collaborative editing
application, asynchronously interacting users may want to access a shared document
that is composed of many chapters. Each user corresponds to a process that exe-
cutes one or more transactions. A query transaction reads chapters of interest to the
user. Causal consistency guarantees that the user will always get a set of chapters
that include all causally preceding updates. It is possible that concurrent transac-
tions initiated by different users update and define new versions of some chapters.
Consistency criterion that is weaker than serializability can be defined to deal with
such concurrent updates. It can ensure that a user has a causally consistent view of
all chapters and all users get the same ’last’ version of each chapter at the end of
an editing session. Many other applications from the domain of computer suppor-
ted cooperative work have data consistency requirements that are naturally met by
causality based consistency criteria.

A novel aspect of our work is that we consider an abstraction level at which read
and write operations are encapsulated inside transactions. Thus, rather than a single
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4 M. Raynal, G. Thia-kime and M. Ahamad

operation on a single object, the consistency criteria must address transactions that
may manipulate many objects. Two new consistency criteria, causal consistency and
causal serializability, are introduced in the context of systems composed of sequential
processes that execute transactions.

Causal consistency is the weaker criterion considered: in addition to the se-
quentiality on transactions issued by each process, it considers only dependency on
transactions due to a read-from relation. This relation is defined in the following
way: a transaction that reads a value written by another transaction is dependent
on it. So, with causal consistency, two concurrent transactions that write into the
same object can be perceived in a different order by two processes (with serializabi-
lity, they are perceived in the same order). The second criterion considered, causal
serializability, lies between causal consistency and serializability and is a consis-
tency criterion strong enough to satisfy a wide range of applications (e.g. inventory
control, distributed dictionaries, reservation systems or cooperative work). Causal
serializability is causal consistency plus the following constraint: all transactions
writing into the same object must be perceived by all processes in the same sequen-
tial order. This ensures there is always one and only one ’last’ value for each object
(in particular, there is a unique last value of each object for all processes, at the end
of the computation).

We develop implementations of the consistency criteria in an environment where
copies of shared objects are maintained at each node where they are accessed. Causal
consistency allows both query (i.e., read-only) and update (i.e., read-write) transac-
tions to be executed in a wait-free manner because they can complete by accessing
the local copies of the objects. Causal serializability requires synchronization for
write accesses of update transactions but read accesses issued by update or query
transactions can be completed with local copies of shared objects. In contrast, seria-
lizability requires that both read and write accesses appearing in update transactions
synchronize with other transactions. Furthermore, serializability imposes stronger
ordering requirements for messages that are used to propagate updates to shared
objects.

The paper is composed of five main sections. Section 2 introduces the com-
putational model (basically an execution is a partially ordered set of transactions
executed by processes). Section 3 revisits serializability and formally defines cau-
sal consistency and causal serializability. Section 4 presents protocols implementing
these criteria in a distributed system. Section 5 addresses fault-tolerance in the case
of crash failures.

INRIA
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2 Shared Objects Model

2.1 Preliminary definitions

We consider a system composed of a finite set of sequential processes Py, Py, ..., P,
which interact through a finite set X of shared objects. Each object z € X can
be accessed by a read or a write operation. A write into an object defines a new
value for the object; a read allows a process to obtain a value of the object. The
execution of a write operation that assigns the value v into object = is denoted w(z)v
(for simplicity, and without loss of generality, we assume all values written into an
object are different). The execution of a read operation of the object z, that returns
value v is denoted r(z)v.

A process P; executes transactions. A transactiont is a “procedure” composed of
read and write operations. It is assumed that every transaction is structured in the
following way: first it reads shared objects, then it does internal computation (i.e.,
computation not involving shared objects), and finally it issues write operations on
shared objects; moreover, an object is read (written) at most once by a transaction!.
R(t) and W (t) denote the set of objects read and written, respectively, by transaction
t. If W(t) = ¢, transaction ¢ is called query; if W (t) # ¢, t is called update.

At the abstraction level defined by transactions, the execution of a process P; is
modeled as the sequence t}t?...t% ... where t¥ denotes the k-th transaction executed
by F;. Such a sequence defines the local history f; of P;. Let h; denote the set of
transaction executions issued by P; and —; be the total order relation on transactions
issued by P;. f; is the totally ordered set (h;,—;).

2.2 Execution Histories

An ezecution history (or simply a history) of a shared objects system is a partial
order H = (H, —p) such that:

OH:UM
o t1 —p t2if:

(i) 3 P;: t1 —; 12 (in that case —p is called process-order relation)
(i) 3 w(z)v, r(z)v such that w(z)v € t1 and r(z)v € {2 (in that case —p is
called read-from relation)

! This restriction can easily be overcome by reading shared object values in private variables and
computing with them.
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6 M. Raynal, G. Thia-kime and M. Ahamad

(iii) 3 ¢3: t1 —p t3 and t3 —p 2 (transitivity)

As we can see, an execution history is defined at the transaction abstraction level.
As in database transaction systems, read and write operations induce precedence on
transactions but do not appear explicitly in a history.

Two transactions t1 and £2 are concurrentin H if =(t1 = 12) and ~(12 = £1).

3 Consistency of Shared Objects

This section defines three consistency criteria for shared objects accessed by pro-
cesses through transactions. These definitions are based on the legalily concept.

3.1 Legal Transaction

Let us consider a history H. Informally, a transaction ¢t € H is legal if it does not
read overwritten values. More formally, legality of a transaction is defined in the
following way.

Definition. Legal transaction. A transaction ¢ is legal if Vr(z)v € t: 3t such
that :

o t' —pt (t' precedes t)
o w(z)v et (is the transaction that wrote v into )

o V 1" such that t' —y t" —py t: w(z) € t" (there is no overwriting
transaction)

3.2 Serializability

This is the classical consistency criterion for database transactions? [6]. Informally,

serializability expresses the fact that a history H has to be equivalent to some se-
quential execution of the same set of transactions in order to be consistent. Formally,
it can be defined in the following way.

?When considering the database context, processes in our model correspond with transaction
managers that would execute transactions serially.

INRIA
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P ‘ w(z)0 w(y)0 w(z)0 w(t)0 }%1 r(z)2 w(y)3 ‘

Figure 1: A serializable history H1

Definition. Serializability. A history H = (H,—q) is serializable if it admits a
linear extension® S in which all transactions are legal. (Such a linear extension
S constitutes the common view perceived by every process.)

As an example, let us consider an execution modeled by history H1 (Figure 1)%.
H1 is serializable since there exists a linear extension S1 = ty t} tl 3 t2 t3 t3
which all transactions are legal. As we can see, this is the tradltlonal COHSlstency
criterion for shared data.

Remark. Let us note that if every transaction is reduced to include either a single
read or a single write operation, serializability is the same as sequential consistency
[14], which is the most used criterion to define semantics of memories in shared
memory systems [1, 20].

3.3 Causal Consistency

While serializability considers that all processes must have the same sequential view
of the whole execution H (the view defined by a legal linear extension), causal
consistency is weaker in the following sense: it allows each process to have its own
sequential view of the execution H as long as the individual views preserve the
causality relation —pg. The set of operations that can affect the behavior of a

A linear extension S = (S,—s) of a partial order H= (H,—m) is a topological sort of this
partial order, i.e., (i) S = H, (ii) t1 -5 t2 = t1 -5 2 (§ maintains the order of all ordered pairs
of ﬁ), and (iil) —s defines a total order.

*In all figures, process-order edges are denoted by thick arrows and read-from edges by thin
arrows. Additional edges that are due to transitivity are not indicated.
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P; w(y)0 H?2 P; w(z)0 w(y) H3
t1 2 tl
J J

P, r(y)0 w(z)l }%’ r(z)2 ‘ P m
t}lc ti tllc ti

P, o @)z =] re) | r, (vt | =] r@or)

Figure 2: (a) A causally consistent history H2 and (b) a causally serializable
history H3

process P; are all operations of its own transactions plus the set of all writes issued
by transactions executed by other processes. More precisely, causal consistency
requires that, for each process F;, there exists a linear extension of H in which all
transactions of F; are legal.

Definition. Causal Consistency. Let H= (H,—pm) be a history. H is causally
consistent if, for each process F;, there exists a linear extension of H in which
all transactions issued by P; are legal. (Let /S: be such a linear extension from
which all queries not issued by FP; have been removed; E is called P;’s view of
history H.)

As an example, let us consider history H? (Figure 2a). H?2 is not serializable
since there does not exist a linear extension of H?2 in which all transactions are
legal. However, H?2 is causally consistent as there exists, for each process F;, a
linear extension including all update transactions plus all query transactions issued
by P;, in which all transactions issued by F; are legal. More precisely, these linear
extensions are: 52 =t tl t} for P, 52] =1l tl tr t2 for P;, and SQk =t tl 2
for Py.

This example shows the main difference between causal consistency and seriali-
zability: with causal consistency, concurrent updates can be perceived in a different
order by two processes (t]l and ¢} are concurrent in H?2 and perceived differently by

P; and Py in §2\] and §2\k respectively) while they must be perceived in the same
order by all processes with serializability. It is important to note that, a process

INRIA



From Serializable to Causal Transactions for Collaborative Applications 9

considered alone® cannot know whether the execution is serializable or only causally
consistent.

Remark. Let us note that if every transaction is reduced to a single read or single
write operation, then causal consistency becomes identical to causal memory [3].

3.4 Causal Serializability

For some applications, serializability is too strong a consistency criterion while causal
consistency is too weak. With causal consistency, when two update transactions that
write into the same object are concurrent, they can be ordered differently by two
processes in their views of the execution. The aim of causal serializability is to
prevent such a possibility by adding the following constraint to causal consistency:
all transactions that update the same object must be perceived in the same order
by all processes. This constraint ensures that, for each object, there is a unique
last’ value on which all processes agree. It follows from this definition that causal
serializability lies between causal consistency and serializability. Formally, causal
serializability is defined in the following way.

Definition. Causal Serializability. A history H = (H,—pn) is causally seriali-
zable if:

(i) it is causally consistent (let S; be the linear extension representing P;’s
view of H), and

(ii) for every object & and for any pair of transactions ¢1 and ¢2 that write
into z: t1 is ordered before ¢2 in all linear extensions S; or t2 is ordered
before ¢1 in all these linear extensions.

As an example, let us consider an execution modeled by history H3 (Figure 2b).
It is easy to see that H3 is not serializable as there is no linear extension including
all transactions in a legal way. H3 is causally serializable since (1) it is causally
consistent as there exists a legal linear extension for each process, namely §3\2 =t}
ity §3\] =t 53, = t! ty t; t} and (2) any pair of transactions writing
into the same object are ordered in the same way (¢} t} for z and t} t} for y) in the

view of each process, i.e., in §3\2-, §3\] and §3\k

%i.e., no process has hidden interaction with the other processes.

RR n°2802



10 M. Raynal, G. Thia-kime and M. Ahamad

Note that fI\Q, which is causally consistent, is not causally serializable since
updates t} and ¢} which write into the same object z cannot be ordered in the same

way by P; and Py (they are ordered in one way in S/YQ\] and in another way in §2\k)

Remark. Let us replace constraint (i) by the following one:
(i") all update transactions of H are totally ordered.

It is possible to show that constraints (i)4(ii’) imply serializability. This generalizes
to transaction systems a result presented in [3, 24] for shared memory systems
(i.e., systems where processes read and write memory locations). These references
establish sufficient conditions under which a program, run on a causal memory,
behaves as if it was executed on a sequentially consistent memory. One of these
sufficient conditions is that all write operations be Concurrent-Write Free (in short
CWF, i.e., no two write operations are executed concurrently). In the particular
case where transactions reduce to a single read or write operation, CWF is identical
to constraint (ii’).

4 Implementation Protocols

A protocol implementing a consistency criterion must ensure all execution histories
will satisfy the constraint defining the criterion considered. Till now, no particular
assumption on the way objects are implemented has been made in defining these
criteria. So, a family of protocols can be designed for systems in which each object
has a single copy, while another family can be designed for systems where each object
has several copies.

We consider here a full replication scheme: each object x is replicated on each
process P;; x; will denote the copy of z located on FP;. In order to correctly im-
plement a particular consistency criterion, each P; is superimposed on a protocol
that manages its local copies of the objects. A broadcast primitive is used by the
protocol to send updated values of objects. We assume that this primitive provides
reliable delivery and hence a copy of the message is delivered to all processes except
its sender. We do not assume any message ordering guarantees from the broadcast
primitive.

4.1 Causal Consistency

The main point of a protocol that has to ensure causal consistency is the tracking
of causal dependencies between transactions. To do such a tracking, each process

INRIA
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P; is endowed with a control variable vt;[1...n] of integers, initialized to 0. The set
of all these vectors is managed in the following way :

e cach time P; issues an update transaction, it increments vt;[i] by 1.
e each time a message is sent, it carries the value of the vector vt of its sender.

e when a process P, receives a message m carrying vector vt, it delays the pro-
cessing of m until all updates revealed by vt have been applied to its local
copies.

We can see that vectors vt; constitute an adaptation of vector clocks ([18]) to our
problem. Actually, vt;[j] represents the number of update transactions executed by
P;, to F;’s knowledge.

When P; executes a transaction, it atomically does the following sequence of
actions (remember all read operations are done at the beginning of ¢ and write
operations at its end). If the transaction is a query, only steps 1 and 2 are executed.
Vo € R(t): read the value of z;
execute the computation defined by the transaction
Yy € W(t): update y; with its new value v¥
vti[i] = vt;[i] + 1
broadcast update(i, vt;, {(y, WY ): Yy e W(t)})

Ot = W N

As indicated previously, when a message update(j, vt, S) is received by P;, the
protocol delays its processing until all causally preceding updates have been applied
to local copies. Then it updates atomically the local copies with the new values
reported in the message.

On receiving update (j, vt, S)

delay the processing of this message until ((vt;[j] + 1= vt[j]) A (Vk £ j: vt;[k] > vtk]));
oti[j] = ti ] + 1

Y (y, vY) € S doy; :=v¥ od

Actually, this protocol is similar to the one proposed in [3] to implement causally
consistent memories; its correctness proof follows the same principle. It is also inter-
esting to note that this protocol is the same as the one proposed in [23] to implement
causally ordered communications on top of asynchronous systems. Additionally, this
implementation of causal consistency is wail-free: a process executing a transaction

RR n°2802



12 M. Raynal, G. Thia-kime and M. Ahamad

is never suspended due to a synchronization constraint added by the protocol. From
this property, we can conclude that causal consistency copes naturally with parti-
tions (in that case it is only necessary to ensure update messages are not lost and
will be delivered when partitions merge).

4.2 Causal Serializability

Causal serializability must ensure (i) causal consistency and (ii) for each object, a
total ordering of all update transactions writing into it. As the previous algorithm
(described in Subsection 4.1) guarantees point (i) we have only to augment it with
synchronization rules guaranting point (ii). A simple way to do this is by associating
a token with each object and requiring that an update transaction first acquire the
tokens for the objects it wants to write and retain these tokens till it has broadcast
its updale message.

Tokens transfer should be done in a manner that is consistent with the delivery
of other messages so causality is not violated. This can be easily realized by using a
delivery rule for tokens similar to the one used for the delivery of update messages.
So, a token carries the value of the vector vt of its last owner (the last process that
used this token) and is delivered to requesting process P; only when all updates
known by the token have been applied to P;’s local copies (i.e., when Vk : vt;[k] >
vt[k]).

The previous rules are translated in the following statements. Let token_z be the
unique token associated with object z. When F; executes a transaction, it executes
the following steps (as before, steps 3-8 are executed atomically and, if a transaction
is a query, it executes only steps 3 and 4).

Yy € W(t): request token_y

wait till all requested tokens have been delivered
Vz € R(t): read the value of z;

execute the computation defined by the transaction
Yy € W(t): update y; with its new value v¥

vti[i] = vt;[i] + 1

broadcast update(i, vt;, {(y, v¥): Yy € W(t)})

Yy € W(t): release token_y

o N O Ot ke W N =

INRIA
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When P; receives an update message it executes the same steps as in the previous
algorithm. As indicated, the delivery of a token is delayed to ensure correct tracking
of causal dependencies:

On receiving token_z(vt)

delay the delivery of token_x until (Vk : vt;[k] > vt[k])

Management of tokens. The management of tokens has to ensure that any
process requesting a token will eventually get it. This can be accomplished by asso-
ciating Lamport’s time-stamps [13] with update transactions and by piggy-backing
these time-stamps on requests issued by processes to get tokens. Due to the uni-
queness of the time-stamp associated with an update, all conflicts for tokens will be
solved in the same way, guaranteeing the absence of deadlocks. Moreover, monoto-
nically increasing time-stamps ensure absence of starvation. (More details on such
an use of Lamport’s time-stamps to avoid deadlock and starvation when allocating
several resources -here, tokens- can be found in [22].)

Correctness of the protocol.
Theorem 1: The previous protocol ensures causal serializability.

Proof (sketch): Let H be an execution that obeys the synchronization rules descri-
bed by the protocol that implements causal serializability. To prove His causally
serializable, we show that (i) H is causally consistent and (i) all update transactions
accessing the same object are ordered in the same way in every view 3: of each P;.

t1
P;  — r(y)0 w(z)l (P

token_z update(j, vtj, {(z,1)})

t2
P; é/) r(z)0 r(y)0 w(z)2

Figure 3: The update message cannot bypass the token

Proof of (i): This proof is based on the fact that this algorithm is built on top of the
algorithm described in Section 4.1 which ensures causal consistency. It differs from
it in the addition of tokens. So, we only need to verify that tokens management
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14 M. Raynal, G. Thia-kime and M. Ahamad

preserves causal consistency. This follows from the fact that delivery of tokens to
processes is done according to causal ordering [23] and so does not violate causal
consistency.

Proof of (ii): Point (ii) could be violated if after a write on z (transaction ¢1) by a
process P;, process P; first receives token_z allowing it to write z (transaction ¢2)
and later receives from P; the update message with the new value of z related to ¢1
(see the space-time diagram depicted in Figure 3). In that case, P; will (incorrectly)
perceive t2 —g, t1 while P; will (correctly) perceive t1 —5; 2. This is impossible
as the vector vt piggy-backed by foken_z constraints its delivery to occur only after
the update message related to the new value of z. Let —, be the total order relation
created by token_z on all updates transactions writing x. It follows from the previous
discussion that, if {1 —, ¢2, then ¢1 is ordered before {2 in every view ?Z

4.3 Sketch of a Protocol for Serializability

A protocol implementing serializability can be devised in a way similar to the one
used for causal consistency and causal serializability. Its design follows the remark of
Section 3.4 which stated that a history H is serializable if (1) it is causally consistent
and (ii’) all update transactions of H are totally ordered.

Point (i) is implemented by the protocol defined in Section 4.1. Point (ii’) could
be (inefficiently) implemented by a unique token that would order all update transac-
tions. A more efficient implementation of point (ii’) is provided by the two following
rules R1 and R2. Basically, R1 ensures serializability for all update transactions sup-
posing objects are not replicated. Rule R2 ensures one-copy equivalence for the set
of all objects. Legality of query transactions is ensured by the underlying protocol
implementing causal consistency.

e Rule R1.
Two update transactions are conflicting if one of them writes into an object
that is read or written by the other. Rule R1 requires all conflicting update
transactions be ordered. This can be easily accomplished by requiring every
update transaction acquires first a read (or write) token for the object it wants
to read (or write)®. A read (respt. write) token is a shared (respt. exclusive)
lock: such locks can easily be implemented by read and write quorums [28, 9].

% Actually, if there are no query transactions, Rule R1 implements linearizability [11] on a set of
non duplicated objects. Linearizability is a consistency criterion more constraining than serializa-
bility [4]; it is equivalent to strict serializability.

INRIA
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e Rule R2.

This rule ensures one-copy equivalence for the set of all objects. It requires
dissemination of update messages be consistent, i.e., all update messages be
delivered to every process in the same total order and without violating causal
consistency. This can be realized by using a broadcast primitive that sends
messages to all processes (including their senders) and delivers messages to
processes in the same total order. The Isis ABCAST primitive provides such a
delivery property”. This broadcast primitive is used by the underlying proto-
col (described in Section 4.1) that has to be modified accordingly. An update
transaction executed by process P; finishes when P; is delivered the correspon-
ding update message it sent with the ABCAST primitive (a similar protocol,
called fast-read, is used in [4] to implement sequential consistency).

It is important to note that, due to the underlying causal consistency layer,
query transactions are not constrained by acquisition of read tokens, and so are
wait-free as in previous protocols. Moreover, let us note that classical lock-based
protocols implementing serializability require that any (query or update) transaction
first obtains appropriate read or write tokens (quorums) for the objects it wants to
access. With this stronger synchronization, vectors are no more necessary to track
causality relation, version numbers associated with objects are sufficient [6]. This
shows there is a tradeoff between synchronization imposed on an execution and size
of control information necessary to track causal dependencies: the more synchronized
is the execution, the less control information is necessary.

4.4 Discussion

Many implementations are possible for the three consistency criteria. The ones that
we have developed in the previous sections demonstrate the important differences
between the various criteria and also show why causal consistency and causal se-
rializability allow higher availability compared to serializability. Causal consistency
allows both query and update transactions to be completed locally and hence in a
wait-free manner. Wait-free implementations of query transactions are also possible
with causal serializability and serializability. However, the synchronization imposed
on update transactions distinguishes these consistency criteria from each other as

7As noted in the “group multicast” literature, such a protocol is more expensive than a protocol
implementing causal delivery of messages; in his thesis [26], Schmuck showed that causal order
protocols need basically one phase while total order protocols require two phases in asynchronous
distributed systems.
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well as from causal consistency. Only write accesses on each object need to be syn-
chronized in causal serializability whereas both read and write accesses issued by
update transactions must incur such synchronization in serializable executions. In
transactions in which large number of objects are read but only few are updated, the
performance of causal serializable transactions can be significantly better compared
to their execution with the serializability consistency criterion.

If we consider each process has a vote for every object z, owning a read or a write
token amounts to get a sufficient number of votes. Let r, (respt. w,) the number
of votes a process has to obtain in order to read (respt. write) z. Table 1 depicts
the number of votes required by a read (respt. write) issued by a transaction in the
three previous protocols (n is the number of processes).

number of votes required | protocol ensuring protocol ensuring protocol ensuring
to access object x causal consistency | causal serializability serializability
read by a query ry =0 ry, =0 ry, =0
read by an update ry =0 ry =0 Ty + wy >0
write by an update wy, =0 wy > (n+1)/2 wy > (n+1)/2

Table 1: Synchronization Cost of Protocols

5 Fault-tolerance

5.1 Fault Model

Without loss of generality, we assume a one-to-one mapping between processors
and processes. We consider the following failure model. Communication channels
are asynchronous and reliable. Asynchrony means transfer delays are arbitrary (as
are process speeds) and reliability means that a message sent by a process F; is
eventually received by its destination process P; if P; and P; are correct (i.e., do
not fail)®. Processes fail by crashing, i.e., by prematurely halting. A non-crashed
process follows its assigned protocol.

5.2 Causal Consistency

When implementing causal consistency, crash failures can give rise to the two follo-
wing problems:

8Reliable channels are implemented by retransmitting lost or corrupted messages and by repai-
ring link failures.
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e If a process crashes during the broadcast of an updale message, it is possible
that some non-crashed processes receive this message while some others do
not.

e If the system becomes partitioned, then the update messages broadcast in a
partition cannot be delivered to processes of an other partition.

Dissemination of update messages The uniform reliable broadcast primitive, as
described by Hadzilacos and Toueg in [12], provides a solution to the first problem.
This primitive has the following specification:

e Validity: if a correct process broadcasts a message m, then all correct processes
eventually deliver m.

e Uniform agreement: if a process delivers a message m, then all correct pro-
cesses eventually deliver m.

e Uniform integrity: any message m is delivered to a process at most once, and
only if it has been broadcast by some process.

It is important to see that if a process fails during the broadcast of an update
message, two outcomes are possible: either all non-crashed processes deliver it or
none of them.

A protocol implementing such a broadcast primitive is described in [12]. Basi-
cally, when it broadcasts a message, a process sends it to all its neighbors; when a
process receives a message for the first time, it propagates it to its neighbors and only
then processes the message. In case of no partition, this simple protocol implements
a uniform reliable broadcast.

Remark. 1t is possible to incorporate the causal delivery of update messages (ne-
cessary to implement causal consistency) within this broadcast primitive by adding
the following requirement to the three previous properties:

e Causal delivery: if the broadcast of m precedes causally [13] the broadcast of
m’, then no process delivers m’ unless it has previously delivered m.

This constitutes the specification of the uniform causal broadcast [12].

Partitions As indicated, if the system suffers from partitioning, all messages
broadcast in one partition cannot be delivered to processes belonging to another
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partition. It is important to realize that partitioning cannot create violation of cau-
sal delivery of messages as messages sent in one partition are not causally related to
messages sent in another one. The only problem that has to be solved is to ensure
that messages delivered to processes of a partition that are not crashed when this
partition merges with another one, are to be delivered to non-crashed processes of
the other partition. This requires the saving of delivered messages till partition mer-
ging. The memory size necessary to keep copies of delivered messages till partition
merging can be bounded by limiting the number of broadcasts that can occur in a
partition [25].

5.3 Causal Serializability

Implementation of causal consistency amounts to implement an appropriate protocol
to disseminate information. Implementation of causal serializability, additionally,
requires to synchronize processes when they access shared variables. As we have
seen previously, tokens have been introduced to realize these synchronizations.

Let us first observe that only update transactions entail such a synchronization.
So, crash of a process does not affect query transactions. Consequently, the problem
occurs when update transactions need a token owned by a crashed process.

Token-based protocols Several token protocols resilient to processors failures
have been proposed [2, 17]. These protocols detect loss of the token and recover
the state of the lost token. It is important to note that these protocols do not use
an underlying election protocol. Moreover, when the system suffers from partitio-
ning, they guarantee that there is at most one copy of the token. These protocols
assume that each processor has, associated with it, a stable storage and that chan-
nels are FIFO. Finally, it is important to note that these protocols rely on time-out
mechanisms and in some sense assume a “synchronous” model of computation.

Asynchronous systems If the system is totally asynchronous, it can be augmen-
ted with a failure detector [7]. A failure detector is an entity attached to a process
that informs it about the set of other processes it suspects to have crashed; it is
perfect if it does not make mistakes when it does a suspicion. It has been shown
in [25] that perfect failure detectors are necessary to solve resource (here token)
allocation problems. Not perfect failure detectors can suspect the owner of the to-
ken to have crashed while it has not; this is because even if they run a consensus
protocol [7], each one proposing as consensus value the set of processes it suspects,
they can mistakenly agree on the crash of the owner of the token. As perfect failure
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detectors cannot be implemented in an unreliable asynchronous system?, it follows
that, in real systems such as Isis [5], a majority of processes that agree on the crash
of some other process exclude it from the system (if the excluded process has not
crashed, it has to execute a join procedure to enter again the system). It follows
that, in a totally asynchronous system, the liveness property (an update transaction
will eventually be executed) cannot be ensured as a previously excluded processor
joining the system can be excluded again if it is still suspected to be crashed.

6 Related Work

Many systems have advocated consistency criteria weaker than serializability. These
include database systems where performance of query transactions is improved by al-
lowing them to access objects even when such accesses are not serializable. Examples
of systems that allow weak consistency include read-only transactions [10], epsilon
serializability [21] and many others. In these systems, update transactions must still
be serializable. In contrast, causal consistency and causal serializability criteria al-
low concurrent update transactions to be ordered differently in the views of different
processes.

Weaker consistency has also been explored in distributed shared memory (DSM)
systems and distributed file systems. Although many consistency criteria exist for
DSM systems, they are defined at the level of memory operations!® while we define
them at the level of transactions. In file systems such as Coda [16], disconnected
operation due to mobility can lead to weak consistency. The Coda isolation-only-
transactions (10T) are related to our work. However, IOT’s are validated to be
serializable. Our consistency criteria can also be applied to I0Ts. The Bayou
system [27] addresses the problem of consistency between replicated servers and
provides various levels of consistency via session guarantees. The issues related to
transactions that include accesses to multiple objects are not directly addressed.

Several protocols have been proposed to manage distributed dictionaries [29, 15].
It is worth noting that all these protocols actually implement variants of causal
consistency at the level of dictionary operations rather than transactions.

° As shown in [7], their implementation would contradict the impossibility result of distributed
consensus with one faulty process [8].

"Many memory models consider explicit synchronization operations in defining the consistency
model. In our system, the necessary synchronization (if any) is implemented by the system.
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7 Conclusion

This paper has presented consistency criteria weaker than serializability for pro-
cesses sharing objects through transactions. These criteria are based on a read-from
relation on transactions. While serializability guarantees all processes have the same
sequential view of the execution, causal consistency only ensures that every process,
taken individually, has a consistent view of the execution (so two processes can have
distinct views of the execution). Causal serializability adds to causal consistency
the guarantee that all updates on each object are seen in the same order by all pro-
cesses. These criteria have been formally defined and protocols implementing them
have been introduced. These protocols demonstrate the high availability and impro-
ved performance that is possible with causal consistency and causal serializability.
The paper has addressed fault-tolerance problems in the case of crash failures.
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