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Abstract: In this paper, we present a theorem prover for linear temporal logic.
Our goal is to extend the capabilities of existing interactive and automatic systems
for verifying temporal properties of software and hardware systems. We focus on
increasing the effectiveness of user interaction in such systems. In particular, we
extend the techniques of proof by pointing and point and shoot for mouse-driven
proof construction in first-order logic to temporal logic. In addition, we show how
to generate text from proofs by extending a previously given translation for first-
order logic to the temporal operators. Our theorem prover implements an inference
system for temporal logic that we have defined. The inference rules of this system
are more intuitive than the rules commonly given for temporal logics and thus they
are better suited to our goals. We present this inference system and prove that it is
sound and complete with respect to a known system.
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Preuves Interactives en Logique Temporelle

Résumé : Ce papier présente un démonstrateur de théorémes pour la logique tem-
porelle linéaire. Notre but est d’étendre les possibilités des démonstrateurs actuels
pour vérifier les propriétés temporelles des systémes logiciels et matériels. Nous
nous intéressons ici & augmenter la pertinence de 'interaction homme-machine dans
ces systémes. En particulier nous étendons a la logique temporelle la technique de
preuve par sélection développée pour la logique du premier ordre. Nous montrons
aussi comment générer du texte & partir des preuves ainsi construites. Notre démons-
trateur utilise un systéme de régles d’inférence que nous avons défini. Ces régles sont
plus intuitives que celles usuellement proposées pour la logique temporelle et donc
plus adaptées & nos objectifs. Nous présentons notre systéme de régles d’inférence
et prouvons qu'’il est correct et complet.

Mots-clé :  preuve interactive, logique temporelle, preuve par sélection, présen-
tation textuelle
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1 Introduction

Temporal logics are widely used in verification of algorithms and systems in which
reasoning about time is important for ensuring correctness. These logics are mainly
used to formalize and express properties about future or possible behaviors in such
systems. For example, linear temporal logics have been successfully used to express
and prove properties of concurrent and reactive systems (e.g., [10]). In this paper,
we present a system that implements one such logic, the modal logic S4.3 with the
two standard modal operators O (always) and ¢ (eventually), whose semantics give
a linear interpretation to time.

In order to formally verify large-scale complex systems, it will be important to
have sophisticated verification tools that can integrate a variety of interactive and
automatic techniques. In this paper, we concentrate on the interactive component
of such verification systems. We show how techniques for interactive proof search
developed for first-order logic can be extended to S4.3. We focus in particular on
three aspects of effective interaction. First, the basic inference rules should corres-
pond to intuitive proof steps. Second, it is important to provide simple operations
(e.g. via mouse interaction) that have a direct and intuitive correspondence to the
application of some combination of these basic inferences. For example, when there
is an assumption of the form AV B, a mouse click on B might direct the system to
break the proof into two cases, one with A as an assumption, and the other with B
as an assumption, and in addition indicate that the second case should become the
“current subgoal”, i.e., the one that all subsequent operations will be applied to un-
less otherwise specified. Third, it should be easy for the user to understand the proof
at all points during and after its construction, and thus good proof presentation is
crucial in such systems.

The theorem prover and graphical interface of our system are implemented as
two separate components. The theorem prover uses the tactic-style theorem proving
environment implemented in the higher-order logic programming language AProlog,
as described in [6]. A simple tactic theorem prover for backward step-by-step proof
construction is obtained from a direct specification of the inference rules of the desi-
red logic. The inference system for S4.3 that we use is one that we have designed with
our goals for effective interaction in mind. We begin with Gentzen’s sequent calcu-
lus for first-order intuitionistic logic restricted to the propositional case presented in
[13]. For classical logic, instead of using a multiple conclusion sequent calculus, we
add a rule for excluded middle to the single conclusion system for intuitionistic logic.
We then add rules for the temporal operators and show that the resulting system
is sound and complete with respect to the multiple conclusion system given in [8].
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4 Amy Felty, Laurent Théry

We choose a sequent system since it is easy to map to interactive backward proof
steps. We choose a single conclusion sequent calculus because proofs are generally
more intuitive than those in multiple conclusion calculi.

The graphical interface of our system is implemented in Centaur [3]. In parti-
cular, we build on an existing interface for the theorem prover obtained from the
first-order intuitionistic logic specification mentioned above. First, we extend the
techniques of proof by pointing and point and shoot described in [2] to associate
operations to mouse clicks on temporal formulas. Second, we extend techniques for
generating textual explanations from proofs. To do so, we define a natural deduction
inference system which is better-suited than the sequent calculus to the generation
of readable text. We extend the mapping of natural deduction proofs to pseudo-
English given in [4] for first-order logic by illustrating how to map the inference
rules for the modal operators to fragments of text. Proof construction in our system
proceeds by incrementally filling in such text.

In order to integrate both sequent and natural deduction proofs in the theorem
prover, we show that our single conclusion sequent calculus has a direct mapping to
our natural deduction system. We do so by introducing an intermediate inference
system that builds fragments of natural deduction proofs within sequent proofs, and
proving that both sequent and natural deduction proofs can easily be extracted. Our
theorem prover is a direct implementation of this proof system and builds both kinds
of proofs simultaneously. This implementation extends a similar one for first-order
intuitionistic logic in [5].

In the next section, we present our sequent calculus for S4.3 and show that it is
sound and complete with respect to Goré’s system. In Section 3, we present a natural
deduction system for S4.3 and show that it is sound and complete with respect to
our sequent calculus. Section 4 illustrates proof construction in our system, and
presents the extensions of proof by pointing and point and shoot to temporal logic.
Section 5 shows how to map the temporal rules to text. In Section 6, we present
a complete example illustrating interaction with the system, and in Section 7, we
conclude. The proofs of the theorems in Sections 2 and 3 are given in the appendix.

2 A Sequent Calculus for S4.3

Figure 1 contains a complete set of inference rules for a sequent calculus for S4.3,
which we call S. In this system a sequent is written I' - A where I' is a set of formulas

called the assumptionsor contert, and A is a formula. Following convention, we write
A,T to denote the set ' U {A}, and T',T” to denote the set ' UT". In addition, O

INRIA
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initial : A,T'F A excl-mid :T'FH AV —-A
Alﬂ_AJiPFC v LFA TFB
T ANBTFC T TR AN
Vi : ATFC__BTFC riant, . _LEA
GTTAVB.TFC " AV B
riaht, LA
"M T AV B
Sp LEA_BTEC S viht . ATEB
S TTASBIFC M Tra-B
T-A ATHL
—left s —— 2 —right : =
At ATrL rght s T4
, THA ATHC L THL
L TrC "M TR A
THA THA
ben | ——— Ori :
weaken TIra right TEoA
oleft ; 41042, 04O C OAy,... A, 1, Ap,OT F C
ar: OA,...,.0A,OTFC
qiee s AL FC ions . LA
FrEATFC " AT FoA
In Oleft, C' is either of the form ¢A or L.

Figure 1: The S sequent calculus for S4.3

is a set of formulas such that each formula is of the form OA or =0—A. In S4.3, for
any formula A, the following dual equivalences hold: (1) OA is equivalent to =0—A
and (2) ©A is equivalent to -0-A. We call a tree built from the rules in Figure 1
an S-proof.

The formula L has a special status in §. This formula can only occur in proofs
on the right in a sequent. Furthermore, it must occur alone; it must not be a
subformula of any other formula.
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6 Amy Felty, Laurent Théry

Each of the rules of this sequent calculus can be given an intuitive reading.
These readings will be reflected directly in the generation of text from proofs. Most
of the propositional rules are straightforward. The A right rule for example states
that if A and B each hold from the assumptions I', then we can conclude A A B
holds under the same assumptions. Many of the readings of the left rules are given
in the backwards direction and involve reasoning in a forward direction from the
assumptions. The A left rule for example states that if we have as an assumption
AN B, then we can add to our assumptions both A and B separately. The V left rule
involves reasoning by cases; the formula C holds under the assumptions AV B and
I’ if it holds under the two cases: A and I', and B and I'. We give interpretations
to the modal rules that involve reasoning about time. If we interpret a sequent
to mean that the conclusion holds from the assumptions at the present time, then
the interpretations of Oright and Oleft have simple readings. The Oright rule states
that if A holds now, then A eventually holds. The Oleft rule reads that from the
assumption that A always holds, we can conclude that A holds now. The other two
are slightly more complicated. The Oright rule states that if A holds from a set of
assumptions that all hold all the time, then A holds all the time. The <left rule
involves reasoning by cases from a set of one or more assumptions that all eventually
hold. The cases are broken down according to which one holds “first”. In particular,
there are n premises where n > 1, and for ¢ = 1,...,n, premise ¢ is the case where A;
holds first. First here does not mean strictly before all others. There may be others
that hold at the same time, though none can hold before. In addition, in order for
this reasoning to be valid, all other assumptions used in the reasoning must hold all
the time, and the conclusion must either be of the form ¢A or L.

To show that this inference system is sound and complete, we show that the set
of provable sequents is exactly those that are provable in the &' inference system
in Figure 2. &' is a multiple-conclusion sequent calculus for S4.3 presented in [§].
A sequent is written I' H A where I' and A are both sets of formulas. &’ does not
contain inference rules for the modal operator ¢ . However, using the equivalence
between the prefixes ¢ and -0, we express and prove the correctness of S as follows.

Theorem 1 Given a set of formulas T' and a formula C, let T' and C' be T' and
C, respectively, with all occurrences of & replaced by -O~. The sequent I' = C s
provable in S if and only if I' = C' (orT' + @ when C is 1) is provable in S'.

The S’ system has the cut-free property, i.e., any sequent provable in S’ has a
proof without any occurrences of the cut rule (see [8]). The cut-free property does
not hold for the § system, but it can be shown that only limited use of the cut rule
is needed, as expressed by the following theorem.

INRIA



Interactive Theorem Proving with Temporal Logic 7

T'FA
initial : AF A weaken : m
niepes ABTEA Aright: LF 4B TFB.A
AANBTFA I'-AAB,A
Vleﬂ:A,I‘I—A B,TFA v right : 't A B A
AVBTFA THAVB,A
DleﬁzI‘l—A,A B.T+FA Dm.ght:M
ADBTFA I'tADB,A
—left : M —right : M
SATFA I'F-AA
g LFAD  ATEA gl - ALTEA
THA OA,TFA
Cight - Ol F A;,04,,...,04, - OTFOA,...,04,-1,4,
Ol FOA,.....04,

Figure 2: The &’ multiple-conclusion sequent calculus for S4.3

Theorem 2 Given a set of formulas T' and a formula C, let T and C' be T and C,
respectively, with all occurrences of & replaced by —0—. If the sequent T' + C' (or
'+ @ when C is L) is provable in 8" without cut, then T' - C has a proof in S such
that in all occurrences of the cut rule, the left premise is a direct consequence of the
excl-mad rule.

3 A Natural Deduction Presentation of S4.3

Figure 3 contains a complete set of rules for a natural deduction inference system
for S4.3, which we call A. The rules are presented in the style of [12]. Formulas
in parentheses are used to indicate the discharge of assumptions. In D ntro, for
example, any occurrence of the formula A as a leaf in the tree above B is discharged
by the application of the rule. The brackets in Ountro and < eltm rules also denote
discharge; all formulas in brackets are discharged by the rule application. In addition,
the brackets denote a restriction on proofs: the formulas in brackets must be the
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. AANB . AAB . A B .
Aelimy : 1 Aelimg : 5 A intro : AND excl-mid: AV —A
(4)  (B)
Velim : AVE C’C ¢ V introy : aVE V introg : aVE
(4)
S elim : A ADB S intro : B
elim : B intro : — 7]
A A ) L
—elim : Tﬂ —intro : j 1 elim : 1
(OB, ...,08,)]
A A
Oelim - DI Ointro - oA Ointro : 0B, DB, = A
A, QA,, ..., OA,, CAy,..., A, 1, Ay,
OBi,...,0B,, |...| 0OBi,...,0B,
C
In Oelim, C is either of the form ¢A or L.

Figure 3: The natural deduction inference system A for S4.3

only formulas that occur as leaves in the subtree above the premise in which they
occur. Note that in Ointro and ¢elim, n > 0 and m > 0. A proof in A of a
formula C from a set of assumptions I' is a tree constructed from the inference rules
of Figure 3 such that every formula that occurs as a leaf and is not discharged by
any rule application is either of the form AV —A or occurs in I'. We call such a
proof an N -proof.

The combination sequent and natural deduction inference system that we im-
plement in our theorem prover is the system M given in Figure 4. It is the same
as system S except that fragments of A -proofs occur on the left in sequents. We
denote such proofs using II, possibly subscripted. To further denote that the formula
that occurs at the root of such a proof is A, we write T For sets of such proofs,
we write ¥, again possibly subscripted. A formula alone on the left of a sequent
denotes a one-node N -proof. In contrast, only formulas, not proofs, occur on the

INRIA



Interactive Theorem Proving with Temporal Logic 9

right in sequents of M. We write OV to denote a set of proofs such that the root
formula of each has prefix O or =0—. Note for example, that the proof of B in the
right premise of D left is built from a one-node proof of A and the proof of A D B
that occurs in the conclusion. In the D right rule, the formula A D B occurs in the
conclusion, while in the premise the one-node proof A occurs on the left and the
formula B occurs on the right. In <left, arbitrary proofs occur on the left in the
conclusion, while only one-node proofs appear in the premises. Note that in building
a proof top-down, the A-proofs in the conclusion appear to come out of nowhere.
However, if we consider the bottom-up construction of proofs, the application of left
rules can be viewed as the construction of new assumptions by forward reasoning
from existing assumptions. The A -proofs record the proofs of this forward reaso-
ning. In the case of the Oleft rule, this record is dropped when continuing the proofs
of the premises. Technically, these proofs are needed to define the function which
extracts N -proofs from M-proofs, a function which is defined recursively over the
structure of M-proofs. For the Oleft rule, the N-proofs occurring in the conclusion
are not needed (and in fact must not be there) in order to extract A -proofs from
the premises. For the same reason, there are A'-proofs occurring in the conclusions
of the —left and V left rules which do not occur in the premises.

The correspondence between the sequent system & and the mixed system M
can be made formal by defining two functions that take a proof in one to a proof in
the other by simply replacing each rule application in one system by an application
of the corresponding rule in the other system. The function S from M to S can
be defined to be the operation that simply erases A/-proofs on the left of sequents
by replacing each proof with the formula at its root. The function S from S to
M can be defined by starting at the root and replacing each formula A on the
left of the sequent with some N -proof whose root is A and proceeding upward
replacing formulas in the premises with the corresponding proofs built using the
proof fragments in the conclusion. To make this definition precise, the set of A/-
proofs replacing the formulas on the left of the root sequent is given as an explicit
argument to S. As a result, the function application S(3,¥) is only well-defined
if the set of formulas on the left at the root of S-proof X is the same as the set of
formulas occurring at the roots of the A'-proofs ¥. The following theorem is then
proved by a simple inductive argument on proof trees.

Theorem 3 Let ¥ be a set of N -proofs and let ' be the set of formulas that occur
at the root of the proofs in ¥. Let C be a formula. If ¥ ts a proof of W F C wn M,
then S(X) is a proof of T = C in S. Conversely, if X' is a proof of ' - C in S,

RR n " 2804
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initial:ﬁ,\IJ}—A excl-mid: T AV —-A
II II
ALE ALB Wk C TFA UFB
Aleft : A right :
o T grc " U-AAB
AANB
v left ATEC B,YFC v richt Uk A
eft 7 f—
T 4o Iy AV
AV B
) kA
Vet G AV B
II
vrA A _ADB gyr( ATFB
D left : i B D right : ———
LU FC UHFADB
ADB
UkA AT FL
—left 1 ———— —right : ———
! T okl e
A
)t_\III—A AT EC J_"ht-\Il'_J_
cut : I C right : oo
U A UEA
ben 1 ——— Ori I
weaken TUFA right JEOA
Ay, QA,,...0A,,OB,... 0B, FC -+ OAy,...,QA,_1,A,,0B;,...0B, FC
SOleft ; ;
I, m, I o, o
<>141,.“<>A715D-Bl’...D-Bm
II
A
Cileft e Oright - 224
eft : &——— right : ———
H,\I!I—C g ov oA
OA
In Oleft, C is either of the form ¢A or L.

Figure 4: The mixed inference system M: sequent rules with natural deduction
fragments
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then S(X', W) s a proof of ¥ C n M. Furthermore, if ¥ contains only one-node
proofs, then S(S(X),¥) =% and S(S(X',¥) = X',

The soundness and completeness of M follow directly from this theorem.

The correspondence between A and M is not as direct. However, one direction—
converting proofs in M to proofs in N'—is fairly direct. This is the direction we
are interested in. In particular, our theorem prover builds proofs in M and we
extract natural deduction proofs so that we can map them to text. We consider
only proofs in M such that in all occurrences of the cut rule, the left premise
is a direct consequence of the excl-mid rule. Let assumps be the function that
maps an N -proof II to the set of formulas containing all formulas occurring as
leaves in II that are neither of the form A V —A nor are discharged by any rule
application. We extend this function to operate on sets of A-proofs as follows:
assumps({Iy,...,,}) := assumps(Il;)U- - -U assumps(Il,,). We define the function
N that maps an M-proof of ¥ I C to an N-proof of C from assumps(¥) recursively
from the root upward, with a case for each inference rule. An M-proof ending with
A right, for example, as shown on the left below is mapped to the AN -proof on the
right below whose last inference is an application of Aintro.

Y1 ¥ N(E) N

ght + =L 22
Arht s AN ANDB

Here, 3J; is a proof of the sequent ¥ F A and 3 is a proof of ¥ - B. The cases for
the other right rules are all defined by a similar recursion on the premises followed by
an application of the corresponding intro rule. The one-node M-proof of ¥ - AV-A4
is mapped directly to the one-node N-proof AV—A. The remaining rules are slightly
more complicated and the mapping is given in Figure 5. In this figure, 3,3, etc.,
are assumed to be proofs of the premises of the specified rule. The sequents at
the root of these proofs are assumed to be of the appropriate form (see Figure 4).
The following theorem expresses the correctness of the translation of M-proofs to

N -proofs as defined by the function N.

Theorem 4 Let C be a formula and ¥ be a set of N -proofs. If ¥ is an M-proof of
U C, then N(X) is an N -proof of C from assumps(¥).

Although arbitrary applications of cut are not necessary for the completeness of
M, it is important in practice to allow them in interactive theorem proving. Our
implementation handles such applications by: (1) applying the function N to the
left premise ¥ - A to obtain an A -proof II of A from assumps(¥), (2) modifying

RR n° 2804
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oy II II
initial : A,\III—A = A
> .o
/\left:ni = NE)
RaNel
AANB
II
b by V( A k
V left : % = AVE N(Zl) N(EZ)
RaNel ¢
AV B
II
RS V(%
- % N N(Z1) ADB
U FC B
ADB
1I
gt Z L NE -4
LU FL 1
-A
UEAV-A by 7 (
cut : IEC = N
weaen.‘lj"lj,}_A )
2, - %,
SOleft - o o, I T 0 =
QA OA, OB OB
I, L, I IL,,
OA; -+ ©A, 0OB; --- OB, ./\7(21)-/\7(2“)
C
5 .
LU EC
JA

Figure 5: The function N for transforming mixed-rule proofs to natural deduction
proofs
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Interactive Theorem Proving with Temporal Logic 13

the proof of the right premise A, ¥ I C by modifying the proofs of ¥ to replace all
occurrences of A as a leaf with II, (3) applying N to the resulting M-proof.

We do not consider a translation of A-proofs to M-proofs here. However, we
note that it is possible to define a translation on normal proofs (see [12]) in the
propositional intuitionistic fragment of A that does not use the cut rule, thereby
illustrating the correspondence between cut-free sequent proofs and normal natural
deduction proofs for this fragment.

4 Proof Construction

Interactive proof construction is most often done in a backward direction. The user
sets a goal and then, applying the rules of the logic, tries to reduce it to already
known theorems or axioms. The technique of proof by pointing described in [2]
provides a means of giving proof directions by selecting subexpressions of goals. It
has been proved sound and complete for classical logic. In what follows, we explain
how the technique can be extended to our sequent system for S4.3, and we give
some examples of proofs of temporal properties. We describe proof search using the
S system, although as already stated, our theorem prover implements the M system
which also builds A/-proofs of the assumptions.

4.1 Proof by Pointing

The main idea of proof by pointing is that each rule in the sequent presentation can
be seen as a way of breaking down a term. The term to break is in the conclusion of
the rule, either the conclusion of the sequent or one of its assumptions. The result
is presented by the subterms of the term reappearing in the premises. For example,
the Aright rule:

'FA I'+B
T'HFAAB

can be seen as breaking a conjunction, putting the left part in the first premise and
the right one in the second premise. We can express this more graphically by the
following two rules where in the first, the user has clicked on A, and in the second

on B:
rr[A] TFB
r+[A]AB

r't4a T+|[B]
T+ AA[B]

RR n " 2804



14 Amy Felty, Laurent Théry

Figure 6 presents the boxed rules for the usual connectives of propositional classical
logic. Selecting a subexpression can be understood as a command to bring the

[A|B,AAB,TFC , rH[A] T+B
A right; :

[A]AB,TFC TH[A|AB
Alefty - A”f’:‘g © A Tighty : r }_I‘AI— 1 F
ABJ, A
[AlAvB,T+C B,AVBTFC TH[A]

: V right; : —————
[AlvB,TFC r-[AlvB

g RAVEIEC[Bavarre,,,  TrB)
g ADB,T+[A] B,ADB[TFC S ikt [AlT+B
€ejty : T M —
! [A]>B.TFC M rr[Ao B
ADB.TFA [B]JADBTFC ~ AT+[B]
' A>[B|TFC ‘T+A>[B]

TH[A] . [A]TrL

—left : —— —right : ="~ —

i -[AlTFL TN

Aleft; :

V l(ﬁftl

D righty

Figure 6: Proof by pointing rules for propositional classical connectives

subexpression to the surface of the sequent. It only makes sense if we have the two
following properties:

1. Well foundedness: the box in the premises is more “immediate” than the
formula it came from in the conclusion. This property ensures termination as
the propagation of the selection moves toward the surface.

2. Uniqueness: given a goal and a selection, there is at most one rule that is
applicable. This property ensures determinism.

These two properties hold for the rules of Figure 6. Here, more “immediate” means
that the formula in the premises is smaller than the formula it came from in the

INRIA



Interactive Theorem Proving with Temporal Logic 15

conclusion. Furthermore we have a property of completeness: any subformula can be
reached by recursive application of the rules. Given a selection, we can then induce
an algorithm that performs a series of rule applications. We display each step of the
algorithm with a “—” representing application of a rule from Figure 6. We do not
indicate which rule since it will always be clear from context. An overline over a
sequent is used to indicate that a branch of the proof has been completed using the
tnitial rule. In addition, the propagation of the selection is displayed by underlining
the selected subterm. As an example, a selection on z in the leftmost formula below
gives:
FaAyDzVt > aAykFzVt > zAykz

which consists of an application of D right followed by Vright;. All the rules of
Figure 6 are instances of rules of & where the formula the rule is applied to in the
left rules is repeated in the premises. To get proof by pointing in our system, we
only have to give boxed versions for the remaining rules.

Always

Deriving the rule for proof by pointing for O is straightforward:

[AlpATrC
olAlTFC

We reach the formula A in O A by selecting A. The right O rule can also be boxed as

follows:
or -
ol +o[4]

Because the context has to contain formulas of a certain form, by adding this proof
by pointing rule, the properties of termination and determinism are preserved, but
we lose the property that we can reach any formula by selecting it. To recapture
this property, we use the fact that there exists a canonical way of transforming
any context into a O context by removing assumptions that don’t have O as their
outermost operator with the weaken rule. For example:

A,0B,C,0D+0OE —» OB,0OD+FOE —» OB,ODFE

In the following we will represent the combination of weaken and the application of
this rule as a single step of the algorithm:

A,0B,C,O0D+0OE — OB.ODFE

With these two rules, we can begin to prove some basic properties.

RR n " 2804
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Example 1: FOz D =z
Proof: Click on @ in the left part of the implication.

FOz Dz - Ozbz — z,0ckx

Example 2: 0Oz D O0O=
Proof: Click on Oz in the right part of the implication.

FOzD>DOOz — OztOOz — OzbFOz

Example 3: FO(z Ay) DOz AOy
Proof: Click on @ in the right part of the implication.

FO(zAy)DOzAOQy — O(zAy)FOzAOy —

O(zAy) Oz O(zAy)Fa
O(zAy) Oy O(z Ay) Oy

The first goal is solved by selecting the x of the assumption.

O(zAy)Fz - zAy,0@Ay)Fz = z,y,zAy,0(xAy) bz
For the second goal we have to follow the same path, first select y in the goal:
O(Ay)FOy = O(Ay) -y

and then in the assumption.

D(m/\g)l—y — a:/\g,l](m/\y)l—y = z,y,z Ay,O0(xAy)kFy

Eventually
The < left rule gives the following boxed rules.

A1,...,0A,,OTFOC - OAy,... [Ai]...,04,,OT FOC -+ OAy,..., A, OT FOC
OAy,...,0A]...,0A,,OT FOC

Ar,.. 0AOTF L OAy . [Ai] ., 0AL Ok L v OAy,..., Ap,OT F L
OAy,..., 0 Ai|...,04,, 0T F L

With these two rules, it is easy to see that we can reach any subterm in an assumption
with © as its outermost operator. The problem of having a context with only ¢ and O
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assumptions is solved by the weaken rule as before. In addition, when the conclusion
of the sequent is not a ¢ formula we can always apply the L right rule:

'L
I'eC
Here is a simple example:

A,0B,C,ODFE — OB,ODFE — ¢B.ODF 1 — B.ODF L

As for O, in the following we will merge applications of weaken, 1 right, and &left

into a single step of the algorithm.
The ©right rule has a direct correspondence to the boxed rule:

T+
o
With these rules, we can prove the temporal properties that are dual to those of the
previous section.
Example 4: -z D Oz
Proof: Click on z in the right part of the implication.

FzDOz - 20z — zh =z

Example 5: F 00z D Oz
Proof: Click on ¢z in the left part of the implication.

FOOxr DOz — OO0z Oz — Oz Ox

Example 6: F Oz V Oy D O(z V y)
Proof: Click on z in the left part of the implication.

FOozVOoyDO(zVy) — CzVOoykOzVvy) —
Oz, Oz V Oy Oz Vy) zk Oz Vy)
Oy, Oz V Oy Oz Vy) Oy, Oz VOoy Oz Vy)
Note that the extra assumptions disappear in the first goal of the last step due to an
application of weaken before applying Oleft. The first goal is solved by a selection
on the z of the conclusion.

zkFO(zVy) > zkbzVy > zkz
The second goal is solved by two selections on y, first the one of the first assumption:
Oy O(xVy) — yHo(xVy)
then the one of the conclusion.

yFo(xVy) = yFaVy = yky
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Conversions

In S4.3, for any formula A, =<A is equivalent to 0-A4 and —OA is equivalent to O—A.
We have found it useful in practice to replace a formula of one of these forms with its
equivalent during proof construction. In §, it is possible to derive rules that perform
this operation on a formula of any one of these four forms in the assumptions or on
the right of a sequent. Two examples are as follows:

oA TEC O—ATEC

-CA,THC -OA,T'FC
These are examples of rules where it is impossible to directly use proof by pointing;
they deal with transforming rather than breaking down. For this reason, we treat
them as terminal rules (rules with no box in the premises) and use the principle of
point and shoot to trigger them. Point and shoot simply allows multiple terminal
rules by having multiple kind of selections. Graphically we differentiate terminal
rules by indexing the box with a key. Operationally the user simultaneously selects
the subterm and strikes the key. The key indicates what rule to apply, and possibly

what rule to attempt after applying the desired rule (the shoot operation). In this
case, the shoot rule is an attempt to apply initial to complete the proof:

[Al]TFA - ATFA4

ATFH[A] - ATFA4

We can now add our shift selection:

[-0A] ., THC - O-ATFC
[-OA[.TFC - ¢-ATFC

We illustrate these rules with two examples:
Example 7: F =0—-z D -0z
Proof: Click on —Oz in the right part of the implication with the shift selection.

F=0-z D —-—0Oz° — —O—z b -2’ — —O-e,-0z’F 1 — =0, 0-a b L

Click on ¢—z in the first assumption.

—|<>—|a:,<>ﬁa: 1l — —|<>—|:15,<>ﬁ:)3 F Oz

Example 8: - -0z D =<z
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Proof: Click on =<z in the right part of the implication with the shift selection.
F -0z D =02’ —» -0z b =02’ —» -0z, =02’ 1L — —-O-e,0-x - L

Click on the O—z in the first assumption.

—O-z, 00z F1l — Oz, 00z F Oz

Excluded Middle

The method proposed in [2] for introducing excluded middle into the point and shoot
algorithm is by a higher-order theorem:

VP.PV -P

Then the cut rule is used to extend the possibility of adding a theorem to the
assumptions. Operationally, the user selects some subformula A, and then clicks on
the =P of the ezcl-mid rule. AV —A will be added as an assumption. Given a goal
I' - C and a theorem T we have:

THC - [T|T+C

Using this rule, we can refine the two previous examples.

Example 9: =0—z F Ox

Proof: Click on the =P of excluded middle with Oz as a witness and the shift
selection:

=0z Oz — Oz V -0z’ Oz F O —

Oz, Oz V -0z, ~<O—z F Oz

— O-g,0z V Oz, Oz F O
-0z, O V Oz, ~O-z F Oz ’ ’

Click on the =z in the third assumption, which applies the L right rule, followed
by the —left rule:

O—z,Oz V —Oz, Oz F O — O—x,Oc V Oz, ~O—z - Oz

Example 10: -0z - Oz
Proof: Click on the =P of excluded middle with ¢z as a witness and the shift

selection.

Oz k- Oz — Oz V o0z’ —Oz - Oz —
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Oz, Oz V =0z, -0z F Oz

— Oz, Oz V Oz, Oz F <
=0z, Oz V —Oz, "0z F Ox Tae v rhve

Click on the O—x in the third assumption.

e, Oz V —Ox, e F Oz — Oz, Oz V =0z, -0 - O

Note that the last rule is = right. It includes an implicit application of L right.

Weakening

Finally the last rule we add concerns weaken. In [2], there was no explicit way of
applying this rule since it was always done implicitly just before completing the proof
with inetezal. In our system, having an explicit weaken is important as the < left rule
generates as many subgoals as assumptions with ¢ as outermost operator. Applying
weaken or not may change the structure of the proof. We simply implement weaken

as a terminal rule: ;
THC 5 TFC

4.2 Examples

We have already given some examples in the previous section. We complement them
with the proofs of two other classic properties.

Example 11: FO(z D y) D Oz D Oy

Proof: Click on @ in the right part of the top implication.

FO(zDy)D>0zD0y - O(zDy)k0z D0y —

O(zDy),0zk <Oy —» O(z Dy),zk Oy

Click on z in the right part of the first assumption.

zDy,0(zDy),ztz

O(z D zHOy — zDy,0(zD oy —
(z Dy), y = z2y,0(zDy), Y y,z D y,0(z Dy),zk Oy

Only one subgoal is left, we can solve it by selecting the y in the conclusion.

y,zDy,0(zDy)zkOy = y,zDy,0(xDy)zky

Example 12: F O (zVy) D Oz V Oy
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Proof: Click on ¢z V Oy in the right part of the top implication.
FO(zVy) D0z VOy — O(zVy) oz Vv oy
Click on the =P of excluded middle with ¢z as a witness and the shuft selection.
OzVy) FozVOoy — Oz V02! O(zVy FOzV oy —

Oz, Oz V =0z, 0 (zVy) Oz V Oy 5 Oz, 0z V 0z, 0 (z Vy) F oz V Oy
=0z, Oz V =0z, 0 (zV y) F Oz V Oy Oz, Oz V =0z, 0 (z Vy) F Oz V Oy

The proof of the first subgoal is trivial.

Oz, Oz V 0z, 0z Vy) F oz VOoy — Oz, 0z V 0z, 0(zVy) Oz
For the second goal, we first select y.
Oz, Oz V —0z,0 (2 Vy) F Oz V Oy — Oz, 0z V —0z,0(z Vy) Oy

Now we do a case analysis selecting « of the third assumption.

z,0~z,zVyk Oy

Oz, Oz 2,0 (2Vy)F oy = Orz,zVyk Oy y, 0z, z Vy b Oy

Both cases are trivial:

z,0z,zVykFOy —» —z,z,0z,z2Vy-<oy — -z, z,0z,zVylke

y,0z,zVyk Oy — y,Oz,zVyky

5 Proof Presentation

In the previous section, proof by pointing illustrated a simple way of locally construc-
ting a proof. In this section, we discuss the display of overall proofs. There are two
important reasons to do so:

1. To present the final result. The final proof “explains” why the fact holds.

2. To aid in the construction of the proof. Displaying the incomplete proof gives
a global view of the proof process.
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A natural solution is to represent the sequent proof that we build as a tree. From
our experiments we have found that displaying trees doesn’t scale up. Proof trees
rapidly become unmanageable not only because of their length but also because of
their width. In [4], an alternative is described that proposes a textual presentation
of natural deduction proofs in a pseudo-natural language. In natural deduction the
combination of the inferences only deals with a single formula: the conclusion of the
sequent. Generating a text in pseudo-natural language is then made easier.

The text is generated by translation. With each rule of the natural deduction
system is associated a textual pattern. For example, the two translation rules for
Aintro and D intro are the following:

15
1]

11, 11, [ Hz]
A B N | B
ANB Altogether we have AA B
Assume A (i)
II I
; -
ADB We have proved A D B

where recursive calls are marked with square brackets. In addition to the direct
application of such rules, a set of optimizations is performed on the text to remove
irrelevant information such as unused assumption numbers or immediate references.
As for proof by pointing, for S we have to extend the rules presented for the classical
logic in [4] to the temporal rules.

Always
We first give the Oelim rule:
y 4]
o4 > oA
A In particular A

The Ointro rule is a bit more complicated. The general layout is given in Figure 7.
Special cases have been developed when n is 0 or 1:

w, ]

A,
OA SodO A
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o,
OB,
In the context: OBy (h1)
Hl H H
w > |:A:|
oA So we deduced A

Example 1: FOz D =

Proof: Assume Oz (1)
By (1) we have Oz
In particular «

Example 2: FOz D OOx

Proof: Assume Oz
In the context O (1)
By (1) we have O
So we deduce OOz

Example 3: FO(z Ay) DOz AOy
Proof: Assume O(z A y)
In the context O (z A y) (1)
By (1) we have O (z A y)
In particular we have z Ay
We have z

-So we deduce Oz
In the context O (z A y) (1)

By (1) we have O (z A y)
In particular we have z Ay
We have y
-So we deduce Oy
Altogether we have Oz A Oy

Eventually

The general rule for Gelim is given in Figure 7. Special cases can be easily derived.

For example, when there is no O assumption and only one ¢ assumption, we use:
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1,
o1]
If we have A (i)
I, 1L I,
©A_oC S [oc]
oC So we deduce &C
For ®untro, the rule is much simpler to explain:
y i
A > A
CA Obviously we have CA

Example 4: -2z D Oz

Proof: Assume z (1)
By (1) we have z
Obviously we have Oz

Example 5: - OO0z D Oz

Proof: Assume OOz
If we have Oz (1)
By (1) we have Oz
So we deduce Oz

Example 6: F Oz V Oy D O(z V y)

Proof: Assume ¢z V Oy
So we have two cases
Suppose Oz
If we have z (1)
By (1) we have z
Obviously we have ¢ V y
Obviously we have O(z V y)

So we deduce O(z V y)
Suppose Oy

If we have y (1)
By (1) we have y
Obviously we have z V y
Obviously we have O(z V y)
So we deduce O(z V y)
We have O(z V y) in both cases, so O(z V y)
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Note that the two subproofs in this example are similar. We could optimize the
text to proof procedure so that it would note the similarity, and avoid writing out
the details of the second case. Although this case is simple, the general problem of
finding similarities while abstracting from differences is a difficult one, but one that
must be addressed if larger proofs are to be readable. Note that it is often possible
to replace duplicate proofs by lemmas.

Conversions

Conversions are handled by the simple concatenation of the converted term.
11

-0A il
O-A -OA], so O-4

II

- b il
oA -QA|, so A

6 An Example

Now that we have defined the two principles (proof by pointing and textual presen-
tation), we are going to merge them into a single environment. Using the mixed
system M, we can simultaneous build the proof in sequent style while showing the
natural deduction equivalent. We illustrate how the combination works with the
proof of the property:

OOz D y) vody D z).

This proof is done by contradiction; as we don’t have the DeMorgan laws we need
to apply excluded middle to each of the two components of the disjunction.

Using Ezcluded Middle, O(Ozx D y) V OOz D y)
So we have two cases:
¢ Suppose O(0Oz D y) (1)
Obviously O(0x D y) VO(Oy D )
¢ Suppose | -O(0z D y) (2)
Using Fzcluded Middle, O(Cy D ) V "O(Oy D «)

So we have two cases:
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CA, ©A, OB, OB, <>C"'<>c[>

IL

[D Bl]
I,

5.

Altogether we have the context:

OBy (h1)

OB, (hy)
Where
II

A
So we deduce d A

s

0B,
iy .Hlm
o,

Altogether we have the context:
DBl (hl)

OB (hm)
Also _
15
| OA,y
L
| OA,
So we have the different cases
o Assume A;j (41), ..., and OA, (in)
[ HII
1
oc]
e Assume OA; (41), ..., and A, (2y)
B HII
oc]
In all the possible cases, we have OC, so OC

Figure 7: Textual rules for always introduction and eventually elimination
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e Suppose OOy D ) (3)
Obviously O(Oz D y) VO(Oy D )

e Suppose | -0O(0y D z) (4)

Prove: ‘D(I:l:c Dy)V-OOz Dy) ‘
We have OOz D y) VO(@Oy D z) in both cases (3) and (4)
We have OOz D y) VO(Oy D @) in both cases (1) and (2)

We are left with one goal, under the two assumptions (2) and (4). They are inside
a box to show that the user can select inside them. The next step is to transform
the assumptions into ¢ assumptions and apply the $elim rule.

Using Ezcluded Middle, O(Oz D y) V ~O(0Oz D y)
So we have two cases:
e Suppose O(Oz D y) (1)
Obviously O(0z D y) VO(Oy D )
e Suppose ~O(Oz D y) (2)
Using Ezcluded Middle, O(Cy D =) V -O(0y D z)
So we have two cases:
e Suppose Oy D z) (3)
Obviously O(0z D y) VO(Oy D =)
e Suppose ~O(0y D ) (4)
We have:
By (2), D0z D y), so o~ (0Ox D y)
By (3), -O(Qy D ), so O—~(Qy D )
So we have the different cases:

e Assume |-(0Oz D y)| (5) and m (6)

Prove: | a contradiction‘
e Assume O—(0Oz Dy) (6) and ~(y D z) (7)
Prove: a contradiction
In all possible cases, we have a contradiction, so O(0Oz D y) VO(Oy D z)
We have O(Oz D y) VO(Oy D z) in both cases (3) and (4)
We have OOz D y) VO(Oy D ) in both cases (1) and (2)

We now have two goals, that are symmetrical, so in the following we concentrate on
the current one.
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e Assume [~(0z D y)| (5) and [o=(@y D z)| (6)

Prove: ‘ a contradiction ‘

To prove a contradiction, we first select the y of the assumption 5.

+ teone (@59 ) nd @37 0
Assume [Oz] (7)

Prove
We have proved Oz D y

By (5), there is a contradiction

Assumptions 6 and 7 are clearly contradictory. To show the contradiction we select
the z in assumption 6.

e Assume =(0z Dy) (5) and O~(Oy D z) (6)
Assume Oz (7)
In the context |Oz(8)

If we have |=(0y D z)(9)

Assume % (10)
Prove

We have proved Oy D =
By (9) there is a contradiction
By (6) we deduce a contradiction, so y
We have proved Oz D y
By (5), there is a contradiction

We end the proof by selecting the x of assumption 8.

e Assume ~(Oz Dy) (5) and O—-(Oy D z) (6)
Assume Oz (7)
In the context Oz (8)
If we have =(Oy D z)(9)
Assume Oy
By (8) we have x
We have proved Oy D =
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By (9) there is a contradiction
By (6) we deduce a contradiction, so y
We have proved Oz D y
By (5), there is a contradiction

Figure 8 gives the overall proof that can be performed with 10 clicks.

7 Conclusion

The system we have described has a very simple and convivial user-interface with
the following properties:

e The proof process is presented as the refinement of pseudo-English text.

e All the proof steps are input simply by using the mouse to make selections on
formulas in this text.

The temporal calculus we use has been carefully designed to be as natural as pos-
sible. This calculus has been proved sound and complete. Our implementation has
benefited from the use of a generic theorem prover. We were able to quickly and
easily specify the inference rules and obtain a tactic-style theorem prover for goal-
directed proof using these rules. The interface was also built with a generic toolkit in
which all the features of the user-interface (window, layout, interaction) are handled
by a separate process, and thus we were able to reuse a large part of an existing
interface.

So far, we have considered S4.3. The techniques presented here should extend
fairly directly to various related and more expressive logics. For example, extending
the interface and explanation capabilities to logics with additional operators such as
O (next) and U (until) should be straightforward.

In [1], the Isabelle theorem prover [11] is used to implement a class of modal logics
that includes many logics similar to S4.3. The inference systems used in this work
are natural deduction systems in which formulas are explicitly labelled with possible
worlds, using a Kripke-style semantics. Isabelle contains a specification language
that is essentially a subset of the higher-order logic implemented in AProlog. Thus,
the Isabelle specifications of labelled deduction systems can be directly mapped to
specifications in AProlog and used to implement a simple tactic theorem prover
similar to the one presented in this paper. The techniques of proof by pointing and
point and shoot could also be adapted to this kind of inference system. It would
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be interesting to see if the possible world annotations could be used to improve or
provide alternate explanations. Initial work towards this goal can be found in [7],
where a labelled sequent inference system similar to the natural deduction systems
in [1] is used, and a simple mapping of inference rules to text is given. Conversely,
our S4.3 specification could be specified directly in Isabelle. In doing so, we would
benefit from the built-in theorem proving support in the Isabelle system, which is
more extensive than what is available in our tactic theorem proving environment in
AProlog.

With our current system, we are still quite far from verifying algorithms. Thus
far, the system has only been used to prove simple temporal properties. In that
respect, the simplicity of the user-interface makes it an ideal tool to learn and
experiment with temporal logics, aiding the user in both understanding temporal
logic reasoning as well as understanding proofs as they are constructed. In order to
tackle more realistic problems, a necessary step is to introduce some automation in
our system so that users only concentrate on the general architecture of the proof
while the system automatically proves details. Incorporating the extra theorem
proving power of Isabelle, or building our interface on top of Isabelle instead of
AProlog would provide an important step in that direction. However, for large
algorithms more significant automation is needed. Incorporating more powerful
decision procedures as well as model checking are both candidates in the future
extension of the system.

Model checkers are fully automatic and effective for verifying finite state auto-
mata. Much work has gone into pushing the boundaries of the size of problems
that can be handled, so that such techniques have been applied successfully to the
automatic verification of a large class of systems and algorithms. However, although
the boundaries continue to be pushed, there will always be a limit to the size of
the problems that such methods can handle. In addition, they are limited to fi-
nite spaces. By integrating such techniques within a theorem proving environment,
it should be possbile to increase the class of algorithms for which verification is
practical, including for example those that are parameterized by the number of
components or processors, or have infinite data domains. To do so, powerful and
intuitive interaction is essential.

The Stanford Temporal Prover (STeP) [9] is one system that is working towards
the goal of broadening the class of algorithms that can be verified. STeP integrates
a variety of diverse components. Although they are not directly connected to each
other, two such components include an interactive prover and a model checker. The
techniques presented here could be integrated directly into the interactive prover.
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Using Ezcluded Middle, O(Oz D y) V -O(0z D y)
So we have two cases:
e Suppose O(dz D y) (1)
Obviously O(Oz D y) VO(Oy D =)
e Suppose —O(0Oz D y) (2)
Using Ezcluded Middle, O(Oy D z) V -0y D z)
So we have two cases:
¢ Suppose O(0y D ) (3)
Obviously OOz D y) VO(Oy D =)
e Suppose ~0O(y D ) (4)
We have:
By (2), ~0(0z D y), so ©~(0z D y)
By (3), -0(0y > ), so O=(0Oy D =)
So we have the different cases:
e Assume =(Oz Dy) (5) and O=(OQy D z) (6)
Assume Oz (7)
In the context Oz (8)
If we have =(Oy D z) (9)
Assume Oy
By (8) we have x
We have proved [y D =
By (9) there is a contradiction
By (6) we deduce a contradiction, so y
We have proved Oz D y
By (5), there is a contradiction
e Assume O—(Oz Dy) (10) and =(Cy D z)  (11)
Assume [y (12)
In the context Oy  (13)
If we have —=(0z D y) (14)
Assume Oz
By (13) we have y
We have proved Oz D y
By (14) there is a contradiction
By (10) we deduce a contradiction, so x
We have proved Oy D =
By (11), there is a contradiction
In all possible cases, we have a contradiction, so OOz D y) VO(y D =)
We have O(0z D y) VO(Oy D ) in both cases (3) and (4)
We have O(0z D y) VO(Oy D z) in both cases (1) and (2)

Figure 8: A complete example
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A Proofs of Theorems 2.1, 2.2, and 3.2

THEOREM 2.1. Guwven a set of formulas T’ and a formula C, let ' and C' be T’ and
C, respectively, with all occurrences of & replaced by —-O—~. The sequent I' - C s
provable in S if and only if T'+ C' (or T' = § when C is 1) is provable in S'.

PRrOOF. We prove the following more general theorem:

Given a set of formulas T' and formulas C4,...,C,, where n > 0, let T',CY,...,C!,
bel',Ch,...,Cy, respectively, with all occurrences of & replaced by —0O—. The sequent
'FC1V---VC, (orT kL whenn is0) ts provable in S if and only f '+ CY,...,C),

1s provable in S'.

Theorem 1 expresses the special case when n is 0 or 1. We first consider the forward
direction. The proof is by induction on the height of the S-proof. Most cases follow
directly by the induction hypothesis and an application of the corresponding rule in
S'. We consider the remaining cases below.

Case: inutial. Since L cannot occur on the left in an S-proof, we need only consider
the one-node proof ' H C; V ---V C,, where n > 0. Since C1V ---VC, €T, we
know that C{ V---V Cl, € I'. Fori =1,...n, we have C, F C! in &' by initial,
and I',C! - C1,...,Cl, by weaken. Thus by a series of applications of Vleft, we can
deduce I',C{V---VC/ FCY,...,Cl.
Case: excl-mid. We have the one-node S-proof I' H AV —A. We have two cases:
eithern =2, C1 is A, and Cs is 7A4; or n =1 and Cp is AV —A. In either case, we
build the following proof in &§'.
AR A
oA, -A T

For the case when n = 2, we are done. For the case when n = 1, we apply the Vright
rule to obtain an S-proof of I" F A’ v = A’.

Case: V right. The premise is of the form I' - C; V...V C! for some 7, 0 < 7 < n.
By the induction hypothesis, IV - Cj,...,C! is provable in §'. By weaken,

'+ Cy,...,C! is provable in S'.

Case: | right. By the induction hypothesis, I'' I @) is provable in S’. By weaken,
I+ Cq,...,Cl is provable in &'.

Case: Oright. Cyis0A andn = 1. I" has theform OA4y,...,04,,,~0=By,...,~0B,
where m,p > 0. OA},...,04),,-—0-—Bj,... ,ﬂﬂDﬂﬂB}, F A’ is provable in S’ by
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the induction hypothesis . By weaken, the following is provable:
DAll, . ,I:lAin, —|—|D—l—|Bi, ceey —|—|I:|—l—lB;,I:l—|—|B’1, e ,D—l—lB;) AL

For any formula B, the sequent B F ——B is provable by —left followed by —right.
By taking B to be O—— B/ and applying weaken, the following holds:

I:lA'l, . ,I:lAlm, —|—||:hﬁBé, . ,ﬂﬂD—l—lBII,,El—!—!Bll, .. ,D—l—lBII) F —l—llj—l—!Bi.

With this sequent as the left premise and the sequent above as the right, we can
apply cut to get the following provable sequent:

043, ...,04;,,~—~0-=By,...,~—0--B,,0--By,...,0--B, - A
By repeated applications of weaken and cut, the following sequent is provable:
1r---,045, 0By, ...,0--B, F A"
By applying Oright, the following also holds:
OA3,...,04,,,0--By,...,0--B, - 04"

Now, we can repeatedly apply —right and —left to obtain a proof of the following
sequent.
I:lAll, ce ,DAI —|—|I:|—|—|Bi, ceey —|—|I:|—|—|B]ID Fo4'.

m)

Case: Oleft. The formula on the right of the sequent at the root is either L (and thus
n = 0) or OC (and thus n = 1). We consider the latter case. The former is similar
and slightly simpler. I" has the form ¢Dy,...,<¢D,,04;,...,04,,,~0=By,...,=0-B,
where r > 0 and m,p > 0. By the induction hypothesis applied to the first premise,
the following sequent is provable in S’

D},-0O-Dj),...,—-0~D,,04},...,04,  —~—-O-—Bj,..., ﬁﬁDﬂﬂB;) F—-0-C'.
By repeatedly applying —left and —right, the following holds:
—|—|I:|—|CI,I:|A11, NN ,DA;n, —|—|I:|—|—|Bi, ceey —|—|D—|—|B]ID F —|D/1,—|—|D—|Dé, NN ,—|—|I:|—|D1In.

By applying weaken and cut as in the previous case, the following can be shown to

hold:

0-C',043, . .. ,04,,,0--B,...,00" B, - =D}, ~~0-Dj, ..., ~—0-D;.
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For any formula B, the sequent =—B |- B is also provable. Using this result, the
above sequent, weaken, and cut, the following is provable:

o-C',043,...,04,,,0--B},...,0--B, - =D},0-D),...,0-D,.

Similarly, by applying the induction hypothesis and the above reasoning to the other
r — 1 hypotheses, we can show that the following sequents hold:

m?

D‘!C’,DAll, e ,I:lA’ D‘!‘!Bi, e ,I:|—|—|BIID F D‘!Dll, —|D’2’|:|—|D:’3, NN ,D‘!D;

0-C',04},...,04),,0--B},...,0--B, F0-Di,...,0-D,,_4,-D;
We can now apply Oright with these r sequents as premises to obtain:
o-~C',043,...,04,,,0--By,...,0--B, FO0-Dy, . ..,0-D;..
By —left and —right, we obtain the desired result:

—|I:|—|DI1, N ,—|I:|—|D7In, 11, NN ,DA;n, —|—|D—|—|Bi, ceey —|—|I:|—|—|B; F-o-C'.

Case: Oright. Cy is ©A and n = 1. By the induction hypothesis IV - A’ is provable
in §’. We build the following proof to obtain the desired result.

'+ A

AT R
0-A T
'+ —-o-A'

—left
Oleft
—right

We now consider the backward direction. We begin with an S&’-proof, and build
the corresponding S-proof. The proof is again by induction, in this case on the
height of the S’-proof. The first three cases below are fairly simple. As in the proof
above several cases follow from the induction hypothesis followed by an application
of the corresponding rule in §. These include Aleft, Vlieft, and Oleft. The other cases
all follow by slightly more complicated reasoning from sequents known to hold by
the induction hypothesis, with additional assumptions of the form AV —A. These
assumptions are then eliminated by applications of cut with an instance of ezcl-mad
as the left premise. We show four such cases: —left, ~right, cut, and Oright. The
—left and —right rules are the only cases that have two subcases.

Case: initial. Here, n = 1 and we have the one-node &'-proof C] F Cj. Clearly,
C1 F (1 is provable by initialin S.
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Case: weaken. I' has the form I'y,I'2, and the premise of this application of weaken
isT) FC,...,C! where 0 < i < n. By the induction hypothesis, ' F C1V---VC; is
provable in S. By weaken and repeated applications of Vrights, I'1,I's - C1V---VC,
is provable in S.

Case: V right. Cq has the form AV B. By the induction hypothesis, ' F AV BV
CyV ...V Cy is provable in § which is what we want to show.

Case: —left. T' has either the form = A,y or ©A, .

In the first case, by the induction hypothesis, o - AV Cy1V ---V C,, is provable
in §. For any formulas A,C and set of formulas I, if ' - AV C is provable in S,
it is straightforward to construct a proof of (AV C)V =(AV C),—-A,I' - C without
using applications of cut (other than those already in the proof of ' H AV C). Then
by cut, =A,T' I C is provable. Taking C' to be Cy V ---V C,, and I to be I'y, we get
a proof of "A, o FC1V---VC, from'gFAVCLV---VC,.

In the second case, by the induction hypothesis, ' F OmAV C1 V ---V C, is
provable in §. For any formulas A, C and set of formulas I', if I' F 0~ AV C is provable
in 8, it is straightforward to construct a proof of (0—AVC)V-(0—AVC),0A T - C
without using applications of cut (other than those already in the proof of I'
O0-AV C). Then by cut, ©A,T' F C is provable. Taking C to be C; V---V ), and T
to be I'g, we get a proof of CA, Ty FC1V---VC, from Ty FO-AVCLV---VC,.

Case: —right. Cy has the form —A or GA.

In the first case, by the induction hypothesis, A,I' - CyV ---V C,, is provable in
S. For any formulas A,C and set of formulas I', if A,I' - C is provable in S, it is
straightforward to construct a proof of AV—=A,I"' - AV without using applications
of cut (other than those already in the proof of A,T' F C). Then by cut, '+ AV C
is provable. Taking C to be CoV ---V C,,, we get a proof of ' F=AV CoV ---VC,
from A, ' FCyV ---VC,.

In the second case, by the induction hypothesis,0-A,I' - Cy V- . -V, is provable
in 8. For any formulas A,C and set of formulas I', if (—A,I" - C is provable in S, it
is straightforward to construct a proof of 0=—=AV—-0-=A,0-AV-0-4,T' - CAVC
without using applications of cut (other than those already in the proof of 0—A, T +
C). Then by cut, I' H ©AV C is provable. Taking C to be Cy V ---V C,,, we get a
proof of 'FOGAVCyV -V C, from AT FCoV---VC,.

Case: cut. Let A be the cut formula. By the induction hypothesis, ' H AV C; V
-+-VC, and A,T'+CyV---V(C, are provable in §. For any formulas A,C and set
of formulas I', if ' F AV C and A,I"' - C are provable in §, it is straightforward

to construct a proof of AV —A,T' F C without using applications of cut (other than
those already in the proofs of ' - AV C and A,T' F C). Then by cut, ' F C is
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provable. Taking C' to be C; V ---V Cy,, we get a proof of ' - C; V --- V C), from
r-AvCy;v---vCyand A,TFCLV---VC,.

Case: Oright. For : = 1,...,n, C; has the form OA;. By the induction hypothesis,
the following sequents are provable in S:

o'+ Ay VO4s VvV --- VOA4, (al)

ar+o4;v.---voa, 1 VA4, (an)

We want to show that OI' - 0OA; V ---V OA,, is provable in §. For any formula A,
we can build the following proof in S.
AFA
oar A%
—AO0AFL Oleft
O—AOAFL " C

By applying weaken followed by n — 2 applications of Vlieft to n — 1 copies of the
above proof with As, ..., A,, as A, we get an S-proof of the sequent on the top right
below, which we then build on to get a proof of sequent (b).

Al F A left
-A1, A FL O—Ag, ..., 00A,,04V ---VOA,,Or FL
—A1,00A9,...,004,,,A1 VOA V ---VOA,,0C FL  (b)

Vleft

In this proof and what follows, instances of weaken are left implicit. In the proof
above for example, both premises of Vieft must be followed by weaken before Vleft
can be applied. By —left from sequent (aj), 7(A; VOA2 V ---VOA,),Or F_L holds.
Then by Vleft from this sequent and (b), the following holds:

—A41,07A49,...,004,,(A1VOA V ---VOA,) V(A1 VOA V --- VOA,), 0 FL .

Then by ezcl-mid and cut, we have =A1,0A4,,...,07A4,,00 FL (¢1). By similar
reasoning from sequents (a2) to (a,), the following sequents are all provable in S.

—A1,074s,...,00A4,, 00 -1 (c1)

O—-A, ..., 0 A1, A, O FL (Cn)
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We can now apply Oleft to get O—A4y,...,0-A4,,0r L, followed by L right to get
O-Ay,...,00A,, O FOA; V--- VOA, (d).

For any formula A, we can build the S-proof below. In addition to leaving weaken
implicit, we omit the left premise of the cut rule. It is always the consequence of
excl-mad.

Ak A

SAF oA ST
wleﬁght
A A oA, AT AL
—O-A,AV-AF A
—o-AF A ¥
Orught

-0—-AFDOA4 (e)

We now build the following S-proof. The sequent on the top right is obtained by
taking A to be A; in the proof of (e).

-0—A; F0OA;
O-Ay,...,0-A,, 00 FOA; V---VOA4, (d) ~Oo—A, FOA,V---VOA
O—A1 V—0-41,004,,...,0-4,,00 FOA; V- - VOA,
O—-Ay,...,0mA,, 00 FOA,V---VOA4,

Vright
“ Vlieft

cut

By similar reasoning, taking A to be As through A,, in the proof of (e), we get an
S-proof of OI' FOA; V - - - VOA,.

THEOREM 2.2. Given a set of formulas T and a formula C, let T' and C' be T’ and
C, respectively, with all occurrences of ¢ replaced by —O~. If the sequent I'" = C'
(or T' () when C is 1) is provable in 8’ without cut, then T' - C has a proof in S
such that in all occurrences of the cut rule, the left premase is a direct consequence
of the excl-mid rule.

PROOF. The proof proceeds exactly as the proof of the converse of Theorem 1 above
without the case for the cut rule. In all other cases in this proof, no applications of
cut other than those whose left premise is the consequence of excl-mid are introduced
in the S-proof.

THEOREM 3.2. Let C be a formula and ¥ be a set of N -proofs. If 2 is an M-proof
of U C, then ./\7(2) 1s an N -proof of C from assumps(¥).

PROOF. The proof is a fairly simple induction on the height of 3. All of the cases for
the right rules follow directly from the induction hypothesis and the corresponding
intro rule of N'. We show the D right rule to illustrate. We present the remaining
cases except for —left since it is similar to D left and Oleft since it is similar to Aleft.
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Case: wntial. We have g € ¥. II is a proof of C from assumps(II). Since
assumps(Il) C assumps(¥), we have our result.

Case: ezcl-mid. C has the form BV =B which is provable in N from any set of
assumptions.

Case: D right. C has the form A D B. Let ¥ be the M-proof of the premise.
By the induction hypothesis A'(¥') is an A/-proof of B from {A} U assumps(¥). By
D intro, we obtain a proof of A D B from assumps(¥).

Case: Aleft. ¥ has the form AZ\IB"IIO' Let ¥’ be the proof of the premise. Let

¥’ be the set of A-proofs on the left of the sequent at the root of ¥'. Then ¥’
II II

is %, %,\IJO. By the induction hypothesis, N'(X') is an N -proof of C' from
assumps(¥'). Clearly assumps(¥’) is the same set of formulas as assumps(¥), and
thus we have our result.

Case: Vleft. ¥ has the form Al\-/IB"I!O' Let X1 and X5 be the proofs of the pre-
mises. Since assumps(Il) C assumps(¥), we know that II is a proof of AV B
from assumps(¥). By the induction hypothesis N (31) is an N-proof of C' from
{A} U assumps(¥g) and N (D) is an N-proof of C from {B} U assumps(¥;). Since
Uy C U, N(21) is a proof of C from {A} U assumps(¥) and N'(X3) is a proof of C
from {B} U assumps(¥). By an application of Vleft, we obtain a proof of C' from
assumps(¥).

Case: D left. W has the form AHB,\IJO. Let X1 be the proof of the left pre-

mise. Since assumps(Il) C assumps(¥), we know that II is a proof of A D B
from assumps(¥). By the induction hypothesis, A'(31) is an A-proof of A from
assumps(¥g). Since ¥y C ¥, N(X1) is a proof of A from assumps(¥). By an
application of D elim, we obtain a proof of C' from assumps(¥).

Case: cut. Let AV —A be the formula on the right of the sequent in the left
premise and let Yo be the proof of the right premise. By the induction hypothesis,
N(22) is an N-proof of C from assumps(AV =A) U assumps(¥). By definition,
assumps(AV =A) = (). Thus, N'(X3) is an N-proof of C from assumps(¥).

Case: weaken. ¥ has the form ¥y, ¥y, Let X' be the proof of the premise. By the
induction hypothesis, /\7(2') is an N-proof of C' from assumps(¥1). Since ¥; C ¥,
N(Z') is a proof of C from assumps(¥).

Case: Oleft. W has the form g;l,...,gg D“L;S; Let %1,..., %, be the

proofs of the premises. The sets of formulas

assumps(Ily), . .., assumps(Il,,), assumps(IT}), . . ., assumps(IL,,)
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are all contained in assumps(¥). Thus we know that for i = 1,...,n, II; is an N-
proof of ©A; from assumps(¥) and for ¢ = 1,...,m, I, is an N -proof of OB; from
assumps(¥). By the induction hypothesis, we know the following:

/\7(21) is an N -proof of C' from A;,<0As,...,0A,,0B,...,0B,

~

N (X,) is an N-proof of C from ¢Ay,...,0A,_1,A,,0B1,...,0B),

Thus by an application of Gelim, we obtain a proof of C' from assumps(¥).
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