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Sur la continuité delatransformée de Cramer

Résumeé : Latransformée de Cramer, introduite en théorie des grandes déviations, envoieles proba-
bilités classiques (resp. les mesures positives finies) dans les probabilités (resp. les mesures finies)
(min,+), appelées mesures de colit. Nous étudions sa continuité quand les espaces de mesures de
départ et d' arrivée sont munis des topol ogies de la convergence faible. Nous prouvons que latrans-
formée de Cramer est continue dans le sous espace des mesures |ogconcaves et donnons des contre-
exemples dans |e complémentaire. En dimension finie, latransformée de Cramer est de plus biconti-
nue. Les mesureslogconcaves peuvent aors étreidentifiées a desfonctions convexes semi-continues
inférieurement.

Mots-clé: Algebre max-plus, Transformée de Cramer, Mesure logconcave, Fonction logconcave,
Convergence faible, Grandes déviations, Mesure idempotente, Transformée de Fenchel.



On the continuity of the Cramer transform 3

I ntroduction

For any probability P onthe Borel sets of atopological vector space F, the Cramer transform C(P)
of P isdefined by

c(P)E Fllog £(P)).

Here, £ and F denote respectively the Laplace and the Fenchel transforms, that isC(P) : ¢ € E' —
Joen €991 dP(z) and F(c) : 2 € E v supyepi (0, ) — c(x) where E’ denotes the dual space of
E. ThenC(P) isalower semicontinuous (l.s.c.) convex functionon E.

The Cramer transform was introduced in large deviationstheory [11, 7, 14, 15, 27, 13]. Let (X )
be a sequence of i.i.d. random variables with valuesin £ and law P. If £(P) isfinitein aneighbo-
rhood of zero, the Cramer theorem states that the law of % obeysalarge deviation principle
with rate function C(P). Thisresult istrue if £ isafinite dimensional vector space but aso if itis
locally convex and Hausdorff and if the support of P isasubset of a closed convex Polish subspace
of £ [§].

Another domain where the Cramer transform appears to be useful is decision theory. Following
the theory of idempotent measures and integrals of Maslov [18], (min, +) probabilities (or finite
(min, +) measures), that is probabilitiesin the idempotent semifield (R U {+c0}, min, +), can be
introduced. In Polish spaces, they necessarily have al.s.c. density [1] and the“ measure of a set” cor-
responds to the minimum of a function (the density) on this set. Then, (min, +) probability theory
leads to a probabilistic formalism for optimization and optimal control, that we call decision theory.
This has been developedin[9, 12, 4, 2, 5]. Random variables (called decision variables) correspond
to changes of variables or constraints parameters on an optimization problem. Markov chains (ca-
led Bellman chains) correspond to optimal control problems. Weak convergence of decisionvariables
correspondsto the convergence of valuefunctions. Itisrelated with theepiconvergenceintroducedin
convex analysis[6, 16] and isequival ent to theweak convergence of capacitiesintroducedin[22, 21].
Classical limit theorems of probability (law of large numbers, central limit theorems) correspond to
asymptotic results for the value function of optimal control problems.

Since theimages of the Cramer transform are |.s.c. functions, we may say that the Cramer trans-
form sends classical probabilities (resp. finite positive measures) into (min, +) probabilities (resp.
finite (min, +) measures). For instance, if P isthe Dirac messure at point m, C(P) = 1,, (where
Ly (z) = +ooforz # mand 1., (m) = 0), whichisthedensity of the (min, +) Dirac messure. If P
isthenormal law A (m, o) of mean m and standard deviations, C(P) = M(m, o) : &+ 1 (“3‘0’”)2
which has the same stability property as the Normal law. Moreover, the Cramer transform leads to
another correspondence between probability theory and decision theory. Indeed, it sends the convo-
[ution of two probabilitiesinto the inf-convolution of their images; but the (min, +) equivaent of
convolution is theinf-convolution of densities. Similarly, the Cramer transform sends independent
random variables into independent decision variables.

In this paper we study the continuity of the Cramer transform when both classical probabilities
and (min, +) probabilities spaces are endowed with the topology of the wesk convergence. Log-
concave measures and functions appear naturally in probability, heat equation theory, optimization
[23, 19, 20, 10]. Typically, normal laws and Wiener measures are logconcave. We show herethat the
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4 M. Akian

Laplace transform has almost the same behavior as the Fenchel transform where convexity of func-
tionsis replaced by logconcavity of measures. We then prove the equival ence between vague and
weak convergences on the subspace of logconcave finite measures over a finite dimensional vector
space F and the bicontinuity of the Cramer transform on this subspace. Counter exampl es show that
the logconcavity condition cannot be relaxed. For the infinite dimensional case, we prove a similar
continuity result under assumptionson £ similar to that of [8].

1 Notationsand definitions

Let usfirst recall some definitionsand results concerning (min, +) probabilities. Theterm (min, +)
agebrarefersto theidempotent semifield (R U {400}, min, +) denoted R ,,;,. The neutra elements
for themin and 4 lawsarerespectively +oco and 0 and are denoted 0 and 1. Let usnotethat the order
< associated with the idempotent min law isthereverse order > of IR (the order associated with an
idempotent ¢ law isdefinedby ¢ < b < a®b = b). Therefore, inequdities and limitshold in
the reverse order compared to that used for general idempotent or classical probabilities. The name
R min Will dso begiventotheset R U{+ oo} endowed with thetopol ogy defined by the order relation
whichis equivalent to that defined by the exponentia distance d(x, y) = |e =% — e~ ¥Y|. Let usfinaly
note that, since 0 € R ,,;;, isan upper bound of R ,;, (for the classical order), bounded sets of R i,
correspond to lower bounded sets.

Definition 1. Let U beatopologicd spaceand G theset of itsopen sets. A finite (min, +) idempotent
measure or cost measure on (U, G) isan application K from G to R ,;, such that

(@ K(0) = 400
(b) K(L# Gp) = ing(Gn) forany G, € G.

Itisa (min, +) probability if in addition K(U) = 0 and itisnull if K = +oo.

If ¢ isabounded function from U to R i, K(G) = infyeq e(u) isa(min, +) idempotent mea
sure. If K hasthisform, ¢ iscalled adensity of K. Any cost measureK on (U, G) admitsa“maximal”
(intermsof < order) extension K* to the power set P(U) of U :

K (A) = sup K(G).
GDA,GeG
If U isaseparable metric space, then K has necessarily a density. Its“maximal” density is equa to
c*(z) = K*({z}) andisl.sc. [1, 17]. For generd topologica spaces, K* (C) = infyec ¢*(z) for
any compact set C' [1]. Then K hasadensity if and only if —IK* isregular or isacapacity inthesense
of [22], that iISK(U) = infe compact co K (C).

Inthe sequel, 14 and 14 denote respectively the classical and (min, +) characteristic functions
ofthesat A: 14(x) = 1ifae € AandOifaz € A, La(z) = 0ifz € Aand+oo ifz ¢ A. If
A={z},14and 1, aredenoted by 1, and 1.

Given any cost measure K on (U, G), the Maslov integral with respect to K is the unique R pi,—
linear form, denoted also K, on the set of upper semicontinuous (u.s.c.) functions f : U — Ry,
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On the continuity of the Cramer transform 5

such that K(f,) \(K(f) when f,, \,f and K(14) = K(A) for A € ¢ [18, 1]. If the cost messure

K hasadensity and ¢* isits“maxima” density, then K(f) = inf,ev f(u) + ¢*(u). Therefore, the

(min, +) equivalent to the Dirac measure d,; in point 2 isthe cost measure §¢ with density 1.
Using this formalism, the weak convergence of cost measures is defined as usua :

Definition 2. We say that IK,, weakly converges towards K, denoted K,, — K, if K, () =n K(f)
for any bounded continuousfunction f : U — R ,i,.

Using the correspondence between cost measures and their densities, we will also speak of the
weak convergence of functions.

Theorem 3 ([5, Th. 5.2]). LetK,, andK be cost measures on ametric space (U, G). ThenkK,, — K
iff
liminfK, (F) > K(F) forall closed F
limsupK, (G) <K(G) foral Geg.
Let U bealocally compact topologica space and supposethat K,, and K have densities (thisis
the case if U isafinite dimensional vector space). Then, they can be considered as capacitiesin the
sense of [22] and the vague convergence may be defined either by the condition K, (f) —,, K(f) for

any continuousfunction f with compact support or by the following definition which coincideswith
that of [22].

Definition 4. We say that K,, vaguely converges towards K, denoted K, — KK if
liminfK, (C) > K(C) foral compact C
limsupkK, (G) < K(G) fordl G €gG.
The vague convergence is related to the epigraph convergence of functions defined in convex
analysis[6, 16].

Definition 5. Let ¢, and ¢ bel.s.c. fun_ctions We say that ¢,, converges in the epigraph sense (or
epi-converges) towards ¢, denoted ¢,, B¢, if

(@ Yu, Yu, = u, liminfe, (uy) > c(u),

(b) Yu, Ju, — u, limsupe, (u,) < c(u).
Proposition 6 ([5, Th. 5.7]). If U is afirst countable topological space and K,, and K have |.s.c.
densities ¢, and ¢, then K, — K iff ¢, 2 c.
The tightnessis also defined in asimilar way to classical probabilities(recall that 0 = +00).
Definition 7. A set K of cost measuresistight iff

sup inf K(C°) = +o0.
C compact KEX
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6 M. Akian

The vague and weak convergences are equivalent for tight sequences and any tight sequence of
cost measuresin ametric space admitsaweakly convergent subsequence[5]. Let usalso notethat any
sequence of |.s.c. functions on a separable metric space admits an epi-converging subsegquence [6].
We a so use the following result proved in convex analysis [6, 16]. A |.s.c. functione : & — R,
isproper iff ¢ £ 0 = 4o0.

Theorem 8. Let I be a finite dimensional vector space. The Fenchel transform F is bicontinuous
ontheset C(E) of proper I.s.c. convex functions endowed with the topol ogy of the epi-convergence.

In areflexive Banach space, the Fenchel transform is bicontinuouson C(E) endowed with the
topol ogy of the M osco-epiconvergence defined as the epi-convergence (definition 5) except that the
convergence of u,, towardsu holdsintheweak sensein (a) andinthe strongsensein (b). The Mosco-
epiconvergenceisal so equival ent to the vague convergence of cost measures defined asin definition4
except that C' may be any bounded closed convex set.

2 Statement of theresultsand counter examples

For any locally convex, Hausdorff topol ogica vector space (I.c.ht.v.s) E, LC(F) will denotethe set
of nonidentically null u.s.c. logconcave functions, that isthe set of functions f : £ — R+ such that
—log f € C(F). If Eisaclosed convex subset of al.c.ht.v.s X, any u.s.c. logconcave function f
on E can be extended to an u.s.c. logconcave function on X by taking f(z) = 0 outside E. Then
C(E) ~ {f € C(X), f(z) = 0 Ve € E°}. Generdizing the definition of [24] to the infinite
dimensiond case, we obtain

Definition 9. A positivemeasure i defined ontheBorel setsof aclosed convex subset F of al.c.h.t.v.s.
X issaid to be logarithmically concave (or logconcave) if

H(EA + (1= 8)B) > u(A) u(B)'~" M

for any pair A, B of convex subsets of £ and any ¢ € [0, 1]. The set of finite non null logconcave
messures over £ will be denoted by CM (E).

Again, CM(E) ~ {u € CM(X), p(E°) =0}.
Remark 10. From the definition of logconcave measures, we see that if ¢ is a continuouslinear ap-
plication between thel.c.h.t.v.s. £ and F (inparticularif ¢ € E’), the positivemeasure p6~* defined
by p6=1(A) = p(6=1(A)) for any Borel set A of F' islogconcave as soon as p islogconcave. In-
deed, if A and B are convex setsof I/, 01 (A) and 6= (B) areconvex and 0= (tA + (1 — ¢)B) D
t0=1(A) + (1 —¢)0~*(B). In particular, marginal laws of logconcave measures are also logconcave
measures.

By theorems 1 and 2 of [24], any non null positivemessure i on afinite dimensional vector space
E which admitsadensity f € LC(E) with respect to the Lebesgue measure of F is logconcave.
Moreover, asfor logconcave measures, margina |aws of measures withlogconcave density havelog-
concave density [24]. Indeed, logconcave measures have essentially a density. Thisis stated in the
following result proved in appendix.
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On the continuity of the Cramer transform 7

Proposition 11. Afinitenon null positive measure i on thefinite dimensional vector space £ islog-
concave if and only if there exists an affine subspace I of £ containing the support of x and such
that « hasa density f € LC(F') with respect to the Lebesgue measure over F (if the dimension of F
is zero, the Lebesgue measure is reduced to the Dirac measure and f is constant).

Theorem 12. Let £ beafinite dimensional vector space. The Cramer transformisinjective and bi-
continuousfromCM (E) toitsimagein C(£) endowed respectively with the classical weak conver-
gence and the (min, +) weak convergence topologies. Moreover, for sequences in CM(E) vague
convergence and weak convergence are equivalent.

For theinfinitedimensiona case, we adopt the minima assumptionson F stated by Bahadur and
Zabdll [8, 7, 13] for the construction of the Cramer transform and the Cramer theorem.

Theorem 13. Let X beal.chtvs. and E bea closed convex subset of X such that £ is a Polish
space for the induced topology. The Cramer transformis continuousfromCM (E) to C(E) endowed
respectively with the classical weak convergence and the (min, +) weak convergence topologies.

Remark 14. In[7] itis proved, using the Cramer theorem, that if Supp 4 C E closed convex, then
dom C(p) C E. Thiscan aso be donedirectly using Hahn-Banach theorem. Indeed, if = ¢ E, there
exists§p € X such that (fy, z) > 0 and (6o, y) < Oforanyy € E. Then L(p)(Abg) < 1 for any
A > 0andC(u)(x) > supysoA{fo, ) = +oo. Thisimpliesthat if £ isaclosed convex subset of
X theimage of CM(E) isincluded inC(E).

Example 15. Let usfirst give a counter example for the case of genera positive measures or proba-
bilities. Let P, be the probability on R with density p,, = ¢/ [ e~*»(*)dz where

[ nz for >0
C"(gj)_{ +oo for z<0.

Let usfirst notethat ¢,, isasequence of |.s.c. functionssuch that ¢,, — 1, for the (min, +) weak
convergence, but that F(c,) = F(Ljp,4+c0)) = 1L(-c0,0] ad then does not epi-converge towards
F(Lo) = 1. Thuse, givesacounter example to the continuity of the Fenchel transform for general
(not necessarily convex) proper |.s.c. functions.

Wehaveaso P, % §;, for the classical weak convergence, since
P (L) e VEda

n

f0+oo e~Vedy

+
[ f@ar,@ =

and
fn+oo e~ Vedx
0+°O e=Vedg

[ @arata) - 10| <wtr, ) + 20l

wherew(f,.) denotes the continuity modulusof fin0.
However

2] = +oo for @ 0,
L(Pn)(0) = L(P) (;) { 7£(P1)0(r0) i 1foré < 0.
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8 M. Akian

Then similarly to F(c,, ) we havelog L( P, ) =, 1(— 0,0 pointwise and in the epigraph sense. Then
C(Pa) B 1[0 4oy # C(%0) = Lo.

This example showsin addition the analogy of behavior between the Fenchel transform and the
logarithm of the Laplace transform.

Example 16. Let us give another counter example concerning stable distributions. Let us consider
astable distribution x« with order 0 < o < 2 onR. Then, ether the domain of £(x) is{0} sothe
Cramer transform of u has no interest. Either it is equal to one haf space, for instance R T and then
log L(p)(0) = A0> for @ > 0 and log £(u)(0) = +oo for @ < 0. Considering now the proba
bility tn, = p(n.), we get p, ~ do. However log £(1,)(0) = log £(p) (£) —n Lo 400y (0) for

any 6 and C(un) 2 T(—co,0] # C(d0) = 1o. Thisshows that the law of large numbers for i.i.d.
random variables with a stable distribution of order o # 2 cannot be transferred from probability
to optimization by the Cramer transform. Indeed, the (min, +) law of large numbers does not work
in general for independent identically costed decision variables with non tight cost density such as
C(p) = M max(0, —J:)al (withA’ > 0and 2 + L, =1).

Remark 17. In [2], we noticed that if the Cramer transform were continuous, the (min, +) law of
large numbers[25, 4, 2, 5, 12] and the (min, +) central limit theorem[25, 4, 5] may have been conse-
guences of the classical ones. Example 15 and 16 show that thisis not the case. Indeed, the laws
appearing in these results are in general not the images of probabilitiesby the Cramer transform. By
its definition C(P) is necessarily a proper |.s.c. convex function. Moreover, if for instance & = R,
F(C(P)) = log L(P) isanaytical and then infinitely differentiable in the interior of its domain.
Then, thel.sc. function M?(m, o) : @ = L|2Z2|" withp > 1,p # 2and o > 0 gppearing
in central limit theorem [4, 5] is not the image of a probability by the Cramer transform. Indeed,
F(MP(m,0))(0) = mb + I%|09|P' with > + - = 1, theniitis not regular in O except for integer
values of p’. Butinthat last case p’ > 2 and if C(Px) = MP(m, o), E(X) = m and thevariance
of X iszero, then X = m and o = 0.

Plan of the proof of Theorems 12 and 13. Let M (E) denotes the set of finite positive measures on
the Bordl setsof E. If E isaclosed subset of X, M(E) ~ {u € M(X), p(E°) = 0}. If E'is
a Polish space, the topology of the classical weak convergence is metrizable. Then the continuity
of the Cramer transform from a subset of M (E) to C(E) both endowed with the weak convergence
topologies is equivaent to the sequential continuity that is y, — pu = C(un) — C(u). Since
the topology of the (min, +) weak convergence is also metrizablein the subspace of tight (min, +)
measures [3], the bicontinuity of the Cramer transform on CM(E) is equivalent to the sequentia
bicontinuity, if C(x) isproved to be tight for any 1 € CM (E) which isdonein section 4 and 5.

Since, in areflexive Banach space, the (min, +) weak convergence implies the M osco-epicon-
vergence and the Fenchel transform ishicontinuouson |.s.c. proper convex functionsfor the Mosco-
epiconvergence, the continuity of log £ isrequired at least in the following sense:

i %% = log L{pn) B log L (). )
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On the continuity of the Cramer transform 9

However the continuity of log £ for theweak convergenceisnot required. Indeed if z,, —,, 0, ;. LY
80, C(8s,) = 1o, = C(8) = 1p andlog £(8,,) = F(1,,) : 0 — Oz, 3 log £(dp) = 0 but
log £(d.,,) does not weakly converge towards 0.

If (2) holdsin finite dimension, the continuity of the Cramer transform will be a consequence of
the tightness of C(u,,) for tight sequences p,, [5]. In theinfinite dimensional case, we apply Theo-
rem 12 to marginal laws. Then yu,, — p with i, and g in CM(E) impliesC(pn )0~ = C(u)0~"
inC(R) (since p, 6~ 5 pub=! and C(u)0~" = C(ub=1)) forany § € X'. If C(u,) istight, there
exists a converging subsequence also denoted C(u,) — ¢, where  isal.sc. functionon E. By
the convexity of C(u, ), ¢ isconvex and can be extended to al.s.c. convex function on X. Then,
Clun)0™" 5 oo~ = C(u)p~"forany § € X’ and C(u) = . By unicity of the limit, the se-
quence C(pn ) Weakly converges towards C(u). Again the continuity of the Cramer transformis a
consequence of thetightnessof C(u,,) for tight sequences i, .

We then reduce the proof of Theorems 12 and 13 to three parts : the continuity of log £ for the
epiconvergence at least in finite dimension (section 3), the tightness of C(uy,) in finite dimension
(section 4) and then in infinite dimension (section 5). The tightnessof C(x) for any o € CM(E),
the injectivity and the continuity of C~* infinite dimension are proved in section 4.

3 Continuity of log £

We usethefollowinglemmawhichisthe analogue of aresult provedin[2] for the Fenchel transform.
The vague and weak convergences are denoted identically for classical and (min, +) measures.

Lemma18. Let F and X beasin Theorem13and X’ beendowed withatopologysuchthat (z, 8) €
X x X' — (0, z) iscontinuous. Let u,, and u € M(E). Then u,, — p implies

lim inf £(pn) (02) > L(1)(0) V0, —0in X", ®)

and
L(pn)(8) ;)E(,u)(@) V6, 3t > 1, limsup L(pn)(t0) < +0.

Proof. Let C be acompact subset of E, d adistance uniformly equivaent to the topology of & and

F(z) = max(1 — 4=€) 0). Then, e{®:#) f(x) isbounded and continuous. Since 1, <% y and

€

Clm)0) 2 [ ) fa)dun (),

we have
lim inf £ () (0) > / ) dp(z).
n c
Since I isaPolish space, i isregular (or isa capacity), then taking the supremum over the compact
set C', we get (3) when 6, = 0. For thecase ¢,, —,, @ we obtain

liH}linfE(,un)(Hn) > e_hmsupng(c’")/Ce(e’x)d,u(r)
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10 M. Akian

where
g(C,n) = sup [(0,—0,z)
d(z,C)<e
< sup (6, —6,2)|+ sup [{0,—0,y—z)|
zeC

d(z,y)<e

Since the first term tends to 0 and the second is small when n islarge and ¢ issmall, we obtain (3).
For the second point, we use that u,, (f) —» p(f) not only for bounded continuous functions f
but aso for functions f continuous and equi-integrablewith respect to y,,, that is such that

/ f(@)dpn(z) — 0
|f(z)|>k

k—oco

uniformly in n.
Sincelim sup,, £(xn)(t0) < 400, wehave £(u,)(t0) < C for n large enough and

k— oo

/ 07 dp, (2) < L(pn) (20)e D% 0
(6,0)>k

uniformly in n. O

Remark 19. In finite dimension, the proof of inequality (3) only requires the vague convergence of
iy, towards e that is p, (f) —» p(f) for any continuous function with compact support.

Let usfirst give a proof of the continuity of the Fenchel transform that can be adapted to prove
the continuity of log £. If the cost measure K has al.s.c. density ¢, wewrite F(K) for F(c).

Proposition 20. Let £, X and X' beasinLemma 18. Let K, be a sequence of cost measures on £
with convex |.s.c. densities, then,, % K = F(K,) B F(K) in X'.

Proof. By aresult equivalentto Lemma18for F instead of £ [2], we havefor any sequenced,, —,, ¢

liminf 7 (K,) (6,) 2 F()(0)

that is condition (a) of definition 5isfulfilled. Moreover F (K, )(0) —, F(K)(0) since the constant
function 0 is bounded.

Let 0 € X’ suchthat tf € dom F(K) for somet > 1 and let provethat lim sup,, F (K, )(0) <
F(K)(6). Wedenote by ¢ and ¢,, thel.s.c. densitiesof KA~ and K, 6~ (K§~* isthe cost measure
on R such that K#—1(A4) = K(6=*(A)) for any open set A of R). The convexity of the density of
K, impliesthat of ¢,,. Then

F(K)(t0) = suﬁt;t —c(z) < 0

impliesthat  — ¢(«) decreases in some pointthatisz, — ¢(z1) > z2 — c(22) for z; < z2. Since

K,0-1 % K01, ¢, R ¢ and there exists z,, —, 1 such that z,, — en(zn) > z9 — cp(z2) and
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On the continuity of the Cramer transform 1

z, < x for nlargeenough. By the convexity of ¢,,, thisimpliesthat « —¢,, () decreasesfor z > x5
and

F(K,)(0) =supz —cp(2) = sup & — en ().

T r<wy
Then
limsup F(K,)(0) < sup =z —c(z) < F(K)(0).

n c<za+1
This provesthat lim sup,, F (K, )(¢) < F(K )( ) for § suchthat t6 € dom F(K) witht > 1. Using
the left continuity of ¢ — F(K)(¢6) int = 1, we can construct a sequence ¢,, —, 1_ such that
limsup,, F(K,)(t,0) < F(K)(0) forany ¢ € dom F(K) and then for any # € X’ which proves
property (b) of definition 5. O

Let us now give the proof of the continuity of log £ which is a direct adaptation of the previous
proof.

Proposition 21. Let £, X and X’ beasin Lemma 18 and let y,, and p € CM(E). Then

fin — = log L) = log £(u) inX'.

Proof. Again, by Lemma 18, lim inf,, log £(un)(6,) > log £L(u)(#) for any 8, —, 6. Let usprove
that lim sup,, £(u»)(8) < L(p)(0) forany & € dom £(p). Since p, 0~ and pf~" are logconcave,
L(p)(0) = L(po~1)(1) and p, 0~ = ud~', we can suppose that £ = R. In that case, p, isa
Dirac measure or has logconcave density, then e u,, are not necessarily finite logconcave measures
such that e u,, vaguely converges towards the finite logconcave measure e . We are then redu-
ced to provethat u,, — u with u,, not necessarily finite logconcave Radon measures and x afinite
logconcave messure over R imply lim sup,, pu, (R) < p(R).
Since0 < p(R) < +oo, we can suppose ater trandation that 1([0, 1)) > 0. Then, since

= u([k k+1)) < 400,
kEL

k — p([k, k + 1)) decreasesin somepointk = ! > 1, that is

p(ll 14+ 1)) < e p(ll = 1,1)) (4)

withe > 0.

If 1 hasadensity thenthesets[k, k+1) are u-continuousfor any k. Otherwise, from thelogconca
vity of p, pisaDirac measure at apoint z € [0, 1). After trandlation, we can supposethat € (0, 1)
and then the sets [k, k + 1) are again u-continuousfor any integer k. Therefore, if u, ~ p, (4) is
validfor p, instead of x and n large enough.

Since p,, islogconcave,

pa (104 1)) > pn (= 1,0) ([ + 1,1+ 2))
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12 M. Akian

and applying (4) we obtain p, ([{ + 1,1+ 2)) < e “pun([l,! + 1)) and so on. Then for & > 0 and
p>1,

pin ([(k + Dp, (k+ 14 1)p)) < e ** uy([lp, (1 + 1)p))

and

pn([0,400)) = pn((0,1p)) + Y pn([(k + D)p, (k+ 1+ 1)p))

keN
1
< (0.1 + 1)p)): 5)
Increasing p and ! and decreasing ¢, we obtain an analogue inequality for y, ((—oo, 0]). Then,
: 1 p(R)

hmnsup,un R)< T 6_ap,u([—(l + Dp, I+ 1)p]) < It

Taking the limit when p goes to infinity, we obtain the expected inequality. O

From the previous proof and Remark 19, we see that if £ = IR, the vague convergence of .,
towards p isonly required. Thisfact isalso truein finite dimension and indeed allowsto provethe
equival ence between weak and vague convergences.

Proposition 22. Let u,, and p € CM(RY), then
fin = [ fin = pu
Proof. The vague convergence of general finite measures on IR ¢ is equivalent to the conditions
lim sup p,, (C) < p(C) for al compact C'
{ liminf 1, (G) > u(G)  for all open G.

and the weak convergence is equivalent to the same conditionsbut with closed setsin place of com-
pact sets. Sincetheinequality on open setsimplieslim sup,, iy, (F) < limsup,, pin, (RY) — pu(F¢) for
any closed sets, we can pass from vague to weak convergence only by proving lim sup,, u, (R%) <
p(R9) or equivaently lim,, u, (R = p(R9). This property has been proved in dimension d =
1 in the proof of previous proposition and then Proposition 22 is true in that case. Let us prove
this property by induction on d. We suppose that it is true for d — 1 and consider p,, and u €
CM(R?) such that p, — p. Let C be abounded convex set of R such that u(R4! x 4C) = 0
and p(R41 x ') > 0 and consider the following measures on R4=1 : u$(A) = pn(A x C)
and u¢(A) = p(A x C). These measures are logconcave and finite, 4 is non null and since
lim inf,, € (RI=1) > p(R4~1xint C') > 0, u€ isnonnull for n large enough. Moreover & % ;€.
By induction, we get p, (R4~ x C)—, u(R4"1 x C) for any bounded convex set C' such that
R4-1 x C is u-continuous with positive measure. The positivity condition can be eliminated by
adding a digoint convex set C’ satisfying the previous conditions. Considering now the measures
po(A) = pn(R471 x A) and p/(A) = p(R%1 x A) onR and noting that the proof of Proposi-
tion 21 only used the convergence of !, (C') towards i’ (C') for p'-continuous bounded convex sets
C, we conclude that pi,, (R?) —, u(RY). O
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On the continuity of the Cramer transform 13

4 Tightness of C(u,) and bicontinuity of the Cramer transform
in finite dimension
We use the following lemmas.

Lemma 23. If E hasfinitedimensionand || - || denotes a normon E, the following propositionsare
equivalent for any finite positive measure x on £

(@) 0 € intdom £L(u)
(b) thereexistse > 0 suchthat [ esll*lldy(z) < +o0
(©) 0 € intdom £L(ud~!) foranyd € E'.
Proof. (b) = (&) if ||0]] < &, L(u)(0) = [P du(z) < [elldu(z) < 4o00. Then B(0,¢) C

dom L(p).
(@ = (c) If B(0,¢) C dom L(p), then £(u0~1)(A) < +oo for any A such that |A| < ”6”
() = (b). Let (01,...,04) beabaseof £/ = Eand© = {01,...,04,—01,..., —Hd} Then

2| = supyee (0, ¢) definesanormequivalentto||.||. Therefore||z|| < Clal, esll=ll < 37, o eCe(8:2)

and
[an) < 3 cucen)

[450]

Since © isfiniteand 0 € intdom £(pd~1) forany 6 € ©, thereexistse > 0 such that the right hand
side of the previousinequality isfinite. O

Lemma24. For any i € CM(E), dom £ (1) isopen and then £ and C areinjectivein CM(E).

Proof. Since u € CM(E) and ¢ € dom £(y) impliese!®:*)u € CM(E), we only have to prove
0 € int dom £(u) for any p € CM(FE). Using lemma 23 and the fact that 6~ € CM(IR) for any
¢ € E' we are reduced to the one dimensiona case.

Let u € CM(R). If uisaDirac measurethendom £(u) = R isopen. Otherwise . hasadensity
e~¢ with ¢ convex. From p(R) = [e~¢®)dz < 400, we see that ¢ strictly increases somewhere.
By the convexity of ¢, thisimpliesthat ¢(x) — ez increases for « large enough and e > 0. Then,
SUPg >0 ar — ¢(x) < 400 and by symmetry we obtain, for somee > 0, sup, ¢ |z| — ¢(z) < 400

and p(e” ) < 400 which by lemma 23 alows to conclude.

The openness of dom £(p) > 0 impliesthat o is characterized by its Laplace transform £ ().
Sincelog £(u) isal.s.c. convex function, itisalso characterized by itsFenchel transformC (). Then
£ and C areinjectiveon CM(E). O

Proof of theorem 12. Let us now prove the tightness of C(y,,) when p, 54 p. From the previous
results we know that there exists e > 0 suchthat [ e{??)dy(z) < 400 for any 6 such that ||0]| < «.
Let us choose afiniteset © C B(0,¢) such that [|z]| < 1sup,ce(f,z). Since (by the proof of
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14 M. Akian

proposition 21) limsup,, £(pn)(0) < L(p)(0) forany 6 € E', wehave £(pu,)(8) < Co forn > ng
and 6§ € ©. Then,

Clun)(z) = ;élglw,r)—logﬁ(un)(@)
> sup{f,z) — Cy > ¢||z|| — Co.
fe®

This shows that the sequence C(u,, ) for n > ng istight and by the previous section and the plan of
section 2 we obtain the weak convergence of C(u,, ) towardsC(pu).

By Lemma 24, the Cramer transform is injective and we can consider the continuity of the in-
verse map C~! on theimage of CM(E). We only have to provethat for any p, and u € CM(E),
Clun) = C(p) implies u,, = p. But since any sequence of finite measures on R ¢ admits a vaguely
converging subsequence, we have pi,, — v for a subsequence of y,, also denoted ,,. Thisimplies
thelogconcavity of v and then thisisequivalent to theweak convergence and impliesC(p,,) — C(v).
Then C(v) = C(p) and by theinjectivity of C, we get v = u. By the unicity of the limit we obtain
i, L. |

5 Theinfinitedimensonal case

From Theorem 12 (provedin sections 3 and 4) and the plan givenin section 2, theproof of Theorem 13
isreduced to the proof of thetightnessof C(u,,) when u,, = pand ., pu € CM(E). Since p, —
and F isaPolish space, the set composed by the measures ,, and i istight. Moreover there exists
0 < a< f <+4oosuchthat a < v(E) < g for any measure v in this set. We say that a set of
positivemeasures is bounded when it satisfies thislast condition. The following result concludesthe
proof of Theorem 13.

Proposition 25. Let £ and X be asin Theorem 13. The image by the Cramer transform of a tight
and bounded subset of CM(E) isatight subset of C(E).

Proof. Let II be atight and bounded subset of CM (E). There existsacompact subset C' of £ such
that

u(C) < u(E) forany p eIl (6)

|

Let us consider the closed convex and symmetric (stable by z — —z) hull of C'. Since ' is
convex and complete, the hull of C isstill compact and satisfies (6). We denoteit again by C'. Let
@ be its support function, ¢(0) = sup,c(f,z). From the symmetry of C, ¢ is a seminorm on
X' and wedenoteby B’ = {0 € X', ¢(f) < 1}itsunitbal. Since C isa closed convex s,
Le(x) = Fe)(x) = supgex(0,x) — p(0). Thenz € Ciff (§,2) < 1forany § € B’ and the
gauge function of C'is J¢ (z) « infy zexc A = supgep (0, 2).

Let us now upper bound £ () forany g € . Forany ¢ € X', v = p6~! islogconcave on R

and () (A0) = L(v)(\). Let usfix 0 € B'. Then 0=} ([=1,1]) > C and v([~1, 1)) < Lu(R).
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On the continuity of the Cramer transform 15

However, by thelogconcavity of v, we havefor n > 1
v((1,3)) > v([—1, 1)) "7 v((=1 4 2n, 1 + 2n])=

then

v(R)

v((=142n,142n]) < T

Thereforeif ¢2* < 3,

L) = LE)N) = / ey (dz)

e}

< (=00, 1))+ Y Uy ((—1 4 2n, 1 + 2n))
n=1

et

< ——nu(E).
=55

Then, for some constant  independent of II, ¢(6) < a implieslog £(u)(6) < logu(E) + 1.
If 3 isan upper bound of x(E) for u € 11, we obtain C(u)(x) = supgex/ (0, ) — log L(p)(0) >
aJc(z) —log B — 1. Theninf,ep infee(rcye C(u)(x) > ak —log 3 — 1 which by the compacity of
sets kC' impliesthetightness of C(IT). O

A Proof of Proposition 11

Aswassaid in section 2, oneimplicationisa consequence of theorems 1 and 2 of [24]. Indeed, if the
support of x, Supp ¢ C F and F isan affine space, thelogconcavity of p isequivaent to that of x| g
and if I has zero dimension, u is obviously logconcave.

Let 1« be alogconcave measure on E. |f we denoteby B(xz,e) = # + ¢B(0, 1) the open ball of
center z and radiuse for theeuclidian norm, wehave (1 —t) B(z, ) +tB(y,¢) = B((1—t)x +1y, €).
Then, the support of x isconvex. Indeed, if 2 and y € Supp y, forany ¢ > 0, u(B(z,¢)) > 0 and
u(B(y,e)) > 0 and by thelogconcavity of u, u(B((1 — t)x + ty,e)) > 0forany ¢ € [0,1]. Let
F bethe affine hull of Supp y, p|# islogconcave and we may then suppose without restriction that
F' = E. Then, by the convexity of Supp g, itsinterior isnon empty [26]. If £ has zero dimension,
u isaDirac measure and we have nothing to prove.

Let usfirst consider theonedimensional case. SinceC' = (—oo, 0] isconvex, f(z) = u(C+z) =

p((—o0, z]) isalogconcave function onR and dom f « {z € R, f(z) # 0} istheclassical domain
of the convex function — log f and it contains the interior of Supp p. Indeed, if 2 € int Supp g,
z — ¢ € Suppp for ¢ small enough, then u(C' + z) > p((z — 2¢,2)) > 0. Moreover, since
f isanondecreasing function dom f O int Supp & + [0, +o0). By the convexity of —log f, f is
continuousin theinterior of itsdomain, theninint Supp x + [0, +c0). By symmetry, we obtain that
fiscontinuouson R. Indeed, g(z) = p((z,4+00)) = u(R) — f(z) isnonincressing, logconcave
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16 M. Akian

and its domain contains int Supp u and then domyg D intSupp g + (—o0,0]. Thisimplies that
u({a}) = 0forany a € R and then 1(9 Supp p) = 0 and dso dom f = int Supp p + [0, +00).

Since — log f is convex, it admits finite right and left derivatives in each point of its open do-
main int Supp g + [0, +o0) and so does f. Since the complementary of this domain is stable by
negative transdlation and f = 0 there, the left derivative of f exists and isnull. Then, f/ (x) =
lim, o, M exists and isfinitefor any « € R. Moreover since (—¢, 0] is convex, f’ is
again a logconcave function and then it is continuous in the interior of its domain which contains
int Supp p. Indeed, if © € int Supp g, then f(z) > 0 and if in addition f () = 0, we obtain
(log f)_(z) = 0. Sincelog f isaconcave and nondecressing function, thisimplies f(y) = f(z) for
any y > z and then pu(z + (0, +o0)) = 0 which leadsto a contradictionwith z € int Supp u.

We have then proved that ¢ = f’ exists, isfiniteand islogconcave on R and that it is strictly
positive and continuous and then equal to f’ in int Supp u. Moreover g isnull on (Supp x)© and
p((int Supp u)¢) = 0. Thisimpliesthat g isadensity of x onR.

We now solvethen dimensional case by induction. Let usfirst notethat the previousproof isstill
validif u isnotameasure on R but only abounded, positive, logconvave (satisfying (1)), additiveand
nondecreasing functional on convex sets (that issuch that 4 (C'U C’) = p(C) 4+ p(C)ifCNC' =0
and p(C) < p(C") if C C C") with asupport with nonempty interior (the support is defined as for
measures, that isz € Supp p iff u(B(z,¢)) > 0 fordl £ > 0). Indeed the logconcavity impliesthe
continuity of f without assuming the continuity of x and the continuity of f implies the continuity
of u on convex sets (intervals). For instance if C,, = (an, b,] \(# and is neither empty, we have
a, /ta and b, \ya and then u(Cp) = f(bn) — f(an) (0. The conclusion of the proof isat least
that 1« has a density g which islogconcave and finite everywherein the sense that p(1) = [, g(x)d=
for any interval 1.

Let usconsider abounded, positive, logconcave, additive and nondecreasing functional  onthe
convex sets of R™, with a support with nonempty interior, and suppose that any functional of this
type on R"~1! has a density ¢ which isfinite and logconcave everywhere in the sense that ;i (C) =
Jo g(z)dx for any rectangular boxes C' = I x ...1I,_; (Where I; areintervalsof R) and that

@)= Tim ... lim AEFE(EEL0X X (Zen, 0)

€n—1—>04 €1 — 04 €1...6pn-1

For any convex set C' of R"~! thefunctional pc : I — pu(I x C) isabounded, positive, log-
concave, additiveand nondecreasing functiona on the convex setsof R. If Supp u hasanonempty
interior, then uc has adensity, that isu(I x C) = [, g(x1, C')dx, for any interval I where

g(z1,C) = lim p(x1 + (=21,0]) x C)

El—>0+ &1

isfinitefor any z; € R. If uc = 0 thisisagain true. If now Supp p¢ iSnon empty with empty
interior, it isthen equal to some singleton {a}. Therefore, Supp 1 C {a} x C' UR x (int C')°. The
convexity of Supp p and the fact that it has non empty interior impliesthat Supp 4 C R x (int C)°
and then p({a} x 9C) = pc({a}) > 0. If now C’ isaconvex set such that int C’ O C, either pc:
has a support with empty interior and then p({a} x 9C) < u(R x int C’) = 0, ether puc hasa

INRIA



On the continuity of the Cramer transform 17

density and then p({a} x dC) < pc({a}) = 0. Thetwo cases contradict the previous conclusion,
then all convex sets C' are such that Supp p¢ isempty or has nonempty interior and then such that
g(z1, C) existsand isadensity of ¢

Forany z; € R, u® : C — g(z1,C) isabounded (by g(z;,R"~1!) which is finite), positive,
logconcave, additive and nondecreasing functional on the convex setsof R” . If Supp . hasnon
empty interior then y* has adensity, that isg(x1,C) = [, h(x1,22,...,2,)dzs ... dz, for any
rectangular boxes C', with

h(z) = lim ... lim “(m+(_51:0]><"'X(—En,o]).

€n— 04 €1 =04 €1...&n

If x®r isnull, thisisasotrue. If now Supp p** isnonempty withempty interior, itisthen asubset
of an — 2 dimensional affine subspace F of R™~!. By rotation and trandlation, we can suppose that
F = {0} x R"=2 Then g(z1, {0} x R"~2) > 0 and then p((z1 + (—¢,0]) x {0} x R"=2) > 0
for e > 0 smal enough. Exchanging z; and z» coordinates in the previous reasoning, we see that
C  p((z1+ (=&, 0]) x C x R"~?) has necessarily adensity and then cannot be strictly positiveon
a singleton which contradicts the assumption on p”*. Therefore, p®* hasaways h(z1, .) asdensity
and p has h as density (on rectangular boxes). The induction is then proved and if 1 is a messure,
h isalso adensity of 1 on Borel sets. Moreover, since h is continuousin the interior and exterior of
Supp p and p (9 Supp p) = 0, we can repace h by itsu.s.c. envelope. O
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