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Abstract: This paper presents a criterion for uniqueness of a critical point
in H, g rational approximation of type (m,n), with m > n — 1. This crite-
rion is differential topologic in nature, and turns out to be connected with
corona equations and classical interpolation theory. We illustrate its use on
three examples, namely best approximation of fixed type on small circles, a
de Montessus de Ballore type theorem, and diagonal approximation to the
exponential function of large degree.
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Un critére pour 'unicité d’un point critique
en approximation rationnelle H,

Résumé : Ce rapport présente un critere d’unicité d’un point critique en
approximation rationnelle Hy de type (m,n), avec m > n — 1. Ce critere,
obtenu grace a des résultats de topologie différentielle, est également relié a la
théorie de 'interpolation et au théoréme de la couronne dans H,,. On applique
ce critere dans les trois situations suivantes : meilleure approximation sur des
petits cercles avec un type donné, approximation de fonctions méromorphes
(analogue du théoreme de Montessus de Ballore) et approximation diagonale
de la fonction exponentielle en grand degré.

Mots-clé :  approximation rationnelle H,, points critiques, unicité dun
meilleur approximant, approximation de Padé multipoint
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Notations

unit circle, open unit disk, complement in C of the closed unit disk.

circle of radius r, open disk of radius 7, complement in C of the

closed disk of radius 7.

space of real polynomials of degree at most n ; regarding the coefficients
as coordinates, we endow P, with the Euclidean topology of R"*!,

monic real polynomials of degree n.

real polynomials of degree at most n with constant coefficient equal to 1.
monic real polynomials of degree n having all their roots in U,..

real polynomials of degree at most n with constant coefficient equal to 1
having all their roots in V.

real monic polynomials of degree n having all their roots in U;
alternatively, closure of M2 with respect to the Euclidean topology of P,.
real polynomials of degree at most n with constant coefficient equal

to 1 having all their roots in V; alternatively, closure of ./\A/EL with respect
to the Euclidean topology of P,.

norms in L (T'), and in Ly(T) respectively.

scalar product in Ly(T').

real subspace of Ly(T) consisting of functions with real Fourier coefficients.
real Hardy space of exponent 2 of the unit disk consisting of functions

in Ly r(T') whose Fourier coefficients with negative index vanish.

real Hardy space of exponent 2 of the complement of the closed unit disk
restricted to those functions vanishing at infinity; alternatively, orthogonal
complement of Hyg(U) in Ly g (7).

orthogonal projection Ly g (T') = Hyr(U), and Lyr(T) = HYg(V)
respectively.

real subspace of Hy g(U) consisting of essentially bounded functions.
subset of H) g (V') consisting of rational functions p/z™"*'¢ with

p € P, and g € ML

subset of Hy g(U) consisting of rational functions p/q with p € P,

and § € M2
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1 Introduction

We consider the following two rational approximation problems:

Pb(V,m,n): given f € H)g(V) and positive integers m, n with m > n — 1,
MANIMAZE

_pr
Zm—n+1q )

-

as p/z™"*'q ranges over R, (V).

Pb(U,m,n): given g € Hyr(U) and positive integers m, n with m > n — 1,
minimize
p

qll2

as p/q ranges over R (U).

It will be convenient to say that a rational function is of type (m,n) if it can
be written as the quotient of a member of P,, by a member of P,. Now, in the
statement of Pb(U, m, n), the requirement that p/§ be analytic in U is in fact
redundant because any rational function of type (m,n) with m > n — 1 that
minimizes the distance to g in Ly(T) has to belong to Hy, g(U) when g does;
this follows by partial fraction expansion from the orthogonality of Hy g (U)
and Hjg (V).

The two approximation problems above are in fact equivalent: if we let
, 11
h?(z) == —h(-),

z 'z
the map A — h“ is an involutive isometry of Lo g(7") interchanging Hy g (U)
(resp. Romn(U)) and Hyg(V) (resp. R),,.(V)), so that Pb(U,m,n) is the
transform of Pb(V,m,n) under this map.

Problem Pb(U, m,n) is classical in approximation theory (see e.g. [3, 6, 9,
11, 12, 14, 26]) and of importance in applied sciences, notably in control [10],
and in signal processing [8, 15, 20|. Two noteworthy features of the present
formulation are the restrictions to real coefficients and to the super—diagonal

INRIA



Uniqueness of a critical point in Hy rational approximation )

case m > n — 1. The first restriction reflects the authors’s interest in the
applications and is not essential: the technique developed in the paper can
be carried over to the case of complex coefficients !. The second restriction
is more serious: whereas the super—diagonal case is an easy extension of the
diagonal one, the subdiagonal case involves additional difficulties that leave it
uncovered.

The basic question of existence of a minimizer in Pb(U, m, n) or Pb(V, m,n)
reduces to the case m = n — 1 by Lemma 2.2 and is settled in the above refe-
rences. The aim of the present paper is the analysis of the more delicate issue
of local minima that arises here as in many nonlinear approximation questions
in the complex domain, where uniqueness results are rare. In spite of its intri-
guing character and its practical relevance, since the occurence of local minima
is the major obstacle to numerical approaches, the only positive answers seem
to be in [23], for the elementary case where f is rational of type (m,n), and
in [6], for f a Stieltjes function whose supporting measure lies within some
interval. When f is analytic in V, we derive in section 2 a general criterion for
uniqueness that rests on the differential approach of [6], and consists in compu-
ting the index and then checking the signature of the second derivatives at the
critical points. It will turn out that this signature depends on a corona-type
equation with norm constraints expressing the degree of coprimeness of the
numerator and the denominator of such points, and that one way to construct
solutions to this equation is related to classical interpolation theory, and more
specifically to the decay of the error in multipoint Padé approximation. Sub-
sequently, in the remaining three sections, we apply the technique to three
specific problems. The first of them deals with best H; g rational approxima-
tion of fixed type on small circles. It was selected, firstly because our method
applies easily, secondly because it may prove practically useful by allowing
to initialize continuation methods, and thirdly because it may, by a heuristic
duality principle, support the conjecture that an entire function of finite order
that is normal with respect to rational interpolation of type (m,n) in the disk
has a unique critical point for n large. The second result is an H, g analog of
the de Montessus de Ballore theorem, and is included because the subject is

IThe complex version, however, does not subsume the real one because the best Ho
rational approximation of given degree to a function with real Fourier coefficients need not
itself be real.

RR n " 2869



6 L. Baratchart, E.B. Saff & F. Wielonsky

classical, and also because it is a nice instance of a problem whose linear part
eventually dominates the nonlinear one. The third problem is the asymptotic
uniqueness in Hy g of best rational approximation to the exponential function
in the diagonal case, when the degree becomes large. The exponential is the
primary example for which the above—mentioned conjecture should be checked,
and also turns out to be the prototype of the functions to which our criterion
should apply, since the error is nearly circular and decreases rapidly. To es-
tablish these last properties, however, requires a somewhat detailed analysis
that will provide us with precise asymptotics, both on the error and on the
location of the poles of the approximants.

2 Critical points and a criterion for uniqueness

We develop in this section the differential theory of Pb(V,m,n). We assume
that m > n — 1 throughout, and we shall reduce to the case where m =n —1
for which the properties given below already appear in the literature except
for Proposition 2.5, and for Proposition 2.8 when ¢ has roots of unit modulus
(cf. |4, 6] and the bibliographies therein).

Differentiating under the integral sign, we see that the map P,, x M. - R
given by ,

= p

(p,q) =

is smooth, and any pair (p., ¢.) where the derivative vanishes will be termed
critical. A minimizer of Pb(V,m,n), and more generally any local minimizer,
is a critical pair, but there may also be others like saddles or local maximizers.
Now, a critical pair interpolates f maximally in V', as we shall shortly see, and

the main result of this section may be summarized as follows (compare Thms
2.9 and 2.10):

if each critical pair (p.,q.) 1s such that p./z™ "*1q. interpolates f in no more

than m +n + 1 points in V, and if in addition the corona equation

bp. +cq. =1, b,c€ Hyor(U)

INRIA



Uniqueness of a critical point in Hy rational approximation 7

18 solvable with
”(fzmin*—qu - pe)b”oo < 1/2a

then the critical pair is unique.

Subsequently, we give a criterion based on the interpolation error to construct
solutions to the above equation, and we translate it to Pb(U, m,n) (cf. Thms
2.12 and 2.13).

We begin our study of the critical pairs by equating to zero the partial deriva-
tive of (2.1) with respect to the numerator. We obtain

Pe Prm
_ ’ _
om n+1 qe Zm n+1 qe

< f- >=0;

if for ¢ € M} we denote by L/ (q) € P, the numerator of the orthogonal
projection of f onto the subspace Pp,/2""*'q C Hyg(V), the above equation
means that a critical pair is necessarily of the form (L7 (q.),q.). Hence, deter-
mining critical pairs reduces to finding their denominators, and these in turn
arise as the critical points of the map M. — R given by:

() = || f = L@/ | = 1B = L4 () /2 gl (22)

here, the smoothness of W;,n as a function of ¢ depends on the following formula

(ct. [6]):

L (@)(2) = o

1 [ f7(©)a(©) lfm—"“q(f)—z’”‘”“q(z) &, (2.3)

T {mmtig(€) £—2
where
B(2) = 2"p(1/>2)

defines the reciprocal polynomial of p € P,. We offer a word of warning about
this notation: if ¥’ > k and p € Py is considered as a member of P, whose
leading coefficients do vanish, the two definitions of p may be inconsistent.
For this reason, we shall always specify the value of k under consideration; in
(2.3) for instance, it is understood that L (¢) € P,, and ¢ € P,,. Formula (2.3)

merely rephrases, using Hermite integral representation, a nice characterization
of LI (q) essentially due to Walsh ([26], cf. also [3]):

RR n " 2869



8 L. Baratchart, E.B. Saff & F. Wielonsky

Lemma 2.1 L/ (q) is the reciprocal of the remainder of the division of f°q by
Zm—n—l—lq.

We just saw that critical pairs are those pairs (L7, (q.), q.) where q. is critical
for «, .. We shall say that (L (q.),¢.) is an irreducible critical pair, or also
that g. is an irreducible critical point of @b{;,n, if L! (¢.) and ¢. are coprime;
otherwise, we call them reducible. The critical points of ¢£—1,n were studied in
[2, 3, 4, 6], and we shall carry the corresponding results over to the case where

m > n — 1 using the following lemma:

Lemma 2.2 Let f € Hyx(V) and g € M,,. Let further
FPi=vgz""" + L (q),  LL(q) €Pm, v € Har(U),  (24)

be the division of f°q by gz™ "t Set fi = PL(z""Tf) and f, =
P_(z" "1 f). Then L (q) and f, are the remainder and the quotient res-
pectively of the division of LI (q) by q:

L) =afi+ L (q), (2.5)
and N
fa=vq+L2 (),  LP(q) € Pu, (2.6)

is the division of f3q by q, namely the quotient is again v,. Moreover, we have
that

1/}7{1,71 = 1/’511,71- (27)
In particular, q is an irreducible (resp. reducible) critical point of W;,n off it is
an irreducible (resp. reducible) critical point of ¢£2—1,n-
Proof. It is easily checked that ff = P_(z~ ™"tV f%) and fJ =
P (z~(m=n+1) fo) " Thus, upon dividing (2.4) by 2™ "*! and observing that
P, + P_ is the identity Ly g(T) — Ly r(T), we obtain
L{.(a)

Zm—n—l—l )

JTq+ 74 =1v4q +
Since f; € Py—n, we have f7 = fl/zm_’”rl so that

L}, () —fifll |

=+ |0 28)

INRIA



Uniqueness of a critical point in Hy rational approximation 9

Now, f5q and v,q belong to Hyr(U) whence also the bracketed term does.
This term is therefore a polynomial of degree at most n — 1 and consequently
(2.8) is the division of fyq by q. It follows now from Lemma (2.1) that

_ T () aF
Lo = |02 I

and changing z into 1/z yields (2.5); furthermore, (2.9) and (2.8) together
imply (2.6). Substituting (2.5) in (2.2) and using that multiplication by z is
an isometry gives

(2.9)

2

(@) = |1 = 1/ = L (@),

= - LI @/al], = w10

Now, the characterization of the critical points of wﬁw runs as follows:

1

-, and let again

Proposition 2.3 Let q belong to M
faq = quzm_n+1 + f’wj;(q)7 Lfn(q) € P, Vg € H2,R(U)7

be the division of f°4 by gz™ "T1. Let d € My be the monic g.c.d. of LI (q)
and q, whose degree k may be positive or zero. Then:

(i) Lt (a)/d = L}, (a/d).

(i) q s a critical point of Q/J,J;,n iff ¢ divides v L (q). In particular if q is an
irreducible critical point, then q divides v,.

(iii) ¢ is a critical point of ¥}, . iff ¢ = q/d is an irreducible critical point of
wf;fkjnfk and the polynomial d divides v, /q1 where vy, is the quotient of the
division of f°q; by q12™ " (note that vy, /q1 actually lies in Hyr(U) by (ii)
as applied to qq ).

Proof. This is an immediate consequence of Lemma 2.2 and [6, Thm. 1, Prop.
2. u
From now on, we assume that f not only belongs to H3g (V') but is in fact
holomorphic on V:

RR n " 2869



10 L. Baratchart, E.B. Saff & F. Wielonsky

(H) there exists n > 0 such that f(z) is analytic for |z| > 1 — 7,
f(z) = f(z) and f(o0) = 0.

Hypothesis (H) is a technical one, allowing us to extend the domain of de-
finition of ¢7, , from M} to A, (Prop.2.4). This is important because our
criterion for uniqueness (Thms. 2.12 and 2.13), based on the Index theorem
(Thm. 2.9), is differential topologic in nature, whereas in differential topology
functions have to be defined over compact sets to exhibit homotopy invariants
(e.g. the degree).

Proposition 2.4 When (H) is satisfied, the maps L, : M}, — Py, and ], -
ML — R extend smoothly on a neighborhood of A, in M,,.

Proof. Clearly, f, satisfies (H) if f does. Now, apply Lemma 2.2 and |3,
Prop. 2]. n
Denote again by ¢/, and L] the extended functions. When (H) is satisfied,
Proposition (2.4) will allow for us to speak of a critical point g, or a critical pair
(LI (q.), g.) when g, lies on the boundary dA, of A,; this boundary consists
of monic polynomials of degree n whose roots are bounded by 1 in modulus,
and such that one of them at least has modulus 1. Now, we need to handle the
critical points that 1/, , may have on dA,. Such critical points are reducible
since LI (q)/q cannot have a pole on T as 9/ . is bounded by || f||2; for such

m,n

points, Proposition 2.3 must be supplemented as follows.

Proposition 2.5 Assume (H) holds and let ¢ € A,. Let further
77 = vgqz" " + L (q)
be the division of f°q by qz™ "', Write
q=qvi" ...,

where q; € ML, and the v;’s are distinct irreducible factors over R[z] having
roots of modulus 1. Designate by d; the degree of v; (either 1 or 2) and by

g =vuqz™ "+ L (1) (2.10)
the division of f°q by q1z™ "L, Then
vy = £, and Li(q)=ver . L (). (2.11)

INRIA



Uniqueness of a critical point in Hy rational approximation 11

Moreover the following are equivalent:
(i) q is a critical point of I/Jf;’n.

(a;+1)/2

(ii) g1 @s a critical point oflﬁ,’;_k,n_k and I/j[ ! divides vy, forje{1,...,1},

where the bracket denotes the integer part.
For the proof, we need two lemmas.

Lemma 2.6 For q € A,,, we have

Urn(a) = [lvgll3.

Proof. By continuity, we can assume q € M. Then

Yna(@) = If=L(0) /2" " all; = 1117~ L1, (@) /all3 = llvgaz"""1 /a3 = llvgll3
where the last equality is due to the fact that |[gz™""!'/§| =1 on T. u

Lemma 2.7 Forq = qq» € A, withq, € Ap_g, g2 € Ay, and vy, as in (2.10),
we have

(@) = e (02).

Proof. First observe that v satisfies hypothesis (H) when f does so that the

statement makes sense, i.e. we may evaluate 1/}2"_117 r on 0A. By continuity, we
can assume that ¢ € ML_, and ¢, € M;. Perform the division of v,,g> by go:

Vg G2 = agy + Ezq_l1((12)a ac H2,R(U)§

multiplying (2.10) by ¢, and substituting for v,, ¢ yields

Foads = alqige) 2™ 4+ | L2 (@) 2™ + L (q0)],

which is nothing but the division of f°§,¢ by qiga2™"*'. Thus, we deduce
from Lemma 2.1 that

L G L L
m(qicm) _ k—ll(q2) N m_k(;h)' (2.12)
Z"ggy 2T gge 2T g

RR n " 2869



12 L. Baratchart, E.B. Saff & F. Wielonsky

It is to be observed that the two terms in the right hand-side of (2.12) are
mutually orthogonal in Hy g (V) because multiplying by ¢;2™ "*/g, is an
isometry of Ly(T') sending the first of these terms into Hy g(V') and the second
into Hy g(U). By (2.2) and Pythagora’s rule, we get successively

2

2 ~ 7US 2
o (@) = IR — | Eolee) |y e Enel@) | 3 ()
" 2 G U] B ’ Zm gy | 2t gy 2
ngl ( ) 2
—1\@2
:W:sz:,nfk(%)_ A
42 )

By Lemma 2.6 and since h — h°% is an isometry of Ly g(T), this may be

rewritten as )

,UO'
= ¢kq—l1,k(Q2)-
2

,ULT
”Ua ”2 _ qu—ll(qZ)
q1 112

]
Proof of Proposition 2.5. Set = v ... € Py. Since i = +p according
whether the multiplicity of the root 1 is even or odd, (2.11) follows immediately
upon multiplying (2.10) by .
We turn to the equivalence of (i) and (ii). Let @, C My and N; C Mg,
be neighborhoods of ¢; and V;‘j respectively. Due to the pairwise coprimeness
of q1, vi,..., v, the components of (x1,601,...,0) € Q1 X N1 X ... x N are
coordinates around g € M,,, so that ¢ is critical iff the [ + 1 partial maps

Eir oxa— 7/4}:1@(}(1’/?1 ),

. o5 —1 Q541 « .
©;: 0, =¥l (quft .. v 0 v ), =1,

have vanishing derivatives at ¢; and 1/;!" respectively. Since the roots of modu-
lus 1 of any x € A, cancel in L/ (x)/x by a previous remark, we have for all
j€{1,...,n} that

E1(x1) = ¥ i (X1),s (2.13)

(—)J (0.7) = ,(p'r{L—k—l—ajdj,n—k—l—ajdj (qlej)' (2]‘4)

INRIA
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Applying Lemma 2.7 to (2.14) with n — k + a;d;, m — k + a;d; and a;d; in
place of n, m and k respectively, we see that

Uo‘

O = Vo100, J =1, (2.15)

In view of (2.13) and (2.15), we see that g is a critical point of ¥  iff ¢; is

m,mn
. f
critical for ;, ; ,_, and 1/]- is critical for %j d;—1,a;4;- LU Temains to prove

that ;7 is critical for 1/12‘;1%_1’&], o, iff VJ[-(aj 2T divides vg,. Considering this

assertion for each j separately, we may as well drop the index j and rename
vg, as f. In other words, we are back to the case where k =n, m =n—1, and
[ = 1 namely we have to prove, for v an irreducible factor over R[z]| of degree
d (either 1 or 2) having roots of modulus 1, that ¢ = v* is a critical point of
Ula 1 0q iff VIOV divides f7.

By the Hermite integral formula (cf. e.g. [26]), the function v, can be repre-
sented as

1 o A7) dy
vg(§) = %/THE f (V)mﬁa € € Uiye, (2.16)

where € > 0 is chosen so that (1+¢)™' > 1—7. This formula shows in particular
that ¢ — v, is smooth Myt¢ — H, g(U) and, since wid—l,ad(Q) = ||lvgll3 by
Lemma 2.6, differentiating with respect to the coefficients of g(z) = 2z*¢ +
Qad 12" + -+ + aq yields for k € {0,...,ad — 1}:

awfdfl d(Q) ov
_rad el 9 <« i Y >
aak 8ak’ 1
27 (%q = 1 0vg -
- (@@ = o [ ZH () (€)de, (2.17)

where we have used the identity v] (§) = v4(§)/§ on T (remembering that the
Fourier coefficients are real). Plugging (2.16) into (2.17) and differentiating
under the integral sign, we obtain:

MWraoraald) _ 1 [T o Fa(y) = a(y) dy
Oay, T /T v(8) l?zﬁr /Tpre 1) *(v) v — g] dg
_ 1 oy =) [ L 46
o T1+ef ) 7*(7) lm/T q(@v—é“] i (218)

RR n " 2869



14 L. Baratchart, E.B. Saff & F. Wielonsky

where the second equality uses Fubini’s theorem. On the other hand, by the
residue formula as applied to the function vy which is analytic in V;_, and
vanishes at infinity,

1 S "
%/Tvq(ﬁ)—zvq(v), v € Tiye,

whence (2.18) becomes

13¢£d—1,ad(51) _ 1

s NN
9 aak - 27}7_‘_ L1+E Uq (,Y)f (fY)

ad—k k

a(v) =7
7*(7)
As g = v* is a real polynomial with roots of modulus 1 only, either § = ¢

or § = —q depending whether the multiplicity of the root 1 is even or odd;
accordingly, either v, = f? or v, = —f°. Assume first that g = ¢q. We get

18¢£d—1,ad(Q) _ b
2 oay, 2T

q(v) iy,

ad—k k
-7

ar T
[ o)

whence g is a critical point of Qpidfl,ad iff
1 () = p(7)
- 7 dy=0, Vpé&€Pyi. 2.19
sim SOOI SE Ry =0, Vp € P (219

The image of the map ¢ : Poa_1 — Paa sending p(7y) to yp(y) — p(7y) is the set
of anti-reciprocal polynomials of degree at most ad, namely:

Im¢ = {X € Pad; %: _X}'

Indeed, one checks easily that the image of ¢ is included in this set. Conversely,
let

X(7) = Xad¥* + Xad-17""" + - .. = Xad=17 — Xad
be anti-reciprocal; then
p(y) = Xad’Yad_l +.+ X[ad/2]+17[ad/2] € Pad-—1
satisfies ¢(p) = x. Therefore, ¢ is a critical point of w({d_md iff

! o P -
5im Jy OOy =0, V€ Pasy p=- (220

INRIA
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In another connection, changing 7 into 1/ in the integral below yields the
identity:

1 oY) 1 o B
% /T1+e fonf (V)Wd’}’ by /T1/(1+e) F( () () dr, P € Pod,
(2.21)
whence
1 oy PV 1 N
sim o OIS A= [ ) ) )b p € Pas

In view of (2.20), we see now that ¢ = v* is a critical point of wid—l,ad iff

1
2

p(7)
FNFy dy=0,  pE€Paa.
/THE—T1/(1+G) ( ) ( )Va(’Y)
Thanks to the residue formula, and since all the roots of ¥* have modulus
1 hence lie within the contour, this is equivalent to asserting that v* divides
ff° or also that vl(®t1/2] divides f because f and f? share the same roots of
modulus 1. Finally, if § = —¢, (2.19) has to be replaced by

1 o) +p()
% /THG fnf (V)TCW =0, Vpé€ Paa1,

and one can check in the same manner that vl(t1)/2 again divides f in this
case. [ |

Having characterized the critical points of W;,n in terms of the zeros of v,
and v,, in Propositions 2.3 and 2.5, we now recognize by applying o to (2.4)
that (L7 (q), q) is an irreducible critical pair iff LY (¢q)/q is a a multipoint Padé
approximant to f of a particular type (the interpolation takes place at infinity
with order m —n+1 and at the reciprocals of the roots of ¢ with order 2), and
that a reducible critical pair is generated by a lack of normality in V. Since
there are no spurious poles for such approximants, and since we assume that
(H) holds, it is natural to conjecture that any sequence of critical points such
that m goes to infinity actually converges to f uniformly on V. This is the
content of the next proposition which will be used in the proof of asymptotic
uniqueness for the exponential function and may be of interest in its own right.
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16 L. Baratchart, E.B. Saff & F. Wielonsky

Proposition 2.8 Assume f is analytic in a stmply-connected domain 2 contai-

ning V,v assume also that f wvanishes at infinity and satisfies f(Z) = f(2).
Define Q = {1/z;z € Q}. For g € A, let

F7a =g+ E o)
be the division of f°q by qz™ ™t'. Then, the collection
{v; g€, neN, meN, m>n—1}

is a normal family of functions in Q. If (my,n) is a sequence of pairs of
non—negative integers such that my > ny — 1 and limy_.. my = 00, and if, for
each k, we let q,, € A, be a critical point of 1] then

My, Mg’

L}, (gny)
lim k2R — f 2.22
Jim == (2.22)

uniformly on V.

Proof. Let K C ©Q a compact set containing U and I' C Q a contour surroun-
ding K. By the Hermite formula, the function v, can be represented as

1 i)  dy
UfZ—,/fU’}/ y gEK 223
&)= g Jo I )Vm_”“(Z(V) v-£ (2.23)
On the unit circle, the function §/y™ ™*1q has modulus 1, so by the maximum
principle
()
———| <1 VyeV.
Y tg(y)

This inequality is in particular true on the circle I so that (2.23) implies

1 d
v(§)] < o (s%p |f"|) / ijl Ve € K. (2.24)

Because the distance from K to I' is positive, we see from (2.24) that the family
(vg) is uniformly bounded over K thereby establishing that it is normal.
To prove (2.22), observe as in the proof of Lemma 2.6 that

|f = Li(@)/z" " gl = v onT
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Uniqueness of a critical point in Hy rational approximation 17

so we must prove that [[v,, |l — 0 when k — oo.
Assume first that n; remains bounded. Then my — ng + 1 goes to infinity
and

fro=P_(zm )

converges to zero uniformly on V because the Taylor expansion of f at infinity
is normally convergent there. According to Lemma 2.2, let

T fr,2

f]:;?qvnk = IUCInk an + Lnk—l(q'ﬂk)
be the division of f7,Gy, by gn,. From (2.24) applied with f;, instead of f,

we deduce that

1 v dy —
S ) e

which goes to zero uniformly as k goes to infinity. We thus get the desired
conclusion when n; is bounded. Assume now that n; goes to infinity. In
accordance with Propositions 2.3 and 2.5, we decompose g,, as vydi X, where
vk is a polynomial of degree oy having only roots of modulus 1, d; € Mék
is a common divisor of L/, (¢,,) and ¢, and x, € Mj, is an irreducible

f

critical point of ¥, . .5 5. Let vy, be the quotient of the division of f7x

by 2™~ *ly,  Cancelling the common roots between L{;k (gn,) and g,, gives

L =L, (@) /2™ oo = 1F =Ly v, O6) /2™ koo = o o

and since (v,,) is a normal family on Q O U by the first part of the proof, it
is enough to show that the number of zeros of v,, in U goes to infinity with
k. By Proposition 2.3, we know that djx; divides v,,. In addition, it is easily
checked that N

Uy = :f:’ank dk/dk,

where the sign depends whether v, = 7, or v, = —1j, so that v,, has at least
[ /2] zeros of modulus 1 since v,, does by Proposition 2.5. Hence, v,, has
at least

Br + 0k + [ou /2] > 1 /2

zeros in U and this achieves the proof. [ ]
We turn to a result which is central to our approach since it will allow us
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18 L. Baratchart, E.B. Saff & F. Wielonsky

to pass from the local to the global when analysing uniqueness of a critical
point. Recall that a critical point is said to be nondegenerate if the second
derivative is a nondegenerate quadratic form. In this case, the number of
negative eigenvalues is called the Morse index of the critical point and it is
invariant by a change of coordinates. The theorem below links the Morse
indices of the critical points of 1/}7{“1 together when they are nondegenerate,
and may be viewed as an analog to the Poincaré—Hopf theorem granted that
A, is a topological n-ball [3].

Theorem 2.9 (The Index Theorem) Assume (H) holds and 1,, has only
nondegenerate critical points in A,, none of which lies on 0A,. Let C be the
collection of these critical points and (q) designate the Morse index of q € C.

Then
S (-1 =1.

qeC

Proof. The case m = n—1 is established in [3], so we appeal to Lemma (2.2).
[ |
Remarks: the nondegeneracy of the critical points is generic in Hy g (U,) for
r > 1 [2]. One can in fact prove that critical points on JA,, are degenerate, so
that the hypotheses we gave are somewhat redundant, but this will not be a
concern for us.
The criterion for uniqueness of a critical point that we seek rests on ensuring
that each critical point is a nondegenerate local minimum, hence has index 0,
and then applying the index theorem to conclude. Therefore, what we really
need now is a sufficient condition for a critical point to be a local minimum.
While it is not difficult to see that a reducible point is never a local minimum,
unless f is rational of type (m — 1,n — 1), because the problem is normal [3],
the forthcoming theorem asserts that a critical ¢ is a local minimum provided
L] (q) and q are “coprime enough”.

Theorem 2.10 Let f € H)x(V) and ¢ € M,, be an irreducible critical point
of ), .. Assume there exists a corona relation

bLI(q) +cqg=1, bce€ Hor(U), (2.25)

such that
1(fg = LE,(q)/ 2™ )bl < 1/2. (2.26)
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Uniqueness of a critical point in Hy rational approximation 19

Then, q is a nondegenerate local minimum of Y], .

Proof. Set f; = P (2™ "+ f) and f, = P_(¢™ "+ f). Then ¢, = ¢,
by Lemma 2.2, so that ¢ will be a nondegenerate local minimum of W;,n ift
it is a nondegenerate local minimum of 1/},{2_1,71. Now, (2.5) and (2.25) give us
a corona relation between ¢ and Lj?_l(q) where the coefficient of the latter is
again b:

bLE (q) + (c+bfi)g = 1.

Moreover, it is straightforward to check that

1(f2a = L1 (@)blloo = | (fa — L1, (a)/2™ )bl

whence it is enough to prove the theorem when m = n — 1. In this case, it is
shown in [6, eqn.(22)] that the second derivative of 1/1,{,1,71 at g can be expressed
in suitable coordinates as a quadratic form on the space P,_; by the formula

L L) @

b <f 27—
q q

H(p,p) = HE

>, p € ’Pnfh

which depends on b modulo q only, by the critical point property (cf. [6]).
From the inequality
2

L _1(q) ,g'bp’ p
< p - Boal@ DT <o pg— 1|2
q q | q|f,
which is obvious if one writes the scalar product in integral form, we see that
(2.26) implies the positiveness of H. u

In order to complete our construction, it remains for us to find a way of ma-
nufacturing b and ¢ satisfying (2.25) and (2.26). The next lemma provides us
with a means of doing this when precise estimates of the error in multipoint
Padé approximation are available. It will be convenient to use the notation
Ord.(h) to designate the order at oo of a meromorphic function A i.e. the
finite integer v such that

h(z) = O(z") as |z| — oo.

We also denote by Zy (h) (resp. Zy(h)) the number of finite zeros of h in V
(resp. U) counting multiplicities.
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20 L. Baratchart, E.B. Saff & F. Wielonsky

Lemma 2.11 Assume that (H) holds and let fi = P, (z™ """ f) and f, =
P_(z" " f). Let also ¢ € ML be prime to LI (q). If B/A is a rational
function in trreducible form with real coefficients such that

[Zy — Ordy)(z™ "™ Af — B) > n, (2.27)

and if in addition
|f = Lh(@/z""""q| < |f = B/z"""""A]  on T, (2.28)
then the polynomial ALI (q) — Bq has no zeros in U and we may set in (2.25)

A -B

b= =7
ALl(q) — Bg AL#(q) — Bg

If (2.28) s replaced by the stronger inequality
31f — L,(q)/z" " gl < |f = B/z" " A  on T, (2.29)
then in addition (2.26) holds.

Remark: the proof will actually show that equality necessarily holds in (2.27)
under the stated hypothesis. If B/A has poles on T, the right-hand side of
(2.28) and (2.29) has to be interpreted as +o0o at those points.

Proof. The difference B/A — L/ (q)/q has no zeros on T since by (2.28)
|B/2" AL (q)/2" " gl > |f = B/ A= |f = LY (q) /2" T g > 0

on T. Then, Bq — AL/ (q) has no zero on T either hence the winding number
W (Bq — AL! (¢)) of the curve (Bq — AL! (q))(T) around the origin is well
defined. Assume first that A has no zero on 7. By the argument principle

w (Bq - ALfn(q)) =W (B/zm_"+1A - Lfn(q)/zm_"ﬂq) +m+1+ Zy(A),
so that (2.28) and Rouché’s theorem together imply

W (Bq— ALL(q)) = W(f — B/z"""" A) + m+ 1 + Zy(A)
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Uniqueness of a critical point in Hy rational approximation 21

=W(E™ "M Af—B)+n = —Zy (2" " Af—B)+O0rdo (2" " Af—B)+n < 0,
where the last inequality uses (2.27). As Bq— AL/ (q) is analytic, this winding

number equals the number of zeros it has in U so this number is zero and the
first assertion of the lemma is proved. Assuming (2.29), one obtains on T

f—Li(a)/z" """ g
Lh(q)/zm"+q — B/zmm+1 A

< f = LL(g)/z" "] -

" 17— B = |~ Lh(g)
which proves (2.26).
If A happens to have zeros on T, it cannot have a zero on T, for 0 < € < €,
say. Since (2.27) and (2.28) will remain true on V. and 77 respectively when
¢ is small enough, we obtain by the same reasoning as before that Bq— AL/ (q)
has no zero in Uj.. If (2.29) happens to hold, we first replace 3 by 3 + ¢ for
some 0 > 0 which is small enough, and then argue that this stronger inequality
also remains true on 7,.. We conclude as in the first part of the proof that

[(fg— L] (q)/z""""")b| =

1/2,

m—n 1
((fa— Li(q)/z" )| < 775 " Tue
and letting € go to zero yields the desired conclusion. [ ]

We are in position now to state our criterion for uniqueness of a critical point.

Theorem 2.12 (Criterion for uniqueness in Pb(V,m,n)) Assume that (H)
holds, and that any critical point q of ’L/Jf;yn satisfies

(i) q s wrreducible,

(i) there exists a rational function B/A in irreducible form, with real coeffi-
cients such that

BIf = Li(@)/2" ™"l < |f = B/z" Al on T, (2.30)
and such that B/z™ "1 A interpolates f in V to yield
[Zy — Ord,)(z™ " Af — B) > n. (2.31)

Then, }, , has a unique critical point ¢* € M., and L] (q*)/q* is the unique
minimizer of Pb(V, m,n).
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Proof. The proofisimmediate from Theorem 2.10, Lemma 2.11, and Theorem
2.9. [

Theorem 2.12 can also be translated to Pb(U, m,n) using the equivalence of
the two problems under 0. To emphasize symmetry, we shall denote by p/q a
typical element of ﬁmn(U ), observing that indeed any member of P, is the
reciprocal of some unique p € P, and that any member of A,, is the reciprocal
of some unique g € A,,. We further define 97, , A, = R by

(@) = nin lg = 5/allz = llg = L%, (2)/dll3 = ¥ (),

and we extend in a natural way to Pb(U, m,n) and i/?ﬂnm the notion of reducible
or irreducible critical pair and critical point respectively: ¢ is a critical point of
~r%z,n iff ¢ is a critical point of 11179,: ., and (p, ) is a critical pair for Pb(U, m, n)
iff it is of the form (L% (¢),§) where § is a critical point. Note that the status
of being critical for a pair (p,§) depends on the interpolation properties of p/q

to g in the disk, namely depends whether the quotient v, of the division
gq — quszn-}-l +fj
meets the requirements of Propositions 2.3 and 2.5.

Theorem 2.13 (Criterion for uniqueness in Pb(U,m,n)) Let g be analytic
in the closed disk U and g(Z) = g(z). Assume that any critical point § of Tan,n
satisfies

(i) q is wrreducible,

(i) there exists a rational function B/A in irreducible form, with B € Py,
A € Py, such that

3lg — L% (¢)/3 < lg— B/A|  on T, (2.32)
and such that B/A interpolates g in U to yield
Zy(Ag — B) > max(m + k,n + k). (2.33)

Then, QZNJ;ZW has a unique critical point ¢* € /{/lv,ll, and LY (¢*)/§* is the unique
minimizer of Pb(U, m,n).
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Remark: a typical B/A to apply the theorem will be a multipoint Padé
approximant to g of type (m — 1,n — 1). More generally, (2.33) holds for any
such approximant of type (k',k) with ' > m —1and k > n — 1.

Proof. Set f = g%; upon applying o, inequality (2.32) is equivalent to

31f = L1,/ g < |f — (B/AY|  on T.
Assume first that m —n > k' — k. Then,

[Zy — Ordy) (zm’"“ﬁf — zm’"”’klé)

= [2v — Ordy) (2" (A(1/2)g(1/2) — B(1/2)))
=[Zy — Ords) (A(1/2)g(1/z) — B(1/z)) —m+n—k
=Zy(Ag—B)—m+n—Fk >n,
where the last inequality uses (2.33). Since,

, Zm—n—l—k—k’é
(B/A)” =

Zm—n—Hg ’

we may apply Theorem 2.12 with B replaced by zm kK" B and A replaced
by A to conclude that ¢/, , has a unique critical point in ¢* € M, whence

~,~‘§l,n has a unique critical point in §* € ML
If m—n<k'—k, then

[Zv — Ordy) (2 *1Af = B) = [Zy — Ordo] (2 (A(1/2)9(1/2) — B(1/2)))

B

om—n+1 [Zkz’ —k—m+n AV] ’

(B/A)” =

we apply Theorem 2.12, this time with B replaced by Band A replaced by
2K —k—min 4 [
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3 Approximation of Fixed Type on Shrinking
Disks

In this section we consider the following rational approximation problem:

Pb(U,,m,n): for g analytic in U,, such that g(z) = g(z), and given 0 < r < rg
and positive integers m, n, m > n — 1, minimize

1 27
)

as p ranges over P, and q ranges M .

g— =

If we set f,.(z) := f(rz), for any function f and any positive real number r,

the relation
2T . 2T
/ (re'®)do = /
0 0

shows Pb(U,, m,n) for g to be equivalent to Pb(U, m,n) for g,. This allows us
to carry over to the first problem the terminology introduced for the second,
and in particular to define the notion of a critical pair: (p,q) € Pp X A, is
critical for Pb(U,, m,n) with g iff (p,,§,) is critical for Pb(U, m,n) with g,
and we have that

b
g— = gr — =
q

Pr = L () = L (r"qur)- (3.1)
Using the theory developed in the previous section, we shall establish the
following result:

Theorem 3.1 Let g(z) = 352, 917, with g € R, and define
g1 gi—1 G-kt
glyk :: . . - .

Ji+k—-1 Gi+k—2 - a

with the convention that gs = 0 for s < 0. Let us assume that

gk—i—m—n,k 7é 07 1 S k S n. (32)
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Then Pb(U,, m,n) has a unique critical pair, whence a unique solution, when
r is small enough. Moreover, if (p*(2,7),q*(2,7)) denotes this pair and if
P2/Q°, Q°(0) = 1, denotes the Padé approzimant of type (m,n) to g, we have

p*(z,7) = P°(2) in P, F(z,r) = Q%z) in M, as r—0.
(3.3)

Remark This theorem applies in particular to totally positive functions, as
condition (3.2) is satisfied for all m > n — 1 in this case.

Proof. Firstly, we shall prove (3.3) with (p*(z,7),G*(z,7)) replaced by any
irreducible critical pair (p,q) = (p(2,7),q(z,7)) of Pb(U,,m,n). Thus g, is
an irreducible critical point of 9 . By the equivalence of Pb(U,m,n) and
Pb(V,m,n), Proposition 2.3 and (3.1) tell us that

grqv‘ - ﬁr = O(Zm_n—'—lq%/r)v

or equivalently

94— p=0(""""q))0). (34)
Note that all the roots of g;/,» have modulus less than r.
Equation (3.4) means that p is the Lagrange interpolant to gq at the m+n+1
zeros of 2™ "*lq}, ,. We denote this by

m—n-+1

ﬁ(s) = E(s,g&,z q%/ﬂ)'

Setting g(2) = Y7_o bx2®, by = 1, we get by linearity of the Lagrange operator:
p(s) = biL(s, g2*, zm_"qu/ﬂ).
k=0

As p € Py, expressing that the coefficients of s™*, ..., ™™ in the right-hand
side do vanish yields the linear system of equations satisfied by by, k = 1,...,n.
Let K C C a compact set. We have by the Hermite formula that for s € K,

t*g(t)

1
k _m—n+1_2 _ m—n+1_2 m—n+1 2 A
L(s,92", 2 Gijr2) = %/c [1 -5 Gy (8)/t %/ﬂ(t)] PR dt,
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where C denotes a contour surrounding K and the m+n-+1roots of 2™ "*'q7 ..

Since s remains in a compact set and t belongs to C, the quotient
s™H G 2 (5) /T G] ), () tends uniformly to s™FHL/EmERH as 1 tends
to zero. Thus,

m—n-+1 m~+n—+1 ) “+n

]iII(l) L(s,g2", 2 C]f/,,&) = L(s, 92" 2 = g0s" + -+ Grgn_rs"
in Ppan, whence the coefficients of the linear system of equations defining the
bi’s converge as r tends to zero to those of the linear system defining the Padé

denominator Q° which is

Im+1 T T10m + -+ Tngm—ny1 = 0

Imin + T19min—1+ -+ Tpngm = 0

Because the determinant of this system is G,,, # 0, it follows that the limit
of the solution is the solution of the limiting system, namely ¢(z,r) converges
to Q%(2) in M,, as r — 0. As to the numerator p, the Hermite formula gives

Ps) = 5 [ [1= 5" a8 )17 ()] 20T gy

Since q(t,r) tends to Q°(¢) uniformly on C, we get in turn the convergence of
p(s,7) to the Padé numerator P?(s) in P, as r — 0.

Secondly, we establish that all critical pairs are irreducible when r is small en-
ough. Indeed, assume on the contrary that there exists a sequence of reducible
ones as r — 0. In view of Propositions 2.3 and 2.5, one obtains a sequence
of irreducible critical pairs of type (I +m — n,l), for some fixed [ < n, whose
associated rational function interpolates g in more than 2/ +m — n + 1 points
on U,. By the first part of the proof, which can be applied with n replaced
by | and m replaced by | + m — n because of (3.2), these rational functions
converge to the Padé approximant P, ,./Q} to g of type (I +m —n,l), and
this gives a contradiction because PY,,_,/Q} vanishes at the origin with mul-
tiplicity exactly 2/ +m —n+ 1 as can be seen from (3.2) and the equality (cf.

[17])

(9Q = Pl )() = (-1 T st g temonit) - (35)
l+m—mn,l
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Thirdly, we estimate the error at a critical pair when r becomes small. By
what precedes, we may assume that all critical pairs are irreducible; we may
also impose that » < r; < 1 where r; is chosen so small that Url does not
contain any zero of Q°. Since p§ € P,,.n interpolates gg* at the roots of

2" g, by (3.4), the Hermite formula gives us

dt, seU. (3.6)

Y 1 8™ (8) g2 (1)
(98" — pg)(s) /T PR -

= 2ur @i)(t) t—s

As the roots of g2 lie in U,, we obtain for ¢t € T'

Smin_HQ%/r? (S) < 2 2 rm—|—n+1 |$| =7
tmntlg? L) [T \1—7 ’ -
ql/T2 1

Moreover, G(z,r) tends uniformly to Q%(z) on the closed unit disk so that, by
our choice of r1, we get upon dividing (3.6) by ¢*(s) and taking absolute values
that

lg—p/q| (s) <Orm™ ™, s| =, (3.7)
where C' is some constant independent of 7.
Finally, we prove the uniqueness part of the theorem by applying Theorem
2.13 to 9%, with B = (P%_,), and A = (Q9_,),, whence k' = m — 1 and
k =n — 1. Indeed, it follows from (3.2) and (3.5) that there exists a constant
C; > 0 such that for r small enough

Crrm Tt < g = PO JQ0L|(s)  for s =1, (38)

Now, it follows from the definition of the Padé approximant that the interpo-
lation condition (2.33) is met while (3.7) and (3.8) together imply that (2.32)

is satisfied as soon as r < 1/C/3C. n

4 Approximation of Fixed Denominator Degree
to Meromorphic Functions

The goal of this section is to establish the following Hj;g-version of the de
Montessus de Ballore theorem.
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Theorem 4.1 Fiz a nonnegative integer n and a real number R > 1. Let

n

Qu(z)=[[(z—=;), 1<|z[<p<R

7=1
a real polynomial, and g = G/Q, where G is analytic in Ug, and satisfies
G(z) = G(z). Moreover, assume G(x;) # 0 for all j.
Then the map vj, ., has a unique critical point g, € A, for m large enough,

whence in particular, problem Pb(U,m,n) has a unique solution p%,/q:. In
addition, still for m large, pt, /@ has exactly n poles in C and

g, — Qn/Qn(0) in P, as  m — o0. (4.1)

Furthermore

o/ — g as  m — 0o, (4.2)
locally uniformly in Uy := Ug \ Us_{z;}. More precisely, if K C Ug is a
compact set,

limsup |lg — 77,/Tll ™ < max{|z|, 2 € K}/R, (4.3)
where || - ||k denotes the supremum norm on K.

First, we prove a lemma which gives a lower bound on the rate of convergence
of certain Padé approximants to meromorphic functions.

Lemma 4.2 For g as in Theorem 4.1, consider the Padé approrimant
P /@1 to g of type (m,n — 1) and let € > 0 be such that p + ¢ < R.
Then for m large,

|g - P'r(r)z,nfl/Q?n,an 2 (IO + 6)_m’ on T. (44)
Proof. Assume there exists a sequence of points z,, € T such that
(9 = Pt/ Qo) (2m) | < (p+ €)™, (4.5)

for infinitely many m. Combining the two relations

( En,n—lg - P'r(r)‘z,n—l)(z) = O(Zm+n)7 ( gl,ng - P??l,n)(z) = O(Zm+n+1):
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where P ,/Q?, . denotes the Padé approximant to g of type (m,n), yields

( gz,nP'r(r)z,nfl - '(r)n,nflP'r(r)z,n)(z) = O(zm-l-n)‘ (46)
From de Montessus de Ballore’s theorem (cf.[1]), the rational function
Py /@Y, ., has precisely n finite poles for m large. Hence, the left-hand side
of (4.6) is a nonzero polynomial of degree at most m + n, and there exists a
nonzero constant ¢, , such that

( ?n,nPr(r)l,n—l - ?n,n—lPr(r)l,n)(Z) = Cmynzm_HL' (47)
In another connection, the convergence of ng to @, asserted by the cited
theorem implies that ||g — P, ,, /@Y, .|lo is majorized, up to a constant, by the
linearized error ||g@y, , — P3|l for m large. Since the latter decreases like
the truncation of the Taylor series, we get

limsup [lg — Py, /@]l L™ < 1/R,

implying by (4.5) for m large,
[(Prn1/ Qo1 — P/ Q) (2m)] < 2(p+ €)™ (4.8)

We normalize P) , , and QY,,, so that the coefficient of largest modulus of

911,,71—1 is 1 (in case there is more than one largest coefficient we choose the one
with smallest subscript), and we normalize @7, , so that @7, (0) = 1. Now,
de Montessus de Ballore’s theorem asserts that QY ,, converges to Q,/Qx(0)
as m — 0o, whence is uniformly bounded in a neighborhood of the unit circle.

Therefore multiplying (4.8) by @Y, ,, 1 (2m)@, . (2m), We get for m large,

|( gn,nP'rgL,n—l - m,n— IPO )(Zm)| < C(p+ 6)_m’ (49)

where C is a positive constant independent of m. In view of (4.7), we obtain
|emn| < C(p+ €)™, from which we deduce that (4.9) is actually satisfied for
all points of T. Applying the Bernstein-Walsh lemma [26], we get for m large,

‘( %,npgfz,n—l T Ym,n— IPO )(Z)| < C(p+ 6/2)m+n(10 + 6)_m7 z € Tp(—l—e/Q-)
4.10
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Using the fact that P, (resp. Q3,,,) converges locally uniformly to G//@Q,(0)
(resp. to Qn/Qn(0)) on T,,./» and evaluating the left-hand side of (4.10) at
a zero of Q?n,n, we get by the maximum principle and since G(z;) # 0 for all
j that any limit function of @Q9,, , as m — oo vanishes at each z;. Since
this limit function can only be a polynomial of degree at most n — 1 which is
nonzero since the largest coefficient has modulus 1, we obtain a contradiction.

|

Proof of Theorem 4.1. Let (P, Gn), for m > 1, be an arbitrary sequence of
irreducible critical pairs. We know from Proposition 2.3 that p,,/g, interpo-
lates g in U at the zeros of 2™ "1¢2. Since the coefficients of ¢,, are bounded,

we have that
lim [27~"1g2 (2) /) = o

m— 00

uniformly on closed subset of V. By the extension of de Montessus de Ballore’s
theorem to interpolating rational functions (cf.[21, Thm. 2|), we now obtain
(4.1), (4.2), and (4.3), not only for the optimal sequence (p;,,q;) but more
generally for any sequence (py,, G,) of irreducible critical pairs.

Let us next prove by contradiction that any critical pair is irreducible for m
large enough. Indeed, an infinite sequence of reducible critical pairs (P, Gn)
would provide us, after reduction, with an infinite sequence of irreducible cri-
tical pairs (Pm—_k, ¢n_r) for some 0 < k < n, such that p,,_r/g,_r interpolates

g in U at the zeros of z™ " *1g2_,:

(9Gn—k — Pm—t)(2) = O(z" " i (2)).
Upon multiplying by @, we get
(G(Yn—k - Qnﬁm—k)('z) = O(Zm_n+1Qn(z)qu—k(z))'

Since the degree of Q. pr—x is less than m + 2n — 2k + 1, it is the interpolating
polynomial of Gg,_, at the zeros of 2" "™ Q,(2)¢?_,(z). From the Hermite
formula, one has for z in U,

dt,  (4.11)

(Ga”—k - Qnﬁm—k)(z) 1 /Ta Zm_n+1Qn(z)q721—k(Z) an—k(t)

T % Jr, QL ()2 (1) t—2
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where p < 0 < R. For zin U, and ¢ in T, t — 7 is larger than o — p so that
2" Qn(2) 0 (2)

p m—n+1 2,0 3n—2k
<3
= Qn ()i (2) o o—p

and furthermore G,y is bounded on T, as G and §,_y, are (recall ¢,_,(0) =1
and the roots are in V). Hence taking absolute values in (4.11) shows the
locally uniform convergence of G@n—r — QnPm—r to zero in U, as m — oo.
Thus, any limit function of the sequence §,_g, which is a nonzero polynomial
of degree at most n — k, should vanish at the zeros of @),,, a contradiction.

To conclude the uniqueness part of the theorem, it remains only for us to apply
Theorem 2.13 with A = @), and B= P, | whence k =n—1and k' =m.
It comes from the definition of the Padé approximant that (2.33) is met, while
(2.32) follows from (4.3) applied with K = U, which is valid for any sequence
of irreducible critical pairs as we have seen, and from (4.4) which is valid for
m large. [ |

5 Diagonal H; gr-Approximation of the Exponen-
tial Function

This section is devoted to the proof of the following theorem.

Theorem 5.1 When g = e*, there exists, for n large, a unique critical pair
(pk_1, %) (hence a unique local and global minimum) for Pb(U,n — 1,n).
If we set R = pr_,/q;, we have

lim R} (z) =¢€”

n—oo

locally uniformly in C. More precisely, for K C C a compact set, there exist
two constants C, = C1(K) and Cy = Cy(K) such that for n large and z € K,

Chlg;(2)|* < 6, e* — Ry (2)] < Calgs(2)?,
where

_nl(n-1)!
" (2n)(2n = 1)
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Moreover, as n — o0

z/2 ~x

and G (z) — e */?

Pr1(2) — e
locally uniformly in C, and any constant k > 3 is such that the roots of g
and the roots of P, | eventually lie within k/n of the roots of Q° and P°
respectively, where P° | /Q° denotes the Padé approzimant of type (n — 1,n)
to e*.

Remark. An analogous theorem holds for the approximation problem
Pb(V,n —1,n) to the function le'/=.

The proof of Theorem 5.1 would be easy going if we knew that the estimates
of the interpolation error that are available for real nodes (Theorem 5.4) do
extend to complex nodes as well. This question, however, is still at large, and
the proof will mainly consist in obtaining such estimates in the case of Hy g
critical pairs.

We first recall independent results from the literature that we shall need in the
sequel. The first one is a result by Trefethen obtained by applying a method
of Braess. It concerns the asymptotic rate of the error in uniform best rational
approximation to e* on a disk.

Theorem 5.2 (cf.[24]) Let m,n > 0 be integers, and let E,, ,, denote the error
in rational best uniform approrimation of type (m,n) to e* on the disk |z| < p.
Then

1 ,mAn+1
E, .=

’ (m+n)(m+n+1)

[(1+0(1)) (5.1)
as m—+n — oQ.

The next two results concern rational interpolation of the exponential function.
The first one connects rational interpolants on a disk and on a segment.

Theorem 5.3 (Technique of Newman) Let R > 0 be a fized real number, P/Q
a rational function of type (m,n), and define

ple,R) = |P(RQ)”, ¢z, R)=|Q(RG)]>, (=1,  z=Re(().
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Then p(z, R) and q(x, R) are polynomials in x and p(x, R)/q(x, R) is again of
type (m,n). Assume the following three assertions hold:

(i) The polynomial Q(z) has no zeros on {|z| < R}.

(ii) For any complex number z of modulus R, we have

e — P/Q(2)| < 2[€7].
(iii) P/Q interpolates €* in k points (counting multiplicities) in {|z| < R}.

2Rz

Then, the rational function p(x, R)/q(z, R) interpolates e*™* in at least k points

of [-1,1], counting multiplicities.

As this result is a key ingredient in showing Theorem 5.1, we provide a proof
along the lines of 7] or [18] (see also Newman [16]).

Proof. We may assume deg P = m, deg@ = n. Let P(z) = a[[%,(z — &),
a € R. As P is a real polynomial and (| =1, we get

m

|P(RC)|” = a® [ (RC - &)(RC — &) = o ﬁ(R2 —22RE+ &), (5.2)

This shows that p(x, R) is a real polynomial in x of degree at most m, and
similarly g(z, R) is a real polynomial of degree at most n.

Let us now prove under the stated assumptions that p(z, R)/q(x, R) interpo-
lates €*f* in k points of [—1,1]. If & and (3 are complex numbers, note that

aa — ff = 2Re{a(a — B)} — |a - 6%,
whence applying this equality with a = e*, f = P(z)/Q(z), and z = R(, yields

vt = el (- ) -

2

P(z)
Q(2)

z

(5.3)

Let us define
e—Z

hE) = 5 (@) = P(2).

By assumptions (i) and (iii), ~ is analytic and has k zeros in |2| < R.
Assume first that P/@Q does not interpolate e* on the circle of radius R. Then,
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h has winding number £ on this circle. Hence, when an entire circuit has been
completed on Tg, the argument of the complex number h(z) has increased
by 2km, and since h is a real function, the argument is increased by k7w as z
traverses the upper half of the circle. Thus, h assumes real values in at least
k + 1 points z, = R(x; + iy;),

l=z¢>->x,=—1, y > 0, l=0,...,k,

such that h(z;) and h(z;_1) have opposite signs for 1 < [ < k. The same is
true of e*(e* — g(z)), because it shares the same argument as h. Then, by

(5.3), there exists € € {—1,1} such that
eZRa:l_p(‘,‘El’R) zr _(Zl)

a(ar, B) o (6“ B g(zl)> ‘_ Q

Assumption (i) shows that the sign of the right-hand side alternates with [,
so that p(x, R)/q(z, R) interpolates e*® in at least k points of [—1,1].

Assume now that P/Q does interpolate e on the circle of radius R. We
consider a sequence of radii R, > R such that lim,,_,., R, = R. Assumptions
(i), (ii), and (iii) are satisfied on these circles as soon as R, is sufficiently close
to R. Now, P/Q does not interpolate e* on Tg, for n large, and we can apply
the first part of the proof. This gives a sequence of analytic functions

fn(z) = Q(za Rn)eZan - p(z, Rn)

having at least k zeros on [—1, 1]. Moreover, this sequence converges uniformly
on compact sets to the limit function g¢(z, R)e??* — p(z, R). By a classical
theorem of Hurwitz, this function assumes at least k zeros on [—1,1]. u

2

P
. 1=0,... k.

= 2¢(—1)’

Theorem 5.4 (cf.[5]) Let B™ = {z{™}2"  n = n, be a triangular sequence
of (not necessarily distinct) real interpolation points contained in the interval
[—p, p] such that lim, .., n, = oo, and denote by R, = pn_1/q, the rational
function of type (n — 1,n) that interpolates e* in B™. Then

lim R, (z) =€ (5.4)

V—00

locally uniformly in C. Furthermore, the numerator and denominator converge
separately, that 1s, as v — 00

Pa,—1(2) > € and G, (2) — e/ (5.5)

INRIA



Uniqueness of a critical point in Hy rational approximation 35

locally uniformly in C, where @,, is normalized so that @,,(0) =1. For K C C
a compact set, there ezist two constants C; = C1(K, p) and Cy = Cy(K, p)
such that for v large and z € K,

2n 2n
Ci[] 1z = 2] < 67Ye® = Ru(2)| < Co I |2 — 2, (5.6)
k=1 k=1

where 6, was defined in Theorem 5.1. Moreover, all zeros of @, say z,g”), satisfy

n—p<|ZM|<2m+p+1/3, k=1,...,n, (5.7)

and remain within p from the roots of the Padé denominator Q°. Symmetri-

cally, all zeros of Pn_1, Say yl(”), satisfy

n+l—p<ly™ <on+p+1/3, n>2  I=1,....n—1, (58)
and remain within p from the roots of the Padé numerator P° .

Proof. The limits in (5.4), (5.5) and the estimates (5.6) are particular cases
of [5, Thms. 2.1, 2.2]. That the z\"’s and the ™’s remain within p of the
roots of @Q° and PP _; respectively follows from the proof of [5, Lemma 2.4 (i)]
and from the remark that §,/p,—1 again interpolates e?, this time at the points
—wg-n) for 1 < j < 2n. Keeping in mind this remark, the lower bounds in (5.7)
and (5.8) are consequences of the first assertion of |5, Prop. 2.8]. As to the
upper bounds, we rely on the following result (cf. the upper bound in |22,
Thm. 2.2 p.198]):

For any m > 1 and n > 0, all the zeros of the Padé approrimant
PY (2)/@n, . (2) of type (m,n) to the exponential function lie in {|z| < m +
n+4/3}.

Because of the (unnormalized) identity @9, ,(z) = P, (—z), the previous in-
equality also holds for the zeros of Q?n,n (z) when m >0 and n > 1. [ ]

After this reminder of known results, we proceed with a series of lemmas on
critical pairs that will eventually lead us to the proof of Theorem 5.1. We fix
g(z) = €* in Pb(U,n — 1,n), and any critical pair (p,_1,q,) relates to this
problem.
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Lemma 5.5 Any critical pair (Dn_1,q,) s irreducible.

Proof. If (p, 1,G,) is reducible, we obtain after reduction an irreducible
critical pair (T, 1, Xn) With n' < n. If we write the division

re ~
€ Xn' = Uy, Xn' + Vn'—1,

we see from Propositions 2.3 and 2.5 that v, , has at least n' +[(n —n'+1)/2]
zeros in U, contradicting normality of the exponential function in the horizontal
strip {z : 7 < Im(z) < 7} (cf.[19, Pb.206.2]). u

Lemma 5.6 Let (Pn_1,Gn)neN be a sequence of critical pairs. Then:
(i) The zeros of q,, say aﬁ”), .., ™) counting multiplicities, satisfy for any
a > 1 and n large enough,

nja < o] < 2an, k=1,...,n, (5.9)

and the same inequality also holds for the zeros ﬂ§"), ... ,ﬁ,(f_)l of Pr_1.
(ii) As n — oo,
Po1(2) = € and Gu(z) = e (5.10)

locally uniformly in C.
(iii) There exists a constant C' such that for n large,

max &* — Pu1/Gn(2)| < nC6, 47" (5.11)

(iv) There exists a constant Cy such that for n large,
mei%l le® — Pn_1/Gn(2)| < Cod,. (5.12)

Proof. We know by Lemma 5.5 that g, is irreducible and by Proposition 2.8
that
le* — Pn1/0n| < 2|€7], zeT,

is eventually satisfied for n large. To prove (i), we set

ﬁn—l(‘r) = |ﬁn—1(<)|2’ ‘/]\n(l‘) = |‘7n(€)|2’ |<| = 1’ T = Re(g):
(5.13)
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and we apply Theorem 5.3 with R = 1: the rational function R,(z) =
Pn_1/Gn(2), which is of type (n — 1,n), interpolates e** at 2n points of [—1,1].
Thus, p,_1/G.(2/2) interpolates e* at 2n points of [-2, 2], and we deduce from
Theorem 5.4 that

Pn-1(2)/3,(0) = € and §,(2)/G,(0) > e ~* (5.14)

locally uniformly in C. Moreover, denoting by a; ), the zeros of §,(2), k =

1,...,n, we see from (5.7) that
n—2<20"| <2n+7/3. (5.15)

From (5.2), we know the relation between zeros of ¢, and zeros of g,:

1
Q,

whence a{” = O(n) since |a{”| > 1, and because 24\ = O(n) by (5.15). But
then, (5.9) follows from (5.16) and (5.15). The reasoning leading to the same
inequalities with Oz,(cn) replaced by ﬂl(") is similar using (5.8), except that we do
not know beforehand that | ﬂl(")\ > 1. This, however, follows for n large from
the uniform convergence of p,,_1/g, to € on U asserted in Proposition 2.8.
To prove (ii), we first observe that (g,) is a normal family of functions because
when n is large enough, by (5.9),

n

H (1=2z/ai™)| <

|Gn(2) < (1+ alz|/n)" < el

In addition, recalling the definition of g, from (5.13), we find that

3.0 = II (1 +1 /ag*)

k=1

is bounded from below by some positive constant, thanks to (5.9). Hence
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again defines a normal family of functions. Let h = limy_,o h,, be a limit
function of this family, and notice that, on T,

[R(Q) = Jim. Guy, (Re(C))/u (0) = |7

by virtue of (5.14). This entails that A is not the zero function, and as h, is
zero—free in U, , for n large by (5.9), we derive from Hurwitz’s theorem that A
is zero—free in C. Therefore h = e %/, because these two functions share the
same modulus on T and have no zeros in U. Thus, h, actually converges to
e~#/? since this is the only possible limit function. As §,(0) = 1 for all n, we
now deduce that §,(0) — 1 so that §,(z) — e~*/? as n — o0, locally uniformly
in C. This gives the right half of (5.10). To get the other half, we observe
that p,, 1(0) — 1 when n — oo because e* — P, 1/q, goes to zero on U by
Proposition 2.8. Thus, reasoning as in the first part of the proof shows that
Dn_1 is a normal family of functions on C. As e*q, converges locally uniformly
to e*/? in C and since

qvnez - ﬁn—l = CYn(ez - ﬁn—l/an)

#/2 is the only possible limit function

goes to zero on U, we again conclude that e
of the family (p, 1).
We now prove (iii). By (ii), the function e *p, 1/gn(z) is analytic and has no

zeros in U, for n large. Set

F(z) = log (%{5@) |

where log designates the principal branch of the logarithm. For z in U,, we

have )
1

= ilog

ﬁn—l/qn(z)

Re(F(2)) = log ZM

o(l_

where we have used the fact that p,_1/eG,(z) is uniformly close to 1 on U,
when n is large enough. Let 1 < R < 2 be a real number, and notice that

]%-1/%(2)

) =0 (|e*]* = [pa-1/8(2)) , (5.17)
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le* — Pn—1/Gn(2)| < 2|€*| certainly holds on Tk when n is larger than some
integer independent of R. We apply Newman’s technique on the circle of
radius R by putting

ﬁn—l,R(x) = ‘ﬁn—l(RC)Pa E]\n,R(m) = ‘z]vn(Rg)‘Z’ |C‘ = ]-: T = RQ(C),

and we get from Theorem 5.3 that Pn,—; r/Gn r(x) interpolates €7 at 2n
points of [—1,1]. Thus P,_1,r/Gnr(t/2R) interpolates e’ at 2n points Z,(c"),
k =1,...,2n, of [-2R,2R]. By the upper estimate (5.6) of Theorem 5.4
applied with K = [—-2R, 2R], we have for n large that

2n
6. " = 1 n/Gun(t/2R) < Gy [[ =T, te€[~2R,2R)
k=1

where Cj is independent of 1 < R < 2. Upon substituting back z = ¢t/2R, we
get

2n
€ = Pur, /G ()| < Co T 2B =] < Coba(4R)™

k=1

or, equivalently,
l€*]* = [Bu-1/n(2)]*| < C20,(4R)™,  [2] = R.

Plugging this into (5.17), we deduce that there exists some constant C3 inde-
pendent on R € (1,2] such that for n large and z inUkg,

Re(F(2))] < C36,(4R)*™.
We now use the Borel-Carathéodory inequality (cf. e.g.[13, Thm.5.1 p.238|):

2 R+1 R+3
<_° ST <
max |F(z)] < rr1.auc|Re(F(z))|—i—R_1|F(O)|_R_1

C30,(4R)™",
|z|=1 R—1|z2=Rr 30n(4R)

where we have used that F(0) is real. By choosing a circle of radius R = 1+ =,
we get for n large and some absolute constant C, that

max |F(z)] < nCy6,4°".

|z]=1
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Writing now

ez _ p'll—l (Z)

= |€Z‘ )

1— ﬁn—l/qn(z)
e?

we see that _
€ — Pn_1/qu(2) = O(F(2)) z € Us,

thus, there exists a constant C such that for n large
|€* — Pu_1/Gn(2)| < nCB4™", 2 €T,

which proves (iii).
To establish (iv), we appeal again to Theorem 5.3: defining p,, 1 and @, as in
(5.13), we know from the proof of this theorem, that there exist 2n + 1 points
21 =x + iyl on T,

l=x¢g> > z9, = —1, y > 0, [=0,...,2n,
such that
. . - 2
=P () = 2e(=1)!|¢T(e" p;—%zl))\— et = Bz, 1=0,.,2n,
(5.18)

where € = 1 and the sign of this expression alternates with /. In other words,
the set {z;}7", is a maximal alternation set for e** — p,_1/g.(x), and conse-
quently {2z;}7", is a maximal alternation set in [—2, 2] for e® — p,_1/Gn(2/2).
From de La Vallée-Poussin theorem for rational functions (cf. [18, Thm. 2.3]),
we get that

~

2gjl pn—l
€ — —= Xy
an (=)
where the right-hand side of (5.19) denotes the error in uniform best rational
approximation of type (n — 1,n) to e* on [—2,2]. Letting C, be the familiar
Chebyshev polynomial and observing that the monic polynomial of least de-
viation to zero of degree n on [—2,2] is 2"C,(z/2), and therefore has norm 2,

mlin

S En—l,n(exa [_21 2])’ (519)

we can take the corresponding nodes as xgn)’s in (5.6) to obtain a constant Cj
such that, for n large,

Eﬂ—l,n(ema [_27 2]) < 055717
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Hence, we deduce from (5.18) and (5.19) that for n large,

ezl _ p'il/*l (Zl)

mlin 12|e*| — |e® — Dn_1/Gn(21)|| < C56,.

But the second modulus in the left-hand side of the previous inequality is uni-
formly bounded away from 0 as n — oo since |e* — pn_1/Gn(z)| tends uniformly
to 0 on 7T'. This gives (5.12). u

Lemma 5.7 There exists an integer Ny and a real number 3 > 0 such that

for n > Ny, the function = ~ D1 /0n(2)
2z (2)
(Pn_1,Gn) is any critical pair of type (n — 1,n).

has no zeros in {|z| < Bn}, where

Proof. We first prove that there exists a real number # > 0 such that for n
large,
le* — Pn_1/0n(2)] < 2|67, |z| = Bn. (5.20)
To derive (5.20), we use the well-known formula for the Padé approximant (cf.
[17] p.436):
2n

Z 1
)'/ et (1 — )" dt,
. J0

(z)e” — P (z) = (_1)nm

from which we deduce, thanks to the value of the Beta integral B(n + 1,n),
that
Qu(2)e” = P y(2)| <edn, |2 =1 (5.21)

and
Qn(2)e” = P)_i(2)| < & (Bn)*"6,, |z = pn, (5.22)

for any 3 > 0. Choose 0 < 3 < 1/2. From (5.7), we know that all zeros of Q°
have modulus larger or equal to n. As Q°(0) = 1 by our normalization, we get

1
1/4<1 =)< |Q0(2)], |2|=1, n>2,
n
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and
1=B)" <), |2l =pn. (5.23)
Thus, (5.21) and (5.22) imply respectively that

e — P° . /Q%(2)| < 4ed,, zl =1, 5.24
n—1 n

and

e~ Py /Q(2)| < (B /(L-B)", || =pn.  (5.25)

Making use of Lemma 5.6 (iii), together with (5.24), we get for any Cs > C
and n large that

P'r(b)— ﬁnfl P',(L]_ 2 2 ﬁ’nfl n
Qol(z) - (2)| < Qol(z) —e|+|e* — 7 (2)| < nCg6,4°", |z| = 1.
Consequently, as Q°(z) and §,(z) both converge to e~*/? on U, there exists a

constant C; such that for n large,
|Pa—1(2)@n(2) = @ (2)Pn-1(2)| < nC7o,47", |2 =1,
and from the Bernstein-Walsh lemma we deduce, still for n large,
|[Pr_1(2)dn(2) — Qu(2)Pn-1(2)] < nCrd™(Bn)*"'6n,  [2] = Bn.  (5.26)
Moreover, choosing o = 1/20 in (5.9), we get, again for n large,
1/2)" <lam(2)l, |z = fn.

As QY satisfies (5.23), whence a fortior: the previous inequality, we deduce
upon dividing (5.26) by §,Q° that for n large,

P'r(z)fl ﬁn—l 2n 2n—1 2n —
Q'n Qn
and we obtain by (5.25), still for |z| = fn and n large,
5 2 2n N 2 2n5n
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where Cg = e/2 4+ 16C7. By the Stirling formula:
I~ V2rl(l/e),

one checks that
2n

e
Op 8 ————.
24nn2n

Together with (5.27), this implies for € > 0, |z| = fn and n large that

o Pn—1 (Z)‘ < (1 ; €) (256)22:71(08)”'

As Cg is independant of 3, we may have chosen 3 so small that

08€2ﬂ2

<1
4

which implies (5.20) for n large. Now, because ¢, has no zeros in the closed
disk of radius fn for n large by (5.9), Theorem 5.3 applies to a circle of radius
pn: if € — pp—1/G,(2) had more than 2n zeros in {|z| < fn} we would get
a rational function of type (n — 1,n) which interpolates e* at more than 2n
points of the real axis, contradicting the normality of the exponential function.

Lemma 5.8 Let B and Ny be as in Lemma 5.7. Pick for each n > Ny, a

critical pair (Pn—1,Gn) and define two sequences of functions as follows:

€ = Pn1/Gu(2)
wn(2) = Andnq?(2)

where )\, denotes the sign of (1 — Pn_1/3.(0))/¢%(0), and

un(2) = wa(2)/*, un(0) >0, |2 < fn.

Notice, due to Lemma 5.7, that A\, is unambiguous and that u,, is a well-defined

analytic function on {|z| < Bn}. Now, the following three assertions hold:

(i) The sequence (u,) is bounded, uniformly with respect to n, on {|z| < pn}.

(ii) As n — oo,
un(z) = 1
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locally uniformly in C.
(iii) The sequence (w,) is uniformly bounded from above and below on any
compact set K of the complez plane for n large, that is there exist two constants

Cy = C1(K), and Cy = Cy(K) such that,
O < lun2)| <G z€K, n>n(K).

Proof. Fix o > 1 such that a8 < 1. As the roots of ¢, are the reciprocal of
those of §,, we know from (5.9) that

e
a(2)| = (Bn = —)" > (Bn)", || = Bn,
for any 0 < 3 < 8 and n large enough. Together with (5.27), this implies that
for n large,
(Cs)"(2Bn)*"
Wy (2)| < ——o——, z| = fn,
unle) < SR
and by taking 2n-th roots
2C,f3
un(2)| < =5, lel = b, (5.28)

where Cy is any constant larger than /Cg. This proves (i).

Let g be the limit function of a subsequence (u,,). By letting n; tend to oo
in (5.28), we obtain that g is a bounded entire function in the complex plane.
Hence, g equals some constant a by Liouville’s theorem. Remark that a is a
nonnegative real number as u,(0) > 0 for all n. Next, we show that a = 1. To
this effect, let a’ > a so that for n large,

() <d, 2 <1
From the definition of u,,, we infer that
€% = Pre—1/Gn (2)] < (@) 0n,lan, (2)7,  [2] < 1. (5.29)

Since the modulus of the roots of g, is less or equal to a/n, we get as soon as
n > 2a,

(1/2)* < (1=a/n)" <lg(2)| < T+ a/n)" <€, zl=1,  (5.30)
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and plugging the upper estimate into (5.29) shows that
6" = Du—1/Gn, (2)| < (@)™ 0n €™, [ < 1.

If a < 1, we can choose @' < 1 as well, but this violates the optimal rate of
convergence given by Theorem 5.2. Hence a > 1, and if we let 0 < a” < a we
obtain for £ large:

e 1y (2)|/ i 1, (2)| < o'/,

In another connection, upon taking 2n-th roots in (5.12) and using (5.30), we
also get

. 1/2n 1/n 1/2n a/n
< <
mi [un (2)] < Go™™ max [ga ()" < Gy e,

and this implies
max [y, (2)| < Co/*™ e d " (5.31)

as soon as k is large enough. Now, we may impose in this relation that the
ratio a’/a” be arbitrarily close to 1, and since a > 1 we see from the definition
and from (5.31) that @ = 1 is the only possibility. Therefore all convergent
subsequences of (u,) have the same limit, namely the constant function 1, so
that (u,) itself converges locally uniformly in C, which proves (ii).

We now turn to the proof of (iii). It is enough to consider K = U,. In the
sequel we choose n so large that p < #n. The Cauchy formula implies that

' 1 Un (1)
un,(z) = %/Tn = t)zdt’ |z| < pn.

From (ii) and the above integral representation, we deduce for n large enough

that 5
afn o
< —,  [zl=p
(Bn—p)>? " n
where we have used that o < 1, and where a; is any real number larger than
72, The relation between u,, and w, yields w!,/w, = 2nu’ /u,. As u, tends

uniformly to 1 on {|z| < p}, we derive

[un(2)] <

wh/wn(2)] < 0z, [2] < p,
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for any as > 21 and n large. To obtain uniform bounds for w, on {|z| < p},
we introduce its logarithm

log(1a(2)) = log(wa(za)) + | Z—i(t)dt,

where z, € {|z| < p} will be adjusted for each order n. We have

log wn(2) < |log wn () <2pay,  |z| < p,
and thus
| log |wy(2)|] < [log |wn(zn)|| + 2pas, 12| < p. (5.32)

Besides, the upper estimate (5.12), along with the lower bound in (5.30), imply
that
min |w,(2)| < Cpl6°. (5.33)

zeT

Let 2, be a point on T where the above minimum is attained and assume that
the maximum modulus of w, in {|z| < p} is larger than 1. If |w,(Z,)| < 1, we
choose for z, a point where |w,(2,)| = 1 which leads to

| log [wn(2)|| < 2paz whence exp(—2paz) < |wn(2)| < exp(2paz), 2| < p.
If |w,(Z,)| > 1, we choose z, = 2, and we get, in view of (5.33),
| log [wy(2)[] < 1og(Cy16%) + 2pas, 2] < p,
and so
Cy 116~ exp(—2paz) < |wn(2)] < Col6% exp(2pas), 2] < p.

If |w,(z)| < 1in {|z| < p}, we may take C; = 1, and all we have to establish
in order to get C} is, in view of (5.32), that there exists a sequence of points
(z,) such that |w,(z,)| is bounded away from zero. However, w, cannot go
to zero uniformly in U, without contradicting the optimal rate of convergence
given by Theorem 5.2, because of the very definition of w, and of the upper
bound in (5.30). u
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Lemma 5.9 Let P° ,/Q°_, be the Padé approzimant of type (n—2,n—1) to
e? and (Dn—1,qn) be any critical pair. We have, for n large enough,

Ble* = Pu-1/@(2)| < le* = Po_y/Qn_1(2), |2l =1.

Proof. On one hand, we know from Lemma 5.8 (iii) that there exists a
constant Cy such that for n large,

|ez _ﬁn—l/qn(z)| < 625n|qn(z)|2 < 62571620" |z| = 1a

where the last inequality uses the upper bound in (5.30). On the other hand,
we know from Theorem 5.4 that there exists a constant C; such that, for n
large,

Cidpr <" =P, /Qn_1(2)],  |2[=1.

Consequently, in order to get our contention, it suffices to prove that, for n
large, B
3025n€2a < 016«”_1.

But, after reduction, this is equivalent to
3Cye? < 4Cy(2n —1)2,

which is evidently met for n large. |

Proof of Theorem 5.1 For n large, uniqueness of a critical pair (p}_;,q})
for the approximation problem Pb(U,n — 1,n) to e* follows from Lemma 5.5,
Lemma 5.9 and Theorem 2.13 with A = Q% , and B = PY ,. The separated
convergence of P’ ; and ¢ was proved in Lemma 5.6 (ii). The lower and upper
estimates for the error e* — p*_,/q*(z) are given by Lemma 5.8 (iii) (see the
definition of w, in this lemma). We finally prove the estimates relating the
zeros of p%_, and §* to those of P? , and Q° respectively. Due to (5.9), we
know for any o > 1 and n large that the 2n interpolation points of p,,_1/¢, to
e in U have to liein U, /n- Thus, Theorem 5.3 eventually applies on the circle
of radius a/n, and Theorem 5.4 shows that twice the poles of the rational
interpolant with real nodes thus obtained lie within 2a/n of the zeros of Q°.
From (5.16) and the lower estimate in (5.9), we deduce that the zeros of g, lie
within 3a/n from the zeros of Q°, for n large. The corresponding assertion
about the zeros of p,_; and P?_, is derived in the same way. [
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6 Concluding Remarks

Having applied our criterion for uniqueness in three different situations, it
may be interesting to stress some common features to them. In all three cases,
irreducibility of the critical points was ensured by establishing, more generally,
the normality of the rational interpolation problem granted that there are no
spurious poles in the disk and that the sequence of interpolants does converge
uniformly to the function there. Also, the crux of each proof was to derive
pointwise estimates on the interpolation error from above and below, and this
was always obtained through a certain kind of circularity for this error. In this
respect, classical n-th root estimates from potential theory would usually need
to be refined, in order to decide whether the decay of the interpolation error is
fast enough to make sure that irreducible critical points enjoy the strong form
of coprimeness expressed by the corona equation in Theorem 2.10.
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