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Décomposition en cycles Hamiltoniens du réseau Butterfly

Résumé: danscet article, nous prouvons que le graphe Butterfly rebouclé WBF(d, n) de degré d
et de dimension n est décomposable en cycles Hamiltoniens. Ce résultat répond a une conjecture de
D. Barth et A. Raspaud qui ont résolulecasd = 2.

Mots-clé: graphe Butterfly, théorie des graphes, Hamiltonisme, décomposition Hamiltonienne,
cycle Hamiltonien, circuit Hamiltonien, couplage parfait.
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1 Introduction and notations

The construction of one, and if possible many edge-disjoint Hamilton cycles in a network can pro-
vide advantage for algorithms that make use of aring structure. As example, the existence of many
edge-disjoint Hamilton cycles allows the message traffic to be evenly distributed across the network.
Furthermore, a partition of the edges into Hamilton cycles can be used in various distributed algo-
rithms (termination, garbagecollector, . . .). So, many authorshave considered the problem of finding
how many edge-digjoint Hamilton cycles can be found in a given network. The most significant re-
sults have been obtained for the class of Cayley graphs on abelian groups, and for (underlying) line
digraphs. Herewe solvethis problem for the Butterfly networks. These networks have been proposed
assuitabletopologiesfor parallel computers, duetotheir interesting structure (see[8, 9]) becausethey
are, when properly defined, both Cayley digraphs (on anon-abelian group) and iterated line digraphs.

1.1 Déefinitions

First, we have to warn the reader that under the name Butterfly and with the same notation, different
networks are described. Indeed, if some authors consider the Butterfly network as a multistage net-
work used to route permutations, others consider it as point-to-point network. In what follows, we
will study the point-to-point version, and use L eigthon’sterminology [8], namely, wrapped Butterfly.
Also, when we use the terms edge-digjoint or arc-digoint, it obviously means pairwise edge-digoint
or arc-digoint. Inthisarticle, wewill usethe next definitions and notations. For definitionsnot given
here, see[9].

Z 4 will denote the set of integers modulo ¢; addition of elementsin Z, will always occur in Z,,.

Definition 1.1 Thewr apped Butterfly digraph of degreed and dimensionn, denoted WBF (d,n),
has as vertices the couples (x, 1) where z is an element of Z7, that is, aword x,,—1%n—2 - - - 1Zo
wherethelettersbelongto Z 4, andl € Z,, (1 iscalled thelevel). For any |, avertex (xp_1Zn—s - - -
X ---x120,1) iSjoined by anarctod verticeS(x,,—1 -+ - X141, 21 + @, 11 - - - To, [ + 1) wherea is
any element of Z ;. Each one of these arcsis said to have the slope a.

WBF(d,n) isad-regular digraph with nd™ vertices; its diameter is 2n — 1. This network is so-
metimes considered as undirected, but its structure being indeed directed, we will always consider
the digraph.

For convenience, we repeat the level 0 when drawing the wrapped Butterfly digraph. Hence, the
reader has to remember that the two occurrences of level 0 have to be identified. Figure (1) dis-
plays WBZF(3,2) with the arcs directed from left to right. Note that WBZF(d,n) is often repre-
sented (for example in [8, 9]) in an opposite way to our drawing as the authors denote the nodes
(.’L‘().I'l s Tn—1, l)
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Figure 1: The digraph WBF (3,2), thearcs beings directed from I eft to right.

Now, we give two digraph definitionswe use in the following.
° ICj{ will denote the complete symmetric digraph with aloop on each vertex,

. I@d,d will denote the complete bipartite digraph where each set of the bipartition hassize d and
with all the arcs directed from the left part to the right part.

Note that WBF(d, 1) is nothing else than K.

In digraphs, the concept of dipaths and circuits (directed cycles) is well-known. Here, we need
to use more general concepts valid for digraphs of paths and cycles (which are also called oriented
elementary paths and oriented elementary cycles).

Definition 1.2 A path of a digraph is a sequence u = (vo, €9, v1,€1," -, Uk, €k, Vk+1) Where the
v;'s are vertices and the e;’s are arcs such that the end vertices of e; arev; and v,41 and where the
sequence 1, does not meet twice the same vertex except maybevy and viy1 .

Definition 1.3 A path such that vi.+1 = v inthe sequence . is called acycle.

Note that the arc e; can be either directed from v; to v;41 or fromv;44 tov;. If al thearcsof the
path (resp. cycle) are directed from v; to v;41 we have adipath (resp. circuit also called dicycle).

Definition 1.4 A vertex v, of acycleis said to be of type + (resp. of type —) for the cycle, if v; is
the terminal vertex of e;_1 (resp. e;) and theinitial vertex of e; (resp. e;_1).

INRIA



Hamilton cycle decomposition of the Butterfly network 5

Notethat in acircuit, all vertices are of type +, but the type is not necessarily defined for all the
vertices of acycle.

Definition 1.5 A vertex v is said to be crossed by a cycle, or a cycle crosses the vertex v, if v is
of type+ or of type — for the cycle. When a vertex v is crossed by a cycle, we will define its sign
function € by e(v) = +1 (resp. e(v) = —1) if v isof type+ (resp. of type —).

Remark 1 We can also definethe predecessor p(v) and the successor s(v) of thevertex v intheorder
induced by thecycle. Then, thevertex v isof type+ (or hassigne(v) = +1) if (p(v), v) and (v, s(v))
are both arcs of the digraph, and is of type — (or hassign e(v) = —1) if both (s(v),v) and (v, p(v))
are arcs of the digraph.

Definition 1.6 A Hamilton cycle (resp. circuit) of adigraphisacycle (resp. circuit) which contains
every vertex exactly once.

Definition 1.7 Wewill say that adigraph isdecomposableinto Hamilton cycles (resp. circuits) if
its arcs can be partitioned into Hamilton cycles (resp. circuits).

Definition 1.8 A Hamilton cycle of Wf’j’]-‘(d, n) will besaid to bel-crossing if the cycle crosses all
the vertices of level | and furthermorey_,,_ . ;). ez e(v) =0 (mod d).

Figure (3) shows examples of 1-crossing Hamilton cyclesin WBF(3, 2) and WBF(3, 3).

1.2 Resaults

Variousresults have been obtained on the existence of Hamilton cyclesin classical networks (seefor
examplethesurveys[2, 7]). For example, it iswell-known that any Cayley graph on an abelian group
is hamiltonian. Furthermore, it has been conjectured by Alspach [1] that:

Conjecture 1 (Alspach) Every connected Cayley graph on an abelian group has a Hamilton decom-
position.

This conjecture has been verified for al connected 4-regular graphs on abelian groupsin [6]. It
includesin particular the toroidal meshes (grids). For the hypercube, it is also known that H(2d) is
decomposableinto d Hamilton cycles (see [2, 3]).

Thewrapped Butterfly digraph is actually a Cayley graph (on anon-abelian group) and aline di-
graph. So, the decomposition into Hamilton cycles (resp. circuits) of this digraph hasreceived some
attention. It iswell-known that WB]-'(d, n) hasoneHamilton circuit (see[8, page465] for aproof in
thecased = 2 or [12]). In[4], Barth and Raspaud proved that the underlying multigraph associated
to WBF (2,m) contains two arc-digoint Hamilton cycles answering a conjecture of J. Rowley and
D. Sotteau [10]. In our terminology, their result can be stated as.

RR n°2920



6 J-C. Bermond, E. Darrot, O. Delmas & S. Perennes

Theorem 1.1 (Barth, Raspaud) WBF(2,n) isdecomposableinto Hamilton cycles.
They conjectured that this result can be generalized for any degree:

Conjecture2 (Barth, Raspaud) Forn > 2, WBF (d,n) is decomposable into Hamilton cycles.

In this paper, we prove the conjecture (2). To do so, we use some techniques introduced in [5]
where we studied the decomposition of WBF(d, n) into Hamilton circuits. In fact, we prove that
WBF (d,n) is decomposableinto d [-crossing Hamilton cycles. Indeed, the [-crossing property,
combined with the recursive structure of WBF(d,n), enables us to prove that the number of
I-crossing arc-disjoint Hamilton cyclesthat WBF(d, n) containscan only increasewhen n increases.
Then, we prove mainly that WBF (d, 2) containsd arc-digoint /-crossing Hamilton cycles, by cons-
tructing two arc-digoint /-crossing Hamilton cycles using only arcs of dopesOand 1 and d — 2 arc-
digoint Hamilton circuits using arcs of other dopes. The results are summarized in the following
theorem:

Theorem 1.2 For n > 2,

o ford ¢ {3,4,6}, WBF(d,n) is decomposableinto d — 2 Hamilton circuits and 2 Hamilton
cycles,

o for d € {4,6}, WBF(d,n) is decomposableinto Hamilton circuits,

o WBF(3,n) isdecomposableinto 1 Hamilton circuit and 2 Hamilton cycles.

2 Thegeneral construction

We give below some additional definitionsand propertiesenabling usto establish lemma (2.2) which
is indeed a strengthened version of the inductive lemma of [5]. Thislemmais then applied in sec-
tion (3) to construct inductively the decomposition.

2.1 Familiesof perfect matchings

We will denote by M apermutation of Z; mapping a to M (a) or equivalently the associated perfect
matching of K44 which contains all the arcs (a, M (a)).

Definition 2.1 Let S beaset of slopes (that isasubset of Z ;). Then, aperfect matching M ofl@d,d
usesthesdlopesin S if, foranya € Z4 M(a) € {a + s, s € S}. A family of perfect matchings
M =A{M,, z € Z}} ofﬁd,d usesthe dopesin S if, for any perfect matching M, of the family,
M, usestheslopesin S.

Definition 2.2 For1 < j < p,let M; = {M, ; | x € Z}} bep families of perfect matchings.
The families M ; are said to be compatible if, for each x in Z7, the perfect matchings M. ; are
arc-digoint (i.e. Va M, ;(a) # M. j(a), forj # j').

INRIA



Hamilton cycle decomposition of the Butterfly network 7

Definition 2.3 A family M = {M,, x € Z}}} ofﬁd,d perfect matchings satisfies the cyclic-potent
property if, for any order of composition of the M, and any set of sign{e, | x € Z ¢, € {—1,1}}
suchthat”,_ e, =0 mod d, the permutationIl, Mg iscyclic.

Definition 2.4 A family of perfect matchings M = {M,, z € Z}} isof type (i, j) if:
o forx #£0, M (a) =a+1;
e forx =0, My(a) =a+j.

Lemma 2.1 Afamily of perfect matchingsof type (i, j) M = {M_, € Z;} iscyclic-potent if and
onlyif j — i isprimewith d.

Proof. Asthe permutations of the family commute, the permutation IT,, M/ = of definition (2.3)
can besimply expressed asx — x + 6. S0, this permutation will be cyclic if and only if ¢ isprime
withd. Hereé = (3°, . €z)i+€0j. ASY S, €. = 0,wehaved = (3, €:)i+€o(j — i) = €o(j —1).
So, ¢ isclearly primewith d if and only if 7 — 4 isprime with d. m|

We will represent a set of p families of perfect matchings of type (7, 7): {(%0,70), (i1, 1), -+
(ip—1,7p—1)} by thearray:

Qo i1 dp i3 ... dp_a ip_1

Jo Ji J2 J3 --- Jp—2 Jp-1

In section (3) we will need some very simple cyclic-potent families of perfect matchingsthat we
give as examples.

Families1 Thereexist d compatible cyclic-potent families of perfect matchings:

01 2 3 45 ... d=-2 d-1
12 3 45 6 ... d=-1 0
Thesefamiliesare cyclic-potent as, applyinglemma(2.1),1-0=2-1=---=d—-1—(d—2) =
0 — (d — 1) = 1 whichis primewith d. These families use all the slopes.
Families2 There exist 2 compatible families which use the dopes {0, 1}:
01
10
According to lemma (2.1) they are two compatible cyclic-potent families and they use the slopes

{0,1}.

RR n°2920



8 J-C. Bermond, E. Darrot, O. Delmas & S. Perennes

Families3 When d # 3, there exist d — 2 compatible cyclic-potent families of perfect matchings
using theslopes {2, ...,d — 1}. One possible solution is given below:

e Whend isodd and d # 3, the following families can be used:

d—3 d—-2 d-1

2 3 4 5
4 5 6 7 ... d-1 2 3
e When d is even, we use the following families:
2 3 45
3 2 5 4
These families are cyclic-potent as, applying lemma (2.1), we get:

e fordodd, 4 —2=5-3=---=d—-1—-(d—3)=2ad2—-(d—2)=3—-(d—1) =4,
as 2 and 4 are prime with d;

e fordeven,3 -2 =5-4=---=(d-1)—-(d-2)=1ad2-3=4—-5=---
=(d—2)—(d—1) =—1, which areprimewith d.

In both cases, theslopesused arein {2,...,d — 1}.

2.2 Inductive construction

Lemma2.2 If WBZF(d,n) admits p arc-disoint I-crossing Hamilton cycles and if there exist p
cyclic-potent families of perfect matchings in Ky 4, then WBF(d,n + 1) admits p arc-digoint
[-crossing Hamilton cycles.

Proof. Let H be an [-crossing Hamilton cycle of WBF(d,n). As al the levels are equivar
lent, we can suppose without loss of generality and for simplicity in the notationsthat I = 0. Let
M = {M,, x € Z]} be acyclic-potent family of perfect matchings of Iffd,d. The vertices of
WBF(d,n + 1) can belabeled (az,!) witha € Z4,z € Z% andl € Z,,. Now, we associate
to H and M apartia digraph H' in WB}'(d, n + 1) asfollows (for an example of such aconstruc-
tion seefigure (3)):

o for0 <1 < n—1andforeacha, if thearc (z,!)(z',] + 1) belongsto H, we put in H' the
arc (az,l)(ax’,1 + 1) wheretheindices are taken modulo n + 1, which meansthat to the arc
(z,n —1)(z',0) of H isassociated thearc (axz,n — 1)(az’,n) in H';

o between levelsn and 0 of WBF(d,n + 1) we put the arcsjoining (az, n) to (M (a)z, 0).

With such a definition, each vertex of WBZF(d,n + 1) isincident to two arcs of H'. Hence, we
can define for each vertex a predecessor and a successor on H' that enables usto prove that we can
order H' inacycle.

INRIA
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For1<l<n-—1,let(2',1') (resp. (2”,1")) bethe predecessor (resp. successor) of (z,1) in H,
then the predecessor (resp. successor) of (ax, ) in H' will be (az’, ") (resp. (az”,1")).

For ! = 0 and n, as H is a0-crossing Hamilton cycle, vertices (z,0) are either of type + or —
onH.

e When (,0) isof type +, its predecessor (resp. successor) inthecycle H is(z',n — 1) (resp.
(z",1)). Then, in H' the predecessor (resp. successor) of (az,n) will be (az’,n — 1) (resp.
(M, (a)z,0)); the predecessor (resp. successor) of (ax,0) will be (M 1(a)x,n) (resp.
(az", 1)).

e When (z,0) isof type —, its predecessor (resp. successor) in H is(z’,1) (resp. (z”,n — 1)).
Then, in H' the predecessor (resp. successor) of (ax, 0) will be(az’, 1) (resp. (M (a)z,n));
the predecessor (resp. successor) of (axz,n) will be (M, (a)z,0) (resp. (az”,n — 1)) in H'.

Therefore, when (z, 0) isof type+ (resp. —), (az,n) and (ax, 0) areverticesof type + (resp. —)
in H'. Hence, al theverticesof levels0 and n are crossed by H'; furthermore, the sum of the signs of
theverticesof H' of levels0 or n will be d times the sum of the signs of the vertices of H of level 0,
that is, by hypothesis, 0. Hence, H’ is 0-crossing (and also n-crossing).

Now, we have to provethat H' is effectively a Hamilton cycle. For thisit suffices to prove that
if we start at some vertex (az, 0) and follow H', we meet successively al the vertices of level 0 and
n before coming back to (az, 0). Indeed, supposethat (y, ) was on the portion of cycle H between
(z1,0) and (z2,0). Then, (ay, ) will be on the portion of H' between (az1,a) and (az2, 3), where
a=0(resp. a = n)if (x1,0) isof type+ (resp. —),and 8 = 0 (resp. B8 = n) if (x2,0) isof type—
(resp. +). These cases are described on figure (2).

Now, let (zg,0), (z1,0),..., (x4 = x0,0) bethe sequence of verticesof H at level 0 inthe or-
der we meet themon H. Starting from (agzo,0) wewill meet successively (a1 z1,0), (azz2,0),.. .,
(agnxgn = agnz0,0) on H'. Following such a path, we can meet either x; of type + by going from
level n to level 0, in which case we will apply the perfect matching M, to some a, or x; of type —
by going from level 0 to n, in which case we will apply M ! toa. Soagn = IIM," (a) where the
product istakenin an order dependingon z. Asall the z; differ, we can meet again (agzo, 0) only at
SOMe aqq4n o, but M being cyclic-potent, thevalues agn , azgn, - - - , Gqan , - - -, agayqn aredl ditinct.
So, we meet again (agzg, 0) only after having encountered the d»** vertices of level 0.

Now, notethat we can perform this construction with p arc-digoint 0-crossing cycles and p com-
patible cyclic-potent families. From construction, the p 0-crossing cycles that we will obtain will be
arc-digoint. ]

Remark 2 Whenthe0-crossing Hamilton cyclesusedinthelemmaabovearecircuitsof WBF(d,n),
all theverticesare of type -+, and the construction leadsto circuits of WBF(d, n+ 1), giving another
proof of theinductive lemma of [5].
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figure a figure & figure b figure b’

ax,;

figure c figure ¢ figure d figure d'

Figure 2: This figure shows the four possible cases when we perform the inductive construction of
WBF(d,n + 1) from WBZF(d,n). Infigurea and a’ (resp. b and b') the vertices z; and z- are of
type + (resp. —). Figurec and ¢’ (resp. d and d') displays the case where the vertex x; is of type +
(resp. —) and the vertex x5 is of type — (resp. +).

3 Decomposition of WBF(d, n)
We will use a decomposition of WBF(d, n) into two partial digraphs.

Definition 3.1 TheButterfly digraphWBF(d, n) isthesum of two partial digraphsWBfo,l(d, n)
andWBF,.,... a_1(d,n) defined as follows:

-----

. WBfo,l(d, n) contains the arcs which slopes belong to {0, 1},

e WBF,,. 4_1(d,n) containsthe arcs which slopes belong to {2, . ..., d — 1}.

3.1 Decomposition of WBF,,_4_1(d,n)

The proof isinductive on n. We start the induction for n = 1.

Lemma3.1 Whend ¢ {4,6}, WBF 4—1(d, 1) isdecomposableinto Hamilton circuits.

.....

Proof. ASWBF(d,1) = K}, WBF,, 4 1(d,1) isobtained from K} by removing the loops
and the arcs of slope 1. Following Tillson [11], we know that K} without the loops containsd — 1
arc-digoint Hamilton circuitswhen d # 4, 6. So, using Tillson decomposition, we can label the ver-

INRIA



Hamilton cycle decomposition of the Butterfly network 11

tices of K;’ such that one of the circuits uses all the arcs of dope 1. By removing it we get d — 2
arc-digioint Hamilton circuitsin WBF,_ 4 1(d, 1). O

Proposition 3.1 For d ¢ {3,4, 6}, WB}},_,_,d_l(d, n) is decomposable into Hamilton circuits.
Proof. Asd ¢ {4,6}, the proposition is proved for n = 1 by lemma(3.1). Then, asd # 3, the
d — 2 compatible cyclic-potent families (3) in section (2.1) usethe slopes {2, . ..,d — 1} and satisfy

the hypothesis of lemma (2.2). Hence, we can apply that laﬂma inductively, in order to construct
d — 2 arc-digoint Hamilton circuits (see remark (2)) in WBF,,....a—1(d, n). O

3.2 Decomposition of WBF ;(d, n)

Lemma 3.2 Wfifo,l (d,2) is decomposableinto /-crossing Hamilton cycles.
Proof. For this proof, the vertices of WBF 1 (d, 2) will be denoted by the couples (zy, 1) with

€Ly € La and! € Z». We will show that we carlbuild two arc-digoint 1-crossing Hamilton
cyclesin WBF,1(d, 2) by using two sets of arcs of WBF 1(d, 2) defined by the next two rules:

L (Aol

it a£y, (2(y—-1,00 5 (@y1) 2 (ay,0), (1)

if z=vy, (zz,0) B @) B (@+1)5,0). 2
2 (Aol 7]

it x4y, (xy,0) L @) B (@+19,0, 1)

if 2=y, (x(z-1),0) H (zz,1) pat (zz,0). (2)

It is easy to verify that Hy and H; are arc-digoint. With the arcs (1) of Hy, we can define for
each z € Z, adipath P, asfollows:

(zx,0) - (e@+1),1) - ((z+1),0) -
P~ G@e+2,) - ~ (e +d-2)1) —
- (z(z+d-2),0) — (z(z+d-1),1) — (2(z+d-1),0)

Thed dipaths P,,, € Z,4, are clearly vertex-digoint. Only the vertices noted (2, 1) are not
in these d dipaths. The arcs (2) of Hy alows usto join the end vertices of the d dipaths through the
missing vertices (zx, 1) asfollows:

RR n°2920



12 J-C. Bermond, E. Darrot, O. Delmas & S. Perennes

c (@+d=D@+d=1)1) — Poay «
— (z+d-2)(z+d—-2),1) « -- —
— (a:+1)(a:+1) 1) — Py —

One can easily check that we have defined a Hamilton cycle. The d dipaths are joined through
their extremal verticesin acyclic way, using only arcs (2) of H,.

By construction, all theverticesat level 1 are crossed. In order to computethe sign of the vertices
atlevel 1, we can chooseto walk along thecyclein thedirection (zz,0) — (z(z+1),1). Therefore,
all the vertices (zy, 1) with z # y are of type + and have +1 as sign, while the vertices (zz, 1) are
of type — and have —1 as sign. So, the sum of the signsis(d? —d) — (d) =0 (mod d).

To prove that the second set of rules builds a second 1-crossing Hamilton cycle, it suffices to
notice that we can rewrite this rule up to a permutation of the letters z and y as being:

. ‘ Arcsof H; (with permutation of z and y): ‘

{if y#z, (ya+1,00 2 g1 2 (y2,0),
it y=2, (yy,0) 2wy B ((y-1y,0.

Congtruction 2 is then clearly similar to construction 1; to be convinced, just exchange = and y,
and replace 1 by —1 in the proof for construction (1).

Hence, Hy and H; aretwo arc-digoint 1-crossing Hamilton cycles. Asthelevelsare equivalent,
theresult holds aso for level 0. O

Figure (3) gives a decomposition of WZ%]—'OJ (3,2) into two 1-crossing Hamilton cycles.
Proposition 3.2 For n > 2, ngfo,l(d, n) is decomposableinto /-crossing Hamilton cycles.

Proof. The propositionis proved for n = 2 by thelemma (3.2). Then, we use lemma(2.2) with
the two compatible cyclic-potent families (2) in section (2.1) which usethe slopes {0, 1} to construct

inductively two arcs-digoint /-crossing Hamilton cyclesin WB]—'O,l(d, n). O

_‘Figure (3) gives the recursive construction of two 1—crgssi ng arc-digoint Hamilton cycles in
WBF1(3,3) from two 1-crossing arc-digoint cyclesin WBF(3, 2).

INRIA
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figure b figure d

figure ¢

figure a

Figure3: Figuresa and ¢ show thetwo 1-crossing arc-dis oint Hamilton cycles of WZ%]—'O,I (3,2). e
display on figuresb and d, two 1-crossing arc-disjoint Hamilton cyclesin WB’fo,l (3,3) obtained by
applying lemma (2.2) with the families (2).

3.3 Global Decomposition

We are now ready to prove the main result:

Theorem 3.3 Forn > 2,

o ford ¢ {3,4,6}, WBF(d,n) is decomposableinto d — 2 Hamilton circuits and 2 Hamilton
cycles,

o for d € {4,6}, WBF(d,n) is decomposableinto Hamilton circuits,

e WBZF(3,n) isdecomposableinto 1 Hamilton circuit and 2 Hamilton cycles.

RR n°2920
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Proof. According to propositions(3.1) and (3.2) we have, whend ¢ {3, 4,6}, d — 2 arc-digoint
circuitsin WBF_4_1(d,n) and 2 arc-digjoint cycles in WBF 1(d,n). So, the result holds in
these cases. For d € {4,6} andn = 2, an exhaustive computer search shows that WBZF(d,n) is
decomposableinto Hamilton circuits, and so, for n > 2, WBF(4,n) and WBF(6,n) are decompo-
sableinto Hamilton circuits. For d = 3, we can construct two 1-crossing arc-disjoint Hamilton cycles
and onearc-digoint Hamiltoncircuitin WBF (3, 2) (seefigure (4)). Then, we can apply lemma(2.2)
with families (1) and the result holds for WBJ—'(3,n) withn > 2. O

Figure4: The decompositionof WBF (3, 2) intotwo 1-crossing arc-dig oint Hamilton cyclesand one
arc-digoint Hamilton circuit.

The preceding result implies the conjecture of Barth and Raspaud:

Theorem 3.4 For anyd andn > 2, WBF(d,n) is decomposableinto Hamilton cycles.

Remark 3 We could also have derived theorem (3.4) by proving that, if WBZF(d,n) is decompo-
sable into I-crossing Hamilton cycles, then WBF(d,n + 1) is also decomposable into I-crossing
Hamilton cycles. This can be done by applying lemma (2.2) with the families (1) in section (2.1).
But to start the induction we needed to split the Butterfly digraph into two partial digraphsin order
to provethat WBF(d, 2) is decomposableinto I-crossing Hamilton cyclesfor n = 2 and d # 3.

4 Conclusion

In this paper we have proved that WEBF (d, n) isalways decomposableinto Hamilton cycles. Howe-
ver, the problem of decomposing WBZF(d, n) into Hamilton circuits remains open and is considered
in [5]. The difficulty in that case is to start the induction. In fact, we conjecture that WBZF(d, 2)
is decomposable into Hamilton circuits for d > 3. Unfortunately such a decomposition is not yet
known, even if in [5] we were able to reduce the problem to the case d prime and to solve it in many
cases. Consequently, we propose as open problem the following conjecture:

INRIA
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Conjecture3 ([5]) For any prime number p > 3, WBF(p,2) is decomposable into Hamilton cir-
cuits.

Proving this conjecture would completely close the problem of the Hamilton decomposition of
the Butterfly network.
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