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Robustesse de I’optimisation convexe avec applications
au contrdle de chaines de Markov

Résumé : Nous présentons dans ce papier deux résultats de stabilité. D’abord, nous
trouvons des conditions suffisantes pour avoir la continuité de la valeur optimale et des
solutions des programmes convexes dans des espaces vectoriels généraux, ainsi qu’un type
de robustesse pour certaines solutions sub-optimales.

Ensuite, nous utilisons ces résultats pour établir un nouveau résultat en controle dyna-
mique stochastique de systémes a événements discrets (connu sous le nom de Processus de
Décision Markoviens): la convergence de la valeur et des politiques optimales du probleme
avec colit pénalisé vers celles du probleme avec colit moyen.

Mots-clé : Optimisation convexe. Analyse de sensibilité. Chaines de Markov controlées
avec contraintes
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1 Introduction

We consider a sequence MP,,, n = 1,2, ... of convex programs and a “limit" one, denoted
by MP.,, or simply by MP. These are defined on some vector spaces, possibly infinite
dimensional ones. MP is assumed to be feasible (it has at least one solution). However,
for any given n, MP,, need not be feasible, and even if it is, it need not possess an optimal
solution (i.e., it may only have e-optimal solutions). We are interested in the following
questions:

e (i) Do the values of MP,, converge to the value of MP?
e (ii) Do optimal (or almost optimal) policies converge in some sense?

e (iii) Given an (almost) optimal policy for MP,,, will it be an almost optimal policy
for MP, if n is sufficiently large?

e (iv) Conversely, given an optimal policy for MP, will it be an almost optimal policy
for MP,,, for all n sufficiently large?

We provide in this paper sufficient conditions for having convergence in the sense of (i) and
(ii) above. It turns out that the answers for (iii) and for (iv) is in general negative, unlike
the unconstrained case. The reason is that an optimal policy for MP,, may be unfeasible
for MP, and vice versa. We shall, however, establish sufficient conditions for the following
slightly weaker version of (iii) and (iv):

e (iii’) Given an optimal policy for MP,,, can we perturb it “slightly" so that it becomes
almost optimal for MP, if n is sufficiently large?

e (iv’) Given an optimal policy for MP, can we perturb it “slightly" so that it becomes
almost optimal for MP,,, for all n sufficiently large?

We apply our results to establish convergence properties in constrained Markov Decision
Processes (MDPs). These type of control models have many applications in telecommu-
nications and other fields [4, 16, 18, 21, 22, 24]. We present sufficient conditions for the
convergence of the values and of optimal policies, as well as some robustness properties of
sub-optimal policies. Related results were already obtined in [2], but had a strong restriction
on the ergodic structure of the controlled model. It was required to have a single ergodic
class under any stationary policy. This condition enabled us to restrict to stationary policies,
for which some general theorem on approximation [1] could be used. In the present paper
we make no assumption on the ergodic structure, thus allowing a multi-chain situation. For
such ergodic structure, it is known that stationary policies need not be optimal (nor even
e-optimal) for the expected average cost criterion, and one has to use either Markov policies
(see [19, 20]) or mixed-stationary policies (this term was introduced by Feinberg [15]; it
refers to policies that are highly non-stationary). We use the latter approach to establish,
with the help of the results from the first part of the paper, the convergence of the values
and policies.
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4 M. Tidball and E. Altman

We briefly mention some related work on the continuity and sensitivity analysis of mathe-
matical programs, and of control problems. Many papers and books studied similar problems
in the case of finite dimensional state, e.g. [13, 17, 23]. Several special issues of scientific
journals were devoted to these questions, as well as other related sensitivity, stabaility and
parametric analysis: Mathematical Programming 21, 1984, Annals of Operations Research
27, 1990. Convergence results for constrained dynamic control problems were obtained in
[1, 2, 3, 6, 7]. Conditions were obtained there for the convergence in the transition proba-
bilities, in the horizon and in the immediate cost. These results were applied to adaptive
control problems [6] and to problems of finite state approximations of constrained MDPs.

2 The model

Let U C U, where U is a topological vector space, V,, = (V,!, ..., VE)Y e RX, n = 1,2,..., 0,
(Voo = V) and

Ch,:U—=R n=1,.,00 (Ckxr=0C)
D,:U—-R¥ n=1,.,00 (Ds=D)
Ap={u€eU:D,(u)<V,} n=12.,0 (Ax=A4)
We define the values of the constrained problems:
Rn=infuea,Cn(u); R =1nfueaC(u)

and we assume: there exists M; > 0 such that

lim D, =D, uniformly in U AL UA (1)
n— oo k> M

lim C, =C, uniformlyin [ J ArUA 2)
n— oo k> M

U is a convex set (3)

D:U — RX is a convex function (4)

C:U — R is a convex function (5)

M >0 suchthat —M<C(u) VueU (6)

e U,3p >0 suchthat DF)<VF -9, Vk=1,.. K (7)
Vo=V, n—-o (8)

We shall denote by (H) the set of hypothesis (1) - (8).

INRIA



Robustness of convexr optimization with applications 5

We want to answer the following questions:

(i) Does R,, — R when n — oo ?

(ii) Convergence of policies: Let 7 : U — A, fix some € > 0. Let €, be a sequence of positive
real numbers such that lim,, . €, < e. Assume that u? is an €,-optimal policy for the nth
optimal cost function R,. Is 7(u}) “almost" optimal for the limit optimal cost function R,
for n large enough?

(iii) Robustness of the optimal policy: If u* is e-optimal for the limit optimal cost function,
can we derive of it an “almost"” optimal policy for the nth approximating optimal cost func-
tion, for all n large enough?

(iv) Let @ € U be some limit point of u?, defined above. Is @ e-optimal for the limit optimal
cost function?

Remark 2.1 1- Hypothesis (1) and (2) can be relazed, as shown in Section 3.3.
2- In many applications U depends on n. We will deal with this case in Section 3.4.
3- The fact that U is a topological space is only used for establishing statement (iv).

For any vector V € IRK and any constant v € IR, we shall understand below V + v to
mean the vector in IR¥ obtained by adding the constant v to each of the components of V.
We shall say that u € U, is e-optimal for R,, if w € A,, and C,,(u) < R, + €.

3 Key Theorems for approximations

We begin by introducing some definitions in order to present the main results of this paper.
Let 6 be such that n > § > 0 (where 7 is defined in (7)). Define:

s(u) = min {AD(v) + (1= \)D(w) < V =} (9)

where v is defined in (7). Define w5 : U — A in the following way:
ms(u) = es(u)v + (1 — es(u))u (10)
Remark 3.1 ¢5(u) is well defined because by (7) we have:
{A:AD()+ (1 =AN)D(u) <V -6} #0

so ms(u) s well defined. Hence, ws(u) € A, because by (3) we have ws(u) € U and by (4)
and the definition of e€s5(u), we have:

D(ws(u)) = D(es(u)v + (1 —es(u))u) < €s(u)D(v) + (1 —es(u))D(u) <V =6 (11)

In this section we shall prove the following approximation theorems. The first establishes
the convergence of costs:

Theorem 3.1 If (H) holds then R, — R as n — oo

RR n~°2933



6 M. Tidball and E. Altman

The second one deals with the different types of policy convergence.

Theorem 3.2 Let ¢ be sucht that n > 6 > 0. If (H) holds then:

i) Let u,, be €,-optimal for R, limsup, €, < €, then there exists N(e,6) such that Yn >
N(e,8) ms(uy) is O(e + 6)-optimal for R.

ii) Let u be e-optimal for R then there exists N(e,6) such that Vn > N(e,6), ms(u) is
O(e + 6)-optimal for R,.

Moreover if there exists M > 0 such that C and D are lower semicontinuous in |J, s AnUA
then:

iti) Let u,, be en-optimal for R, such that u, — uw when n — oo then u is O(e)-optimal for
R.

In order to prove these theorems we are going to prove some auxiliary lemmas.

3.1 Auxiliary properties
Lemma 3.1 Let § be such thatn > 6 > 0. If (1), (7) and (8) hold, then:

lim sup{ sup 65(”)} < g

n—oo UuEA,

Proof. By definition of A,, we have that Vu € A,,, D, (u) < V,. By (1) and (8) we have:
Vé>0 VYueA, 3IN@E)/ Vn>N(E) Du)<V+e (12)
By (7) and (12) we have:
AD(v)+ (1 =A)D(u) <AV —n)+ 1 =-X)(V+€ VE>0 YueA, VAe[0,1] (13)

But:

~

€+
+

>

AV = +Q =XV +) <V -6 A>—— Vée>0 VueA, VA€[0,1] (14)

=
a

By (13) and (14) we obtain:

[—eitivl] C{A€0,1]:AD() + (1 = A)D(u) <V =8}  VE>0 Vu€eA,
€

and then, by definition of es(u), we have:

es(u) < €+ 6

< -~ Yu €A, n>N(, Vé>DO.
n+e€

From this last inequality we deduce:

~

€+
+

>

sup €s(u) <
uEA,

N>

=

INRIA



Robustness of convexr optimization with applications 7

and this last inequality implies

ESES

lim sup [Sup eg(u)] <

n—oo uEA,

Remark 3.2 Let § be such thatn > 6 > 0. In the same way of Lemma 3.1 and if (7) holds
we can prove that:

I | >

sup €5(u) <
uEA

for the proof it is only necessary to remark that (13) and (14) become:
AD()+ (1 =X)D(u) <AV —-n)+ (1 =NV

/\(V—n)+(1—)\)V§V—6<=>)\2%

Lemma 3.2 Let § be such that n > 6 > 0. If (1), (5), (6), (7) and (8) hold, then:

fimsup | sup {C(ns(u)) - Cw)}] < (C(0)+ 27

n— oo UEA,

Proof. Vu € A,, by (5) and (10) we obtain:
C(ms(u) — Cu) < e5(u)C(v) + (1 — €5(u))C(u) — C(u) = e5(u)[C(v) = C(u)]  (15)

then by (15), (6) and Lemma 3.1 we have:
limsup sup es(u)[C(v) — C(u)] < (C(v) + M)limsup sup es(u) < (C(v) + M)%
n—oo u€EA, n—oo uEA,

Remark 3.3 Let § be such thatn > &6 > 0. By Remark 3.2 and if (5), (8) and (7) hold we
can obtain:

sup {C/(s (u)) — C(u)} < (C(v) + M)%

uEA -

3.2 Proof of the main results

The following two propositions prove the convergence of the approximate optimal cost func-
tions when n tends to infinity.

Proposition 3.1 If (1), (2), (5), (6), (7) and (8) hold, then:

Ve>0 IN(e)/ n>N(e) = R-R,<c¢

RR n~°2933



8 M. Tidball and E. Altman

Proof. Let § de such that n > ¢ > 0 and let u,, be e-optimal for R,,, that means:

R,+e= inf C,(u)+e>Cpluy)
uEA,

then:
R — R, < C(ms(un)) — Crnl(un) + € = C(ws(un)) — Clun) + Clun) — Cn(un) +€  (16)

but by Lemma 3.2 there exists Nj(e) such that for all n > Nj(e) we have:

C(n(un)) — Clun) < (C(v) + M)

-, VYé<n
n

and by (2) there exists Ny(e) such that for all n > Ny(e) we have C(u,) — Cp(u,) < €, by
these two inequalities (16) becomes:

R—R, <2+ (C(v) + M)% Ve, VY6, n > max(Nyi(e), Na(e))

Remark 3.4 Let 6 be such that n > 6> 0. If (1), (6), (7) and (8) hold, there exists N (9)
such that w5(U) € A, if n > N(§), Yu € U. In fact by (1) there exists N(8) such that if
n > N(6), Dyp(ms(u)) < D(mws(u)) +6/2 Yu € U, and by (11)

Dy (7s(u)) < D(ms(u)) + g <V -6+ g <V - g

then, by (8) we have that there exists N such that V —6/2 < V,, if n > N, so, we have
Do (m5(u)) < Vi for all n > N(6) = max (N(&), N).
Proposition 3.2 If (1), (2), (4), (7) and (8) hold, then:
Ve >0 3IN(e) such thatn > N(¢) = R, — R <€
Proof. Let 6 be sucht that n > 6 > 0 and let @ be e-optimal for R, that means:

R+e=;r€1fAC’(u)+GZC(E)

then by Remark 3.4, exist N(8) such that if n > N(8) (in order to insure m5(%) € A,) we
have:

R,—R = inf Cu(u)— inf C(u)
u€EA, u€EA
< Cu(ms(@)) —C@) + e =
Ch(ms(w)) — C(ms(w)) + C(ms(w)) — C(u) + € (17)

INRIA
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but by Remark 3.3 there exists Nj(e€) such that for all n > Nj(e) we have:

)

C(ms(w)) — C(w) < (C(v) + M)Ev

and by (2) there exists Na(e) such that for all n > Na(e) we have C,,(75(@)) — C(7ws(w)) < e,
by these two inequalities (17) becomes:

V6 < n

Rn—RSZG—}—(C(v)—l-M)% Ve, V6 n > max (N(6),Nyi(e), Na(e))

|
The above two propositions prove theorem 3.1.

Proof of Theorem 3.2: Let u, be e,-optimal for R,, then:
C(ms(un)) — R = C(ms(un)) — C(un) + C(tn) — Cpn(un) + Cn(un) — R (18)
but by Lemma 3.2 there exists Ny(€) such that

O(ms(un)) = Cluz) < (C(v) + M)g

if n > Ny(€), V6 < m; then by (2) and Theorem 3.1 there exists N (€) such that (18) becomes:
6
C(ms(un)) — R < (C(U)+M);+26+€n Vn > N(e). Ve, V6

This establishes i). The proof of ii) is similar.

iii) Let u,, be e-optimal for R, such that u, — « when n — co. By the lower semicontinuity
of D, (1) and (8) we have that for all € > 0 there exists N such that D(u) < D(up) +€ <
D, (un) +2¢ <V, + 2 <Vifn> N, that implies u € A.

As u, is e-optimal for R,, we have that C,(u,) — R, <€, n > Nip, then:

C(u) — R = C(u) — C(un) + C(tn) — Co(tn) + Cn(tn) — Ru+ Ru — R (19)

by the lower semicontinuity of C' we have that there exist N2 such that Vn > N, C(u) —
C(un) <€, then by (2) and Theorem 3.1 (19) becomes:

C(u) — R <3e+e¢€, mn>max(N,Ni,Ns)

3.3 Weaker conditions for convergence

In this section we show that we can assume a weaker hypothesis. In particular we are going
to prove that hypothesis (1) and (2) can be replaced by the weaker one:

D, — D and C, - C  uniformly in

RR n~°2933



10 M. Tidball and E. Altman

A={ueU:D(u) <V +¢C(u) <C(v)+¢é} (20)

where € > 0 is an arbitrary constant. We call (H”) the set of hypothesis (4)-(8) and (20).
We can prove the following convergence Theorem:

Theorem 3.3 If (H’) holds then R, — R when n — oo

To prove this theorem we define:
AN, ={u€U:D(u) <V +¢ Cu) < C(v) +¢ Dy(u) <V},
we consider the following auxiliary problem:

Find R, = inf C,(u), R = inf C(u)
u€EA, uEA

and we prove the following to lemmas:
Lemma 3.3 If (H’) holds then R,, — R when n — o0

Proof. The proof of the convergence follows the same arguments of the above sections, we
must only change the definition of function €5, in this case we define:

w51 U— A ms(u) = es(u)v + (1 — es(u))u

with:

65(71,) =

/\ren[%)nl] {AD(w)+ (1 —=A)D(u) <V =6 and AC(v) + (1 = N)C(u) < C(v) +€— 6}

Where € is given in (20) and 6 is fixed such that 0 < § < min(n, €).

With these assumptions the set

{AD(v) + (1 =XN)D(u) <V =46 and A\C(v) + (1 = A)C(u) < C(v) +€—6} # 0.
Now it is easy to prove 75 : U — A, if nis large enough and:

6 6 ) 6 6
sup €5(u) <max{ —,< ]; limsup sup e(u) <max|—, =
uEA n e n—o0 yueA, n e

and the proof follows straightforward as in the previous sections.
|

Now we are going to prove that our two problems are equivalents.

Lemma 3.4 If (H’) holds then R=R

INRIA



Robustness of convexr optimization with applications 11

Proof. Let u € A e-optimal for R, so C(u) < C(v) +¢, moreover as u € A, D(u) <V then
u € A that implies R < C(u), then we have:

R<C(u)<R+e Ve

then we have proved R < R. By definition of A,, and A,, it is easy to see that R, < R,,, Vn,
so we have: L L
R,—R;, R,<R,; R,—R; R<R

that obviously implies R = R.
|
The above lemmas now imply Theorem 3.3.

3.4 The case where U depends on n
Let be
Cpn:U,—TR n=1,.,00; Dp:Uy—-RE n=1 . 00
Ap,={ueU,:D,(u)<V,} n=12.. A={ueU:Du) <V}, (U=U)
We define:
R, = infuea,Cn(u); R =infueaC(u)

We are going to assume some hipothesis (H"”) in order to obtain U,, — U in “some sense”,
so we require that there exist functions o7 : U,, — U, 03 : U — U, such that:

iimsup { sup [Dlof(u)) = D(w]} <0 (21)
iimsup {sup [D,(07(u)) = D)} } <0 (22)
imsup { sup [C(of ) - Calw)]} <0 (23)
imsup { sup (€, (73() - C(u)]} <0 (24)

We are going to call (H") the set of hypothesis (4)-(8) with (21)-(24). Note that (21)-(24)
replace references (1)-(2) in the case U = U, Vn . We want to prove:

(i) R, — R when n — 0.

(ii) u’ being en-optimal policy for the mth optimal cost function R,, implies 7s(o] (ul))
“almost" optimal for the limit optimal cost function R, for n large enough.

iii) Let u be e-optimal for R, then o (ms(u)) is almost optimal for R,, for n large enough .
And under more restrictive assumptions:

(iv) Let w € U be some limit point of o7 (ul), u: € U,, defined above, then o (u) is

O(e)-optimal for the limit optimal cost function.

In this subsection we are going to prove the following theorems:

RR n~°2933



12 M. Tidball and E. Altman

Theorem 3.4 If (H") holds then R, — R when n — oo

Theorem 3.5 Let § be such that n > & > 0. If (H") holds then:

i) Let u, be en-optimal for R,, limsup, €, < €, then there exists n > N(e,8) such that
Vn > N(e,6), m5(0](uy)) is O(e + §)-optimal for R.

it) Let u be e-optimal for R then there exists N(e,6) such that Vn > N(e,6), o (ms(u)) is
O(e + 8)-optimal for R,,.

Moreover if there exists M > 0 such that C and D are lower semicontinuous in |J,,> s AnUA
then:

iit) Let un, be €,-optimal for R, limsup,, €, < €, such that o7 (u,) — u when n — oo then
u 18 O(e)-optimal for R.

To prove these theorems we prove first the following lemmas:

Lemma 3.5 Let § be such that n > 6 > 0. If (7), (8) and (21) hold, then:

6
lim sup{ sup q(a?(u))} < -
n—oo UuEA, n

Proof. Let u € A, then D, (u) < V,; by (21) and (8) we have:
Vée>0 3AN(E)/ VYn>N(E) D(oP(u)) <D,(u)<V+é (25)
by (7) and (25) we have:
AD(v) + (1 = A)D(o7 (u)) S AV =) + (1 = A)(V +€) (26)
then as in Lemma 2.1 we obtain:

[é+6

A

1] C{Ne[0,1]: AD(v) + (1 — ND(o}(u)) <V — 8} Ve >0

and then by definition of €5(o7 (1)) we have:

es(or((u)) < -~ Yu€A,, n>N(E), VE>O.

and with this last inequality we deduce the thesis.
|
Analogously to Lemma 2.2 we can prove:

Lemma 3.6 Let § be such thatn > 6 > 0. If (5), (6), (7), (8) and (21) hold, then:

limsup | sup {C(ms(o}(u)) — C(o}(w)}| < <c<v)+M>%

n—oo UEA,

Wiht the following two propositions can easily prove theorem 3.4.

INRIA



Robustness of convexr optimization with applications 13

Proposition 3.3 If (5), (6), (7), (21) and (23) hold, then:
Ve>0 IN(e)/ n>N(e) = R-R,<c¢€
Proof. Let § be such that n > 6 > 0 and let u,, be e-optimal for R,, then
R = Ry < C(ms(07 (un))) = Clun) + € =
C(ms(o7 (un))) — Clo7 (un)) + C(o7 (un)) — Cn(un) + € (27)

but by Lemma 3.6 there exists Ny (e) such that for all n > Ny (e) we have:

n n 6
C(ms (o1 (un))) — Clo1 (un)) < (C(v) + M)Ev
and by (23) there exists Na(€) such that for all n > No(e) we have
C(07(un)) — Cn(un) < €, by this two inequalities (27) becomes:

V6 < n

R— R, <2+ (C(v) + M)% Ve, V6, n > max(Ni(e), Na(e))

Remark 3.5 If (6), (7), (8) and (22) hold, there exists N such that
(63 oms)(U) C Ay if n > N. In effect by (22) there exists N such that if n > N then
D, (05 (ms(u)) < D(ms(u)) + & Vu € U, and by (11)

<v-?

Da(o3 (m5(u)) < D(ms(w)) + >

<V-6+

N O
N O

then by (8) we have that there ezists N such that D, (o3 (m5(u))) < V,, for alln > N.

~—

With this Remark we can prove the following proposition as in Proposition 2.2

Proposition 3.4 If (4), (7), (8), (22) and (24) hold, then:
Ve>0 IN(e)/ n>N(e) = R, —R<e
Now, theorem 3.4 follows from propositions 3.3 and 3.4.
Proof of Theorem 3.5: Let u,, be €,-optimal for R,, then:
C(ms(o7 (un))) — R =
C(ms (o1 (un))) — Clo1 (un)) + C(o7 (un)) = Cn(un) + Cn(un) — Rn + Rn — R (28)

but by Lemma 3.6 there exists Ny(€) such that

C (s (07 (un))) — (07 (un)) < (C(0) + M>§

RR n~°2933



14 M. Tidball and E. Altman

if n > Ni(e), V6 < n; then by (23) and Theorem 3.1 there exists N(e) such that (28)
becomes:

C(ms(oT (un))) — R < (C(v) + M)% +2e+e, Yn>N(e). Ve, V6

With this we prove i). The proof of ii) is similar.
iii) By the lower semicontinuity of D we have that u € A.
Let u, be e-optimal for R,, then we have:

C(u) = R=C(u) — C(o7(un)) + C(07 (un)) — Cn(un) + Cn(un) — Ry + R — R (29)

the lower semicontinuity of C' implies that there exists N such that ¥n > N, C(u) —
C(o7(un)) <€, then by (23) and Theorem 3.4 (29) becomes:

Clu)—R<3e+e,
[ ]

Remark 3.6 In i) of Theorem 3.5 we need the lower semicontinuity of D to prove that
u € A. If we do not have this property we can still conclude that ws(u) is (e + 6)-optimal
for R, ¥np>6>0.

4 Constrained MDPs: the convergence in the discount
factor

In this Section we consider constrained Markov Decision Processes (MDP), known also as
controlled Markov chains, with a general ergodic structure (multi-chain). We consider the
discounted cost and the average cost. We shall obtain new results on the convergence of
the values and optimal policies of the discounted cost, as the discount factor tends to one,
to the value and to optimal policies corresponding to the expected average cost. A similar
result for the special unichain case was obtained in [2].

Consider an MDP with a finite state space X = {0, 1, ..., N} and a finite action space A.
Without loss of generality, we assume that in any state x all actions in A are available. The
probability to go from state x to state y given that action a is used, is given by the transition
probability Pyqy. A policy u in the policy space Uy, is described as u = {u1, u2, ...}, where uy,
applied at time epoch ¢, is a probability measure over A conditioned on the whole history of
actions and state prior to ¢, as well as the state at time ¢. Given an initial distribution £ on
X, each policy u induces a probability measure denoted by Pg on the space of sample paths
of states and actions (which serves as the canonical sample space ). The corresponding
expectation operator is denoted by Eg. On this probability space are defined the state and
action processes, X;, A, t =1,2,....

A Markov policy w € Uy is characterized by the dependence of u:y1 on the current
state and the time only. A stationary policy g € Ug is characterized by a single conditional
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Robustness of convexr optimization with applications 15

probability measure pf’lx over A, so that pilm = 1; under g, X; becomes a Markov chain with
stationary transition probabilities, given by PJ, = >" o Pl ‘szy. The class of stationary
deterministic policies Up is a subclass of Ug, and every ¢ € Up is characterized by a
mapping g:X — A, so that pf’lx = 04(z)(+) is concentrated at the point g(z) for each z. Let
L be the number of stationary deterministic policies among Up, and enumerate the policies
in Up such that Up = {u!,...,ul}.

Tt will often be usefull to extend the definition of a policy u = (u1,us2, ...) so as to allow u,
to depend not only on the history, but also on some additional randomizing mechanism. In
particular, for any finite class of policies G C Uy, we define M(G) to be the class of mixed
policies generated by G, we call these mixed-G policies. A mixed-G policy § is identified
with a distribution g over G; the controller first uses g to choose some policy u € G, and then
proceeds with that policy from time 1 onwards. Define & := M (Up). Finally, we denote
U=U,UlU.

Definition 4.1 For any initial distribution g over the set Up, we shall identify the policy
m(q) € U to be the the one that chooses initially the policy u’ with probability q;.

Any given distribution £ for the initial state (at time 1) and a policy u define a probability
measure P[';‘ on which the stochastic processes X; and A; of the states and actions are defined.
When £ is concentrated on some state x (i.e. S = 6, ), we shall use the notation P* instead
of Pg.

Letc: XxA — R,and d : Xx A — IR be immediate cost functions, d = (d*, d?, ..., d").

Fix some discount factor @ € [0,1), and defined the normalized discounted costs corres-
ponding to an initial distribution 8 and a policy u by

Ca(,B, ’LL) = (1 - Oé) i Egatflc(Xt, At)

t=1

DiBu) = (1-a)) Eja''d"X,4), k=1,..,K
t=1
Define the average costs associated with a policy u and with an initial distribution 8 on X:

t

Z o(Xs, As)

s=1

t
> dH(Xs, Ay)
s=1

— 1
Cea(B,u) = Tm -E}

t—oo

— 1
Dg,(Bu) = Tim —Ej . k=1,..K.

Given a vector V € IRX, we consider the subset IIy C U of policies satisfying the
constraints
D(B,u) < V. (30)
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16 M. Tidball and E. Altman

A policy u € Ty is called feasible. We introduce the following Constrained Problem COP:
find a policy u* that achieves

C(B) .= inf C(B,u). (31)

u€lly

In (30) and (31), the costs stand for either the discounted or the average cost. COP is said
to be feasible if I}, is nonempty.
We are now ready to state the first main result:

Theorem 4.1 (Convergence of the value) Assume that there exists some policy v € U such
that
D*(Bv)<VF—n,  Vk=1,..K, (32)

for some n > 0. Then, the value converges in the discount factor:

ii_r{ll Co(B) = Cea(B).
The proof of this Theorem, as well as the convergence of optimal policies, are delayed to
the next section.

5 Convergence of the values and the policies

In order to be able to define the convergence of optimal policies, we shall show that one may
restrict the search of optimal policies to the simple subclasses of policies I/, without loss of
optimality. Moreover, we should relate the solutions of COP to solutions of mathematical
programming, in order to be able to apply the tools that we developed. Note that the control
problem is already of the form of a Mathematical program, but the cost is not convex in the
policies. We shall show that when restricting to ¢, the costs are convex functions.

There are several ways to solve (31). For the discounted cost, the solution was given by
Kallenberg in [20] using a LP approach. For the expected average cost, there are several
possible LP approaches: the one by Hordijk and Kallenberg [19, 20], the one by Feinberg
[15], and a related one by Altman and Shwartz [8]; for a definition slightly different than in
(31), an efficient LP method for computing e-optimal solutions was obtained by Ross and
Varadarajan, see [25, 26]. Lagrangian techniques have also been used to solve constrained
MDPs with a single constraint, see Beutler, Ross and Sennott [10, 11, 27, 28]. The relation
between the Lagrange and the LP approaches was pointed out in [9].

Remark 5.1 All the references above considered the solution of the constrained MDP among
the policies Uy. However, a standard argument due to Derman and Strauch [14] shows (in
a constructive way) that for any policy in u € U, there exist an equivalent policy in x € Uy
under which the marginal probabilities of the states and actions are the same as those under
u, and in particular, both the discounted and the expected average costs are the same. Thus
below, whenever we obtain an optimal policy among U, one may consider the policy x instead
without loss of optimality.
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Robustness of convexr optimization with applications 17

We would like to prove the convergence results by showing that there is a correspondence
between values and optimal solutions of the control problem, and values and optimal solu-
tions of related LPs, and then use the general results from the previous section. While this is
possible for the uni-chain case, it turns out that for the multi-chain case, the LP introduced
by Kallenberg [20] for the discounted cost is completely different than any of the LPs for
the expected average cost, (e.g. the number of decision variables is different). Therefore,
as a first step, we shall introduce a new LP method for computing the value and optimal
policies for the discounted cost problem, which is an adaptation of the one for the expected
average cost in Feinberg [15] and Altman and Shwartz [8]. This will allow us to have the
same type of LP for both the discounted and the average cost.

Denote the simplex S(L) :={y € Rl : v, >0,i=1,..., L, Zle ~i = 1}. Introduce the
following LP,, : Find v* € S(L) that achieves:

L
C* = min Co(B,ub), s.t. 33
S D LTCHCRY (39)
L .
DE(y) = > wDEBu) <V, k=1,..K (34)
1=1

Define C,(7) = ZiL:l 7:Cu(B,u*). We say that the LP is feasible if the subset of S(L)
satisfying the constraints (34) is nonempty.

Theorem 5.1 (Relation between LP and the constrained MDP, the discounted cost).
(i) For any v € S(L), the policy m(vy) € U (see Definition 4.1) satisfies

Ca(Bom(7)) = Ca(7),  Dg(Bm(7) =Da(r),  k=1,...K.
(i3) For any vector of costs
{Ca(ﬁ,u),Dﬁ(ﬁ,u),k = 17"'7K}

achievable by some policy u € U, there exists some v € U achieving the same vector of costs.
(iii) COP, is feasible if and only if LP, is, and the optimal values are the same: C} = Cy(f).
Moreover, if v* is optimal for LP,, then m(v*) is optimal for COP,.

Proof. Denote

fa(Byu;y,a) := (l—a)ZPE(thy,At:a), ze€X,a €A,

t=1

and let f,(8,u) be the vector whose (y,a)th elements are given by f. (8, z;v,a). Then (see
e.g. [12])
Col(Byu) =c- fal(Bu) = D D c(y,a)falBsu;y,a), (35)

yeX a€A
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18 M. Tidball and E. Altman

with a similar representation for the costs D®(3,u). For any class of policies U, denote
Lo(8,U) = U, fa(B,u). It is known that the set L (8, Up) is convex, compact, and its
extreme points are {f,(8,u),u € Up}, see [12, 20]. For any probability v over Up, we
clearly have

L
fa(B,m(7)) = Z Yifa(B,ut). (36)

Consequently, L, (8, U) is convex, compact, and its extreme points are {fo(3,u),u € Up}.
Combining this with (35), we conclude that the set of achievable costs

Uueu{Ca(B,u), D (B, ).k =1,... K} (37)
is also is convex, compact, and its extreme points are
{Ca(Bu), DE(B,u),k=1,..,K,u€ Up}. (38)
By combining (35) with (36), we get for any probability v over Up

L L

Ca(B,m(7)) =Y %Ca(B,w'),  DEB,m(7) =) %Ca(B,u), k=1, K.

i=1 1=1

Hence, the set of performance measures achievable by u € U is also convex, compact, with
the extreme points in the set (38), and thus, equal to the set (37) achievable by all policies.
This establishes (i) and (ii), and implies (iii). g

The LP method corresponding to (33) for the expected average cost, due to Feinberg
[15], is the same: LPg, : Find v* € S(K) that achieves:

L
C*, = min Cea(B,u’),  s.t. 39
weS(L);’y (B,u) (39)
L .
DE,(7) = > wDE(Bu) <V k=1,.,K (40)
1=1

Define Ceo () := Ele YiCea(B, u).

Theorem 5.2 (Relation between LP and the constrained MDP, the expected average cost).
(i) For any v € S(L), the policy m(vy) € U (see Definition 4.1) satisfies

Cea(Bym()) = Cea(7),  D&(Bim(7)) =Dey(y),  k=1,.. K.

(i) For any vector of costs

{Cea(ﬂau)nga(/Bvu)a k=1, aK}
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Robustness of convexr optimization with applications 19

achievable by some policy u € U, there exists a dominating v € U, i.e. such that

Cea(ﬁ,/v) S CECL(ﬁ?“)’ Dfa(ﬁ,’l)) S Dleca(ﬁa/u)’k = 17---7-[{-

(#ii) COP., is feasible if and only if LP., is, and the optimal values are the same: C¥, =
Cea(B). Moreover, if v* is optimal for LP.,, then m(~*) is optimal for COP,,.

Proof. Denote
t
L(Busya) =t PH(X, =y, A, =a), zEX,a€A,
s=1

and let ff (3,u) be the vector whose (y,a)th elements are given by f% (8,x;y,a). For any
u € Up, since the setate process is a Markov chain, it is known that

feolByw) = lim f2,(8,u) exist, (41)
and it is straight-forward to show that

Cea(Bu) = ¢+ fea(Bu) = Y Y c(y,0) fealB, 45, a), (42)

yeX a€A

with a similar representation for the costs D¥, (3,u). It is then clear that (41) and (42) hold
in fact for any u € U, which establishes (i).

For a fixed initial distribution 8, and for any policy v € Uy, and any accumulation point
f of the sequence f!,(8,u), there exists some u € U such that f.,(3,u) = f. This is a direct
consequence of Theorem 2 in [19], and is a special case of the result in [15] (who studies the
Semi-Markov case). Combining this, with the fact that (41) and (42) hold for any v € U,
establishes (ii), by using Corollary 2.5 in [5]. Finally, (iii) is a consequence of (i) and (ii).
]

For a given u € U we shall understand below 7s(u) = m(ws(7y)) where « is such that
u = m(y) and 75 is defined in (10). We are now ready to state the second main result for
MDPs:

Theorem 5.3 Assume that the Slater conditions (32) hold. Consider a sequence o, conver-
ging to 1, and let COP, be the constrained optimal control problem corresponding to the
discount factor au,. Let 6 be such thatn > 6 > 0. Then

i) Let u, € U be e,-optimal for COP,, limsup,, €, < €, then there exist N(e,8) such that
Vn > N(e,6), m5(uy) is O(e + 8)-optimal for COP.,.

ii) Let u € U be optimal for COP,,. Then there exist N(e,6) such that Yn > N(e,6), ms(u)
is O(e + 6)-optimal for COP,,.

iii) Let u,, € U be optimal for COP,, and let v, € S(L) be such that u,, = m(y,). Assume
that v, converges to some . Then m(v) is optimal for COP,,.
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20 M. Tidball and E. Altman

Proof of Theorems 4.1 and 5.3:
We apply below Theorems 3.1 and 3.2 to obtain the convergence of the optimal values and the
convergence and robustness of policies LP, to the optimal value of LP,,, and consequently,
by Theorems 5.1 (ii), (iii) and 5.2 (ii), (iii), the convergence for the original constrained
optimal control problems. It remains to show that the required conditions in Theorems 3.1
and 3.2 hold.

It is well known that for any u € Up,

ii_)rnlca(ﬂ7u)zcea(ﬂvu)7 (}él_)rnch’z(ﬁ7u) :D.I:a(ﬁau>a k=1,.. K. (43)

Choose an arbitrary u € U, and let v be such that w = m(y). Then, due to Theorems 5.1
(i) and 5.2 (i),

|Ca(ﬂ7u) - Cea(ﬁvu”

L

< Z’YJ [Ca(ﬂvuj)_cea(ﬁvuj)]
7=1

< max |Ca(ﬂ,uj) —Cea(ﬁ,uj)|.

1<5<L

which does not depends on wu.
With the same applied to the costs D¥, this implies that (43) holds for any u € U, and that
the convergence is uniform over U. Equivalently, for any v € S(L),

lim Co(7) = Cea(7),  lim DG(y) =DZ,(7), k=1, K (44)

uniformly in +. This establishes conditions (1) and (2).

Since the set U in (3) is given by S(L), it is clearly convex, which establishes condition
(3). As the costs are linear in v, conditions (4) and (5) hold. Since v is bounded in a
simplex, this implies condition (6).

It follows from condition (32) and from Theorem 5.2, that there exists some 1 > 0 and
some v € S(L), such that the policy m(y) satisfies:

DL, (7) = DE,(Bym(7) <V —m,  k=1,.,K.
This establishes condition (7). Finally, condition (8) trivially holds, as V = V,, do not
depend on n. g
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