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Abstract: This paper examines numerical issues in computing solutions to networks of
stochastic automata. It is well-known that when the matrices that represent the automata
contain only constant values, the cost of performing the operation basic to all iterative
solution methods, that of matrix-vector multiply, is given by

N N
PN = H n; X E ni,
i=1 =1

where n; is the number of states in the i** automaton and N is the number of automata in
the network. We introduce the concept of a generalized tensor product and prove a number
of lemmas concerning this product. The result of these lemmas allows us to show that this
relatively small number of operations is sufficient in many practical cases of interest in which
the automata contain functional and not simply constant transitions. Furthermore, we show
how the automata should be ordered to achieve this.

Key-words: Markov chains, Stochastic automata networks, Generalized tensor algebra,
Vector-descriptor multiplication.
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Multiplication Vecteur-Descripteur Efficace pour les
Réseaux d’Automates Stochastiques

Résumé : Cet article étudie les problemes numériques posés par la résolution de modeles
de réseaux d’automates stochastiques. Il est bien connu que si les matrices qui représentent
les automates ne contiennent que des constantes numériques, le coiit de I’opération de base
de toute méthode itérative, celui du produit matrice-vecteur est donné par la formule

N N
PN = an X E T,
i=1 =1

ou n; est le nombre d’états du i-ieme automate et N le nombre d’automates du réseaux.
Nous introduisons le concept de produit tensoriel généralisé et prouvons quelques lemmes
sur cet opérateur. Les résultats de ces lemmes permettent de montrer que ce petit nombre
d’opérations est suffisant dans de nombreux cas pratiques ou les automates contiennent des
taux de transitions fonctionnels et non simplement constants. De plus, nous donnons 'ordre
dans lequel les automates doivent étre rangés afin d’obtenir ce résultat.

Mots-clé : Chaine de Markov, Réseau d’automates stochastiques, Algebre tensorielle
généralisée, Multiplication vecteur-descripteur.
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1 Introduction

The use of Stochastic Automata Networks (SANs) is becoming increasingly important in
performance modelling issues related to parallel and distributed computer systems. As such
models become increasingly complex, so also does the complexity of the modelling process.
Although systems analysts have a number of other modelling strategems at their disposal, it
is not unusual to discover that these are inadequate. The use of queueing network modelling
is limited by the constraints imposed by assumptions needed to keep the model tractable.
The results obtained from the myriad of available approximate solutions are frequently too
gross to be meaningful. Simulations can be excessively expensive. This leaves models that
are based on Markov chains, but here also, the difficulties are well documented. The size of
the state space generated is so large that it effectively prohibits the computation of a solution.
This is true whether the Markov chain results from a stochastic Petri net formalism, or from
a straightforward Markov chain analyzer.

In many instances, the SAN formalism is an appropriate choice. Parallel and distributed
systems are often viewed as collections of components that operate more or less indepen-
dently, requiring only infrequent interaction such as synchronizing their actions, or opera-
ting at different rates depending on the state of parts of the overall system. This is exactly
the viewpoint adopted by SANs. The components are modelled as individual stochastic
automata that interact with each other. Furthermore, the state space explosion problem as-
sociated with Markov chain models is mitigated by the fact that the state transition matrix
is not stored, nor even generated. Instead, it is represented by a number of much smaller
matrices, one for each of the stochastic automata that constitute the system, and from these
all relevent information may be determined without explicitly forming the global matrix.
The implication is that a considerable saving in memory is effected by storing the matrix in
this fashion. We do not wish to give the impression that we regard SANs as a panacea for
all modelling problems, just that there is a niche that it fills among the tools that modellers
may use. It is fairly obvious that their memory requirements are minimal; it remains to
show that this does not come at the cost of a prohibitive amount of computation time.

Stochastic Automata Networks and the related concept of Stochastic Process Algebras
have become a hot topic of research in recent years. This research has focused on areas
such as the development of languages for specifying SANs and their ilk, [16, 17], and on
the development of suitable solution methods that can operate on the transition matrix
given as a compact SAN descriptor. The development of languages for specifying stochastic
process algebras is mainly concerned with structural properties of the nets (compositiona-
lity, equivalence, etc.) and with the mapping of these specifications onto Markov chains for
the computation of performance measures [17, 2, 6]. Although a SAN may be viewed as a
stochastic process algebra, its original purpose was to provide an efficient and convenient
methodology for the study of quantitive rather than structural properties of complex sys-
tems, [20]. Nevertheless, computational results such as those presented in this paper can
also be applied in the context of stochastic process algebras.

There are two overriding concerns in the application of any Markovian modelling me-
thodology, viz., memory requirements and computation time. Since these are frequently
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functions of the number of states, a first approach is to develop techniques that minimize
the number of states in the model. In SANs, it is possible to make use use of symmetries as
well as lumping and various superpositioning of the automata to reduce the computational
burden, [1, 8, 24]. Furthermore, in [13], structural properties of the Markov chain graph (spe-
cificially the occurrence of cycles) are used to compute steady state solutions. We point out
that similar, and even more extensive results have previously been developed in the context
of Petri nets and stochastic activity networks. For example, in [7, 8, 9, 14, 23, 25], equiva-
lence relations and symmetries are used to decrease the computational burden of obtaining
performance indices. In [15], reduction techniques for Petri nets are used in conjunction
with insensitivity results to enable all computations to be performed on a reduced set of
markings. In [10], nearly independent subnets are exploited in an iterative procedure in
which a global solution is obtained from partial solutions. In [5, 3] product forms are found
in Petri nets models, using, in the first, the state space structure and in the second, flow
properties. In [12] it is shown that the tensor structure of the transition matrix may be
extracted from a stochastic Petri net, and in [18] that this can be used efficiently to work
with the reachable state space in an iterative procedure.

Once the number of states has effectively been fixed, the problem of memory and com-
putation time still must be addressed, for the number of states left may still be large. With
SANSs, the use of a compact descriptor goes a long way to satisfying the first of these,
although with the need to keep a minimum of two vectors of length equal to the global
number of states, and considerably more than two for more sophisicated procedures such as
the GMRES method, we cannot afford to become complacent about memory requirements.
As far as computation time is concerned, since the numerical methods used are iterative,
it is important to keep both the number of iterations and the amount of computation per
iteration to a minimum. The number of iterations needed to compute the solution to a
required accuracy depends on the method chosen. In a previous paper, [28], it was shown
how projection methods such as Arnoldi and GMRES could be used to substantially reduce
the number of iterations needed when compared with the basic power method. Additionally,
some results were also given concerning the development of preconditioning strategies that
may be used to speed the iterative process even further, but much work still remains to be
done in this particular domain. In this paper we concentrate on procedures that allow us
to keep the amount of computation per iteration to a minimum. Specifically, we wish to
study the cost of performing a matrix-vector multiplication when the matrix is stored as a
compact SAN descriptor, since this is a step that is fundamental to all iterative methods
and is by far, the major cost per iteration.

It is well-known that when the matrices that represent the automata contain only
constant values, the cost of performing a matrix-vector multiply is given by

N N
PN = an X E n;
i=1 i=1

where n; is the number of states in the it automaton and N is the number of automata
in the network. When the automata are not independent, which is always the case, (for
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otherwise the model can be completely decomposed and the exact solution computed from
the solution of the individual pieces), the number of multiplications can become much larger.
We provide a number of lemmas that allow us to show that this relatively small number of
operations is sufficient in many cases in which the automata are not independent, and we
show how the automata should be arranged to achieve this.

Our paper is set out as follows. In the next section we provide a number of basic
properties of tensor algebra which we will need throughout the paper. Section 3 presents the
descriptor of a SAN and briefly reviews the effects of synchronizing events and functional
transition rates. The basic descriptor-vector multiplication procedure is given in Section
4 and an algorithm provided for the nonfunctional case. In Section 5 we introduce the
generalized tensor product concept and prove a number of lemmas concerning this product.
The result of these lemmas allows us to develop an algorithm for efficiently computing a
descriptor-vector product and this is shown in Section 6. This is followed by some numerical
experiments in Section 7 and our conclusions in Section 8.

2 Basic Properties of Tensor Algebra
Define two matrices A and B as follows:

bll b12 b13 b14

) e (b
bs1 b3z bsz bss

The tensor product C = A ® B is given by
_ (111B 012B

C - ( (Ing a22B ) (1)
In general, to define the tensor product of two matrices, A of dimensions (p; X 1) and
B of dimensions (pa X 72), it is convenient to observe that the tensor product matrix has
dimensions (p1p2 X 71772) and may be considered as consisting of p1y; blocks each having
dimensions (p2 X 72), i.e., the dimensions of B. To specify a particular element, it suffices
to specify the block in which the element occurs and the position within that block of the
element under consideration. Thus, in the above example, the element cy7 (= asabis) is
in the (2,2) block and at position (1,3) of that block. The tensor product C = A ® B is

defined by assigning the element of C' that is in the (ig,j2) position of block (i1,71), the
value a;, j, b, j,. We shall write this as

C{(i1,41)5(iz,d2)} = Finja bizjz .

The tensor sum of two square matrices A and B is defined in terms of tensor products
as
A@B=A® I, +1, ®B (2)
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where n; is the order of A; na the order of B; I,,, the identity matrix of order n; and “+”
represents the usual operation of matrix addition. Since both sides of this operation (matrix
addition) must have identical dimensions, it follows that tensor addition is defined for square
matrices only. Some important properties of tensor products and additions are

e Associativity:
ARB®C)=(A®B)®C and Ao (BoC)=(AeB)aC.

¢ Distributivity over (ordinary matrix) addition:
(A+B)®(C+D)=A®C+B®C+A®D+B®D.

o Compatibility with (ordinary matrix) multiplication:
(AxB)® (CxD)=(A®C)x (B® D).

e Compatibility with (ordinary matrix) inversion:
(A Bl =A"1t® B

The associativity property implies that the operations @b, A®) and @r_, A®) are well
defined. In particular, observe that the tensor sum of N terms may be written as the (usual)
matrix sum of N terms, each term consisting of an N-fold tensor product. We have

N N
PaP =>"1,0 0L, , AV L, & &I,
k=1 k=1

where ny, is the order of the matrix A®*) and I,,, is the identity matrix of order nj.

The operators ® and @ are not commutative. However, we shall have need of a pseudo-
commutativity property that may be formalized as follows. Let ¢ be a permutation of the
set of integer [1,2,..., N]. Then there exists a permutation matrix, P,, of order Hf;l n;,

such that
N N
®A(k) = P, ®A("(’“))Pf.
k=1 k=1

A proof of this property may be found in [21] wherein P, is explicitly given. Further
information concerning the properties of tensor algebra may be found in Davio [11].

3 Stochastic Automata Networks

We consider a stochastic automata network that consists of N individual stochastic automata
that act more or less independently of each other. The number of states in the k** automaton
shall be denoted by ny for £ =1,2,..., N. Most often, one’s goal is the computation of the
stationary probability distribution, 7, or transient distributions at arbitrary times ¢, 7(t),
of the overall N—dimensional system.
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Throughout this paper, we present results on the basis of continuous-time SANs, al-
though the results are equally valid in the context of discrete-time SANs. Given N inde-
pendent stochastic automata, AD, A®) ... AN with associated infinitesimal generators,
QW, Q@ ....Q™), and probability distributions 7V (¢), 73 (¢),..., 7N (¢) at time ¢, the
infinitesimal generator of the N—dimensional system, which we shall refer to as the global
generator, is given by

N N
Q:@Q(k):ZITH@®Ink_1®Q(k)®Ink+1®®ITLN
k=1 k=1

The probability distribution of the N-dimensional system at time ¢ is

N
w(t) = Q=P (t).
k=1

Although such systems may exist, the more usual case occurs when the transitions of one
automaton may depend on the state of a second. There are basically two ways in which
stochastic automata interact:

1. The rate at which a transition may occur in one automaton may be a function of the
state of other automata. Such transitions are called functional transitions.

2. A transition in one automaton may force a transition to occur in one or more other
automata. We allow for both the possibility of a master/slave relationship, in which
an action in one automaton (the master) actually occasions a transition in one or more
other automata (the slaves), and for the case of a rendez-vous in which the presence (or
absence) of two or more automata in designated states causes (or prevents) transitions
to occur. We refer to such transitions collectively under the name of synchronizing
transitions. Synchronizing transitions may also be functional.

The elements in the matrix representation of any single stochastic automaton are either
constants, i.e., nonnegative real numbers, or functions from the global state space to the
nonnegative reals. Transition rates that depend only on the state of the automaton itself,
and not on the state of any other automaton, are to all intents and purposes, constant
transition rates. A synchronizing transition may be either functional or constant. In any
given automaton, transitions that are not synchronizing transitions are said to be local
transitions.

3.1 The Effect of Synchronizing Events

Let us denote by Ql(k), k =1,2,...,N, the matrix consisting only of the transitions that
are local to A*). Then, the part of the global infinitesimal generator that consists uni-
quely of local transitions may be obtained by forming the tensor sum of the matrices

RR n°2935



8 Paulo Fernandes, Brigitte Plateau, William J. Stewart

Ql(l), 1(2)’ - ,QI(N). As a general rule, it is shown in [19], that stochastic automata networks
may always be treated by separating out the local transitions, handling these in the usual
fashion by means of a tensor sum and then incorporating the sum of two additional tensor
products per synchronizing event. Furthermore, since tensor sums are defined in terms of
the (usual) matrix sum (of N terms) of tensor products, the infinitesimal generator of a
system containing N stochastic automata with E synchronizing events (and no functional
transition rates) may be written as

2E+N

Q= oN,Q!. (3)

=1

This formula is referred to as the descriptor of the stochastic automata network. It is
important to note that, although @ is an infinitesimal generator, the individual matrices
Qg.z) need not be. For example, such matrices may consist of a single positive element. Since

we shall treat the matrices Q;l) as purely algebraic quantities, their relationship as stochastic
entities is not needed. Notice also that the state space represented in the matrix ) may
contain unreachable states. For more information on the structure and properties of these
matrices, the interested reader is invited to consult [28].

The computational burden imposed by synchronizing events is two-fold. First, the num-
ber of terms in the descriptor is increased, — two for each synchronizing event. A second
and even greater burden is that the simple form of the solution, as a tensor product of
independent solutions, no longer holds. Although we have been successful in writing the
descriptor in a compact form as the sum of tensor products, the solution is not simply the
sum of the vectors computed as the tensor product of the solutions of the individual ng).
This is a direct result of the fact that the automata are not independent. Thus this se-
cond computational burden is not unique to synchronizing transitions but also arises with
functional transitions.

3.2 The Effect of Functional Transition Rates

A moment’s reflection should convince the reader that the introducion of functional tran-
sition rates has no effect on the structure of the global transition rate matrix other than
when functions evaluate to zero in which case a degenerate form of the original structure
is obtained. So, although the effect of the dependent interactions among the individual
automata prevents us from writing the solution in the simple form as a tensor product of
individual solutions, it may still be possible to profit from the fact that the nonzero structure
is unchanged. This is the concept behind the extended tensor algebraic approach, [21]. The
descriptor is still written as in equation (3), but now the elements of Qg-’) may be functions.
This means that it is necessary to track elements that are functions and to substitute (or
recompute) the appropriate numerical value each time the functional rate is needed. In
this paper we shall show how to efficiently compute the product of a vector with a SAN
descriptor using the extended (generalized) tensor algebra concepts.

INRIA
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3.3 Examples

We now introduce two models that we will use for purposes of illustration. The first is
a model of resource sharing that includes functional transitions. The second is a finite
queueing network model with both functional transitions and synchronizing events.

3.3.1 A Model of Resource Sharing

In this model, NV distinguishable processes share a certain resource. Each of these processes
alternates between a sleeping state and a resource using state. However, the number of
processes that may concurrently use the resource is limited to P where 1 < P < N so that
when a process wishing to move from the sleeping state to the resource using state finds P
processes already using the resource, that process fails to access the resource and returns to
the sleeping state. Notice that when P = 1 this model reduces to the usual mutual exclusion
problem. When P = N all of the the processes are independent. Let A9 be the rate at
which process i awakes from the sleeping state wishing to access the resource, and let p(?)
be the rate at which this same process releases the resource when it has possession of it.

In our SAN representation, each process is modelled by a two state automaton A, the
two states being sleeping and using. We shall let s.A(? denote the current state of automaton
A Also, we introduce the function

N
f=6 (Z 8(sAD = using) < P) )

i=1

where §(b) is an integer function that has the value 1 if the boolean b is true, and the value

0 otherwise. Thus the function f has the value 1 when access is permitted to the resource

and has the value 0 otherwise. Figure 1 provides a graphical illustration of this model.
The local transition matrix for automaton A® is

G _ O D \ON
Q7 = PO GE R

and the overall descriptor for the model is

N
N . R
D = @ Ql(z) :E [2®g...®gj2®ng’)®g12®g...®gj27
=1

9 =1

where ®, denotes the generalized tensor operator, a precise definition of which is given in
Section 5.

The SAN product state space for this model is of size 2. Notice that when P = 1, the
reachable state space is of size IV + 1, which is considerably smaller than the product state
space, while when P = N the reachable state space is the entire product state space. Other
values of P give rise to intermediate cases.

RR n°2935
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AW AW

sleeping sleeping

) 7

AN f

using USIng

Figure 1: Resource Sharing Model

3.3.2 A Queueing Network with Blocking and Priority Service

The second model we shall use is an open queueing network of three finite capacity queues
and two customer classes. Class 1 customers arrive from the exterior to queue 1 according
to a Poisson process with rate A\;. Arriving customers are lost if they arrive and find the
buffer full. Similarly, class 2 customers arrive from outside the network to queue 2, also
according to a Poisson process, but this time at rate Ay and they also are lost if the buffer
at queue 2 is full. The servers at queues 1 and 2 provide exponential service at rates
and po respectively. Customers that have been served at either of these queues try to join
queue 3. If queue 3 is full, class 1 customers are blocked (blocking after service) and the
server at queue 1 must halt. This server cannot begin to serve another customer until a slot
becomes available in the buffer of queue 3 and the blocked customer is transferred. On the
other hand, when a (class 2) customer has been served at queue 2 and finds the buffer at
queue 3 full, that customer is lost. Queue 3 provides exponential service at rate us, to class
1 customers and at rate ps, to class 2 customers. It is the only queue to serve both classes.
In this queue, class 1 customers have preemptive priority over class 2 customers. Customers
departing after service at queue 3 leave the network. We shall let Cy, — 1, £k = 1, 2, 3 denote
the finite buffer capacity at queue k.

Queues 1 and 2 can each be represented by a single automaton (A(l) and A® respecti-
vely) with a one-to-one correspondance between the number of customers in the queue and
the state of the associated automaton. Queue 3 requires two automata for its representation;
the first, AG1) | provides the number of class 1 customers and the second, A32), the number
of class 2 customers present in queue 3. Figure 2 illustrates this model.

This SAN has two synchronizing events: the first corresponds to the transfer of a class
1 customer from queue 1 to queue 3 and the second, the transfer of a class 2 customer from

INRIA
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A

A
‘ Ci—1 7 A(31) A(32)

M1
=
loss A(Z) 03 1 | -
)\2 M3,
T 02 _ 1 — M3,
2
loss loss

Figure 2: Network of Queues Model

queue 2 to queue 3. These are synchronizing events since a change of state in automaton
AWM or A® occasioned by the departure of a customer, must be synchronized with a cor-
responding change in automaton A®1) or A(2) representing the arrival of that customer to
queue 3. We shall denote these synchronizing events as s; and s respectively. In addition
to these synchronizing events, this SAN required two functions. They are:

F=0(sAB) +54B2) < O3 —1)

g =0(sABY =)

The function f has the value 0 when queue 3 is full and the value 1 otherwise, while the
function g has the value 0 when a class 1 customer is present in queue 3, thereby preventing
a class 2 customer in this queue from receiving service. It has the value 1 otherwise.

Since there are two synchronizing events, each automaton will give rise to five separate
matrices in our representation. For each automaton k we will have a matrix of local tran-
sitions, denoted by Ql(k); a matrix corresponding to each of the two synchronizing events,

) and Q¥ and a diagonal corrector matrix for each synchronizing event, Q%) and Q.
In these last two matrices, nonzero elements can appear only along the diagonal; they are

defined in such a way as to make (®kQ§’;)) + (®ngI;)) , J = 1,2, generator matrices (row

sums equal to zero). The five matrices for each of the four automata in this SAN are as
follows (where we use I, to denote the identity matrix of order m).

RR n“°2935
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For AM:
N N 0 0 0O 0 0 --- 0
0 ~M M - 0 po 000
Qlu)_ . . . . Qg): s
0 0 - M 0 ppo 00
0 0 0 0 0 0 m O
0O O 0 0
0 - 0 - 0
QW= - |, QY =1, =QY.
0 0 —p 0
0 0 0 —-m
For A):
e A 0 0 0O 0 0 --- 0
0 =X Ay - 0 pr 0 0 - 0
@ ], D= )
0 0 —X X 0 pa 00
0 0 0 0 0 0 p2 O
0 0 0 0
0 —p2 O 0
Q=1 : . . |, QP=1I,=Q.
0 0 —p2 O
0 0 0 —pu2
For AG1);
0o 0 0 0 0 f 0 0
ps, —hs O 0 0.0 7 0
U I ) R |
0 j,b31 lu‘31 0 O 0 0 f
0 0 M3, M3, 0 0 0 0
f 0 0 --- 0
0 f 0 o 0
e N P )
0O --- 0 f 0
0 -~ 0 0 0
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For A®2):
0 0 0 0 1—f f 0 e 0
H3:9 —p3g 0 - 0 0 1—-f f - 0
Qz(32) — . . . . . . QB . . . :
0 o W39 —ps,g 0 0 0 1-f f
0 0 H329 —H3:9 0 0 0 1

ng) — 103 — Qg§2) — Qg?)
The overall descriptor for this model is given by

D =" +Q, 0+ QN+ e + & QL.

where the generalized tensor sum and the four generalized tensor products are taken over
the index set {1, 2, 3; and 32}. The reachable state space of the SAN is of size C; x Cy X
C3(C3 +1)/2 whereas the complete SAN product state space has size C; x Cy x C3. Finally,
we would like to draw our readers attention to the sparsity of the matrices presented above.

4 Computing Probability Distributions

When the global infinitesimal generator of a SAN is available only in the form of a SAN
descriptor, equation (3), the numerical methods most suitable to obtaining probability dis-
tributions are iterative, [28]. Thus, the underlying operation, whether we wish to compute
the stationary distribution, or the transient solution at any time ¢, is the product of a vector
with a matrix. Since

2EB+N . 2B+N .
Q== Z ®£1Q§'Z) = Z T @iy Q§’),
j=1 j=1
the basic operation is .
T ®£\;1 Q(z)

where, for notational convenience, we have removed the subscripts on the Q;i).

4.1 Multiplication with a Vector: The Nonfunctional Case

The following theorem holds when the transition rate matrices corresponding to the sto-
chastic automata contain only constant terms.

Theorem 4.1 The product .
z @, QU

RR n°2935
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where Q| of order n;, contains only constant terms and x is a real vector of length Hil g,
may be computed in pn multiplications, where

N N N
pN:nNX(PN—1+Hni) = HnixZni.
i=1 i=1 =1

To compare this with the number needed when advantage is not taken of the special struc-
ture resulting from the tensor product, observe that to naively expand ®§\;1Q(i) requires

2
(Hf;l nl) multiplications and that this same number is required each time the product

z (®N,QW) is formed. A proof of the theorem is given in [21] and is based on the following
tensor product decomposition.

N
y=2xN,QY = ox[[L o ®6L_ QYL & &I,
i=1
N
= ox[[1hi-1®QY & Lijan. (4)
i=1

The individual terms within the product, (i.e., the I;,;_1 ® Q(i) ® I;iy1.n) are referred to
as the normal factors of the decomposition. It can be shown (see Equation 9), that these
normal factors commute. Notice that we have used Ii.;_; to represent an identity matrix
of size HZ_:11 ni and I;11.n to represent one of size H;n:z 41 Mk In general, we shall let
I;;; = I;.; denote an identity matrix of size Hizz ng. The following algorithm implements
this multiplication.
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Algorithm: Multiplication with a Tensor Product, z ®Y QW

1. Initialize: nleft =ning---ny—_1; nright =1.
2. Fori=N,...,2,1do

e base = 0; jump = n; X nright
e For k=1,2,...,nleft do
o For j =1,2,...,nright do
* index = base + j
x* Forl=1,2,...,n; do
- Z] = Tindex; ndex = index + nright
% Multiply: 2’ =z x Q®
* index = base + j
x* Forl=1,2,...,n; do
" Tindea
o base = base + jump
o nleft =nleft/n;_,

e nright = nright X n;

= z]; index = index + nright

.z=2

During the execution of this algorithm, the variables nleft and nright assume respec-
tively, the size of all left and right identity matrices in the normal factors of equation (4).
As the normal factors commute, we have chosen, for reasons that will become clear later, to
perform the multiplications in the order from N to 1. Furthermore, if we let I;, denote the
identity matrix of size Hivzl’ ket V> then it may be observed that this algorithm operates
by implicitly incorporating permutations so that each term in the product becomes

i.e., a block diagonal matrix whose chvzl, ket Tk diagonal blocks are identically equal to Q(¥.
In fact, it is actually the permuted elements of the vector  that are used, (the value of index
in the innermost loops (the I-loops) is index = (k — 1) x jump+ j + (I — 1) X nright). The
manner in which the elements of the Q( are stored is not explicitly defined so that any
storage scheme, including a compact format suitable for sparse matrices, may be used.

We are now ready to examine the effect of introducing functional rates. The savings

made in the computation of z @Y Q' are due to the fact that once a product is formed, it
may be used in several places without having to re-do the multiplication. With functional
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rates, the elements in the matrices may change according to their context so that this same
savings is not always possible. It was previously observed in [28] that in the case of two
automata A and B with matrix representations A and B[A] respectively, where to anticipate
the introduction of some new notation, B[.4] indicates that the matrix B contains elements
that may be a function of the state of A, the number of multiplications needed to premultiply
A ® B[A] with a vector z remains identical to the nonfunctional case and that exactly the
same algorithm could be used. Furthermore, it was also observed that when A contains
functional transition rates, but not B, the computation could be rearranged to compute
z(A[B] ® B) in the same small number of multiplications as the nonfunctional case. When
both contained functional transition rates no computational savings appeared to be possible.
Furthermore, it was speculated that in SANs with many functional automata, there exists
optimal permutations of the automata for minimizing the computational task of forming
the product of a vector and a SAN descriptor. However, this presupposes that it is in fact
possible to permute the terms in a generalized tensor products.

5 Generalized Tensor Products

We now turn our attention to some properties relating to Generalized Tensor Products
(GTPs) as opposed to Ordinary Tensor Products (OTP). We assume throughout that all
matrices are square. As indicated in the previous section, B[A] will indicate that the matrix
B may contain transitions that are a function of the state of the automaton .4, or more gene-
rally, AM[AMD A Alm=1)] will indicate that the matrix A(™ may contain elements
that are a function of one or more of the states of the automata AM, A2 Alm=1) We
shall use the notation ®, to denote a generalized tensor product. Thus A ®, B[.A] denotes
the generalized tensor product of the matrix A with the functional matrix B[.A] and we have

allB(al) alzB(al) L. alnGB(al)
a21B(a2) 01223(0/2) L. aznaB(ag)
A®, BlA] = . _ - : ; (5)
9
analB(ana) ana2B(ana) te ananGB(ana)

where B(ay) represents the matrix B when its functional entries are evaluated with the

argument ag, k= 1,2,...,n,, the a; being the states of automaton 4. Also,
all[B]Inb x B 0,12[B]Inb x B fee ain, [B]Inb x B
azl[B]Inb x B GZQ[B]Inb x B fee asn, [B]Inb x B
an,1[Blln, X B an2[BlIn, X B -+ an,n,[BlIn, X B
where

aij [B]Inb = diag{a,-j (bl), a,-j (bz), ey (I,'j (bnb)}

INRIA



Efficient Descriptor-Vector Multiplications in Stochastic Automata Networks 17

and a;;(bx) is the value of the ij!* element of the matrix A when its functional entries

are evaluated with the argument by, £ = 1,2,...,np. Finally, when both automata are
functional we have
a11[B]In, x B(a1) ar2[B]In, x B(a1) -+ ain,[BlIn, X B(a1)
AlB)e, BlA] = 021[B]Inb‘ x B(as) a2 [B]Inb‘ x B(as) - agn, [B]In‘b x B(as)
anal[B]Inb‘ x B(an,) anaz[B]Inb‘ x B(an,) -+ Gnyn, [B]In.b X B(ana()ﬁ)

For A[B] ®4 B[A], the generic entry (I, k) within block (4, j) is a;;(b;) % bix(a;).

We are now in a position to determine whether the basic properties of tensor products
and additions described in Section 2 also hold in the gereralized case.

Lemma 5.1 (GTP: Associativity)
(A[B,C] &, BIA,C]) &, CLA, B] = A[B,C] @, (BIA,C] 2, C[A, B])

Proof:  We shall evaluate the left-hand side first. Referring back to equation (6), it is
evident that D[C] = A[B,(C] ®, B[A,(] is a block matrix whose ij" block is equal to

D,J[C] = diag {aij(bl,C),a,'j(bz,C), .. .,aij(bnb,C)} X B(az,C)

Each element on the k'* row of B(a;,C) is thus multiplied by a;;(bk,C) so that the klt"
element of D;;[C] is

aij(bk,C)bkl(ai,C). (7)
Now consider the effect of incorporating the third term into the generalized tensor product.
In computing D[C] ®, C[A, B], each of the elements in each of the blocks D;;[C] multiplies
the matrix C[A, B]; in particular the kI*" element (given in equation (7)) multiplies the
matrix C(a;, br) giving the (n. x n.) block a;;(bk,C)bri(as,C)C(as, br). The mnth element
of this final block is

a5 (bk, ¢m)bri (@i, Cm ) Cmn (@i, bi).

To show that we get the same result from the right-hand side, we proceed in a similar
fashion. Let Z[A] = B[A,C]® C[A, B]. Then Z[A] is block matrix whose kIt block is equal
to

Zkl [A] = diag {bkl (.A, Cl), bkl (.A, Cg), ey bkl(.A, Cnc)} X C(A, bi).

The mnt" element of Zy[A] is
b (A; cm)cmn(A; bk)

When forming A[B,(C] ®, Z[A], the product of each of the elements of A[B,(] and the
matrix Z[A] is formed. In particular, the ijt" element is multiplied with Z[A] to give the
(npne X npn.) block

aij (B, C)Z[A]
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When the mn!" element of the kI*" block of Z[.A] is considered, this gives
aij (b, m)bri (@i, m)cmn(ai, br)

as before. O

Lemma 5.2 (GTP: Distributivity over Addition)
(Ax[B] + A3[B]) ®, (Bi[A] + Bs[A]) =
(A1[B] ®g Bi[A] + Ai1[B] Qg Ba[A] + A2[B] ®y B1[A] + A1[B] ®4 Ba[A])
Proof: As for the previous lemma, the proof of Lemma 5.2 is by simple algebraic

identification. O

As was the case in Section 2 for ordinary tensor products, compatibility with multiplica-
tion generally does not hold for the generalized tensor product either. However, there exists
three degenerate compatibility forms when some of the factors are identity matrices and not
all of the factors have functional entries. These are given next.

Lemma 5.3 (GTP: Compatibility over Multiplication: I — Two Factors)
(A[C] x B[C]) &y In. = (A[C] ®g In.) x (B[C] ® I.)

Proof: Since we assume that A[C] and B[C] are square matrices, their dimensions must
be identical for the product A[C] x B[C] to exist. Thus, (A[C] X B[C]) ®g In., A[C]®, I, and
B[C] ®4 I.. all have the same (square) dimensions. Observe that all three of these matrices
have block elements that are in fact diagonal matrices of order I,,_. The 45" block element
of the matrix on the left-hand side is given by (332, aik[C]bk;[C]) In.. The corresponding
block on the right-hand side is formed from the product of the i*" block-row of A[C] ® I,
with the j** block-column of B[C] ®, I,,,. This is given by (332, air[C]I,, x by;[ClI,.) =
(Xor2, aik[Clb;[C)) I, as required. 0

Remark: The same property holds analogously for the case

In. ®4 (A[C] x B[C]) = (In. ®4 A[C]) X (In. ®¢ BIC]).

Lemma 5.4 (GTP: Compatibility over Multiplication: II — Two Factors)

A®y BIA] = [A x I,] ® [I, x BIA]| = (In, ®, BIA) x (A® L,).
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Proof: The proof follows immediately on observing that the right-hand side

anB(al) alzB(al) e alnGB(al)
ale(ag) GQQB(GQ) s GQnaB(a/Q)
A®y B[A] = : : . :
an,B(an,) an,2B(an,) -+ Gnon,Blan,)
may be written as

B(a1) ainln, awnlp, - aip, Iy,
B(as) as1ln, asel,, -+ azn,In,
B(ana) analInb anGQIm, cte ananaInb

O

It is worth noticing that factors containing A and B[A] are reversed when comparing the
right-hand side and left-hand side.

Lemma 5.5 (GTP: Compatibility over Multiplication: IIT — Two Factors)
A[B) ®y B = [A[B] X In,] ®4 [In, x B] = (A[B] ®g In,) X (In, ® B).

Proof: The proof of this lemma follows immediately from the fact that

ail [B]Inb x B a12[B]Inb x B s a1n, [B]Inb x B
asy [B]Inb x B CLQQ[B]Inb x B cee asn, [B]Inb x B
AlBl®, B = : : . :

n 1[Blln, X B an2[Blln, X B -+ anon,[B]In, X B

an[B]Inb a12[B]Inb s A1n, [B]Inb B

azl[B]Inb GQQ[B]Inb L A2n, [B]Inb B

= . . . . . : (8)
an1[Blln, an2[BlIn, -+ angn,[BlIn, B

Notice from equation (8) that the right-hand matrix is a block diagonal matrix whose dia-
gonal blocks are all equal to B and the left-hand matrix is formed from blocks that are
diagonal and the same size as B. It therefore follows that

A[B] &y B = (A[B] ®g In,) % (In, ® B)
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We wish to point out that this lemma still holds if I,,, is replaced by any constant matrix.

Remark: A direct consequence of these two lemmas is that for matrix with constant
entries, the following product is commutative, (See also [11]). This property does not hold
for matrices with functional entries.

A®B=(A®I,) X (In, ® B) = (I, ® B) x (A® I,) 9)

The next lemma is a generalization of Lemma 5.3 and is particularly useful in treating SANs.

Lemma 5.6 (GTP: Compatibility over Multiplication — Many Factors)
AQ ®, A®) [A(l)] ®y ABG) [A(l),A@)] Ry - ®y A(m)[A(l), . ,A(m—l)] =
Iim—1 ®g A(m)[A(l), ey A(m_l)]
X Il:m—2 ®g A(m_l) [-A(l)a BRI A(m—Z)] ®g Im:m

X ..
X Il:l ®g A(2) [A(l)] ®g IS:m
x AW @, I, (10)

Proof: We shall prove this lemma by induction.
Define HV) = A®M and H® = HO ®, AA[AM]. Then, from Lemma 5.4,

H®? = (Im ®g A(z)[A(l)]) X (H(l) Ry 12;2) = (Ilzl Qg A(z)[A(l)]) X (A(l) ®g 1222) (11)
where 7.7 is the identity matrix of size m; and Is.2, the identity matrix of size ns with n;

and ny denoting the number of states in automata A" and A® respectively. H® is a

matrix of size niny. Before proceeding to the general induction step, let us consider H(®).
We have
H® = g® ®, AB) [A(l),A(Q)]. (12)

Applying Lemma 5.4 to the right-hand side of equation (12) gives
H® — (11:2 ©, A®[AD A(z)]) x (H<2> ®y 13:3) ,

We would like to substitute for H® from equation (11), but we must be careful for I5.5 in
equation (11) is the identity matrix of order na. Substituting we find

H® = (11;2 ®, A® [A<1>,A<2>]) x ([(Im ®, A [A<l>]) x (A<1> ®, In)] ®, 13;3) .
Now applying Lemmas 5.1 and 5.3 we obtain

H® = (11:2 ®, A<3)[A(1),A(2)]) % ([(IM ®, AP[AV] , 13:3) x (A(l) ®, Im) ®, 13:3]) ,
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which we can write in the form of the lemma statement as
HG) — (11:2 ®, AD[AD, A<2)]) % (I1:1 ®, AD[AV] g, 13:3) % ( A @, 12:3)_

Our inductive approach to proving this lemma should now be clear. The basis step has
already been established. For our inductive assumption, we define

Hm = AW ®, AP [AD] ®, AB[AD | A?)] ®y - ®y AM[AW | Am=1)]

and assume that the relation given in the statement of the lemma is true. We now prove
that the relation is true for H(™+1). We have

Hm+Y) — (m) ®, A(m+1)[A(1),A(2),...,A(m)].
Applying Lemma 5.4 gives

H(m+1) — (Im ©, AMTDAD, AD) A<m>]) y (H<m> ®g Lt 1m +1)'

Substituting for H(™) from equation (10) and repeatedly applying Lemmas 5.3 and 5.1 gives
HM™D = [ @, ATD[AG AR A

Him—1 ®g AT AN, A D @) Lgtimg

Lz ®y AM DAL A= @ 1n @y Ig1imat

L ®, AP [AD)] ®g I3:m ®g Im41:m+1
A(l) Qg Ih.m Qg Im+1:m+1

X X X X X

The proof of the lemma follows immediately given that the terms of the form I; 4., for
i=1,2,...,m— 1 are identity matrices of size [];—;, | n- O

Remark: Due to the existence of Lemma 5.5 the same property holds for
AMIA® o Am=1)] ®, Am=D1AM ) Am=2) Ry -+ By AP [AM] ®, A =

A(m) [A(l), e ,A(m_l)] ®g Im—l:l
Im:m ®g A(m_l)[A(l), . ,A(m_2)] ®g Im—2:1

Iz ®, AD[AW ®, 1.4
T2 ®, AY) (13)

X X X X

In Lemma 5.6, only one automaton can depend on all the (m — 1) other automata, only
one can depend on at most (m — 2) other automata and so on. One automaton must be
independent of all the others. This provides a means by which the individual factors on the
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right-hand side of equation (10) must be ranked; i.e., according to the automata on which
they may depend. A given automaton may actually depend on a subset of the automata in
its parameter list.

Now consider an arbitrary permutation of the factors on the left-hand side of (10). We
have on the left-hand side,

Al AD Al ®y - ®y Alrm)[AQ) | Alom=1)]

Indeed equation (13) is just such a permutation. No matter which permutation is chosen, the
right-hand side remains essentially identical in the sense that the terms are always ordered
from largest to smallest set of possible dependencies. The only change results from the
manner in which each normal factor is written. Each must have the form

I0'110'i—1 ®g A(di)['A(l)7 Tt A(m_l)] ®9 I"'i+1:‘7m’

with I5,.0, = Hf:l ny,. Consider, as an example, the following three automata, A1) which
is completely independent, A which depends on A®) and A®) which depends on AM.
Notice that the possible dependency set of the automaton A®) is not only A®), but A®
and A®M). We have for example the following left-hand side arrangement:
A ®, A®) [A(3)] ®, AB) [A(l)] -
Ly ®, AD[A®] ®, I35
x I ®, A(3)[A(1)]
x AWM ®y Io.3,
while a different rearrangement gives:
AB) [A(l)] ®, A(2)[A(3)] ®, A —
s ®, AD[A®] @, I
x A® [A(l)] ®y I
X .[3;2 ®g A(l) .

On the right-hand side, the normal factor containing A®[A®)] = A@[AM | A®)] is always
first while that containing A, the independent term, is always last.

Lemma 5.7 (GTP: Pseudo-Commutativity) Let o be a permutation of the integers
[1,2, ..., N], then there exists a permutation matriz, P, of order Hiil n;, such that

R AWAD, A = P, Q" ACOIAD . AMPT.

9 k=1 9 k=1
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Proof:
To prove this lemma we need to address the entries of a matrix X of order Hfil n; in
different ways. X may be considered as a matrix formed from n; square blocks each of size
Héiz n;; each block may in turn be viewed as formed from ny square blocks each of size

Hﬁi3 n; and so on. To refer to an individual element of X we use the notation
LL(i1,0.rin )3 (1,000 N ) }

where i, jm € [1,...,nm] and (ip, jm) indicates the position of the element in the m-th
embedded block. Let ¢ be a permutation of the integer [1,2,...,N]. Then the individual
elements of X may also be referenced with respect to this permutation and its corresponding
embedded block structure. We have

T(ir0erin) o (1 seonrin) e} WHETE Ty fim € [L, .0 ng(m)]

Nothing prevents us from mixing these two possibilities. Thus we may refer to the element
that belongs to row (i1,...,in) and to column (ji,...,jN)s, Or vice versa. Let P, be the
permutation matrix whose elements are given by

_ 1 af forall m, Gn = is(m)
PLlin,sin)i(CrpeCn)e} = 0, otherwise

The elements of its transpose, PT, are given by

T _ 1, Zf fOT all m, &y = jo(m)
Pier,ntn)ostinnin)y = 0, otherwise

It follows that X P! permutes the columns of X and P, X permutes the rows of X. Let
Y = P,XPT. Then the elements of Y are given by

Y{(i1,eyin)i(15mmsin)} =

(Mo (1) Mo (N)) (Mo(1y s N0 (N))

T
P{(i1,sin )i (C1oesCn ) } § : TL(Cr N ) o3 (E1re N o FPT(E s En Yo (Gaeenin )}
(€15--¢n)=(1,...,1) (&1,...,62)=(1,...,1)

which leads directly to

Y{(it50in )i (Greed N )} = T (1) s0emrir () 3G (1) s () ) - (14)

Notice that, from the definition of a generalized tensor product, the elements of the matrix

v=@Q®" ABUAO, . AN

9 k=1
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are given by

® (4

N
N
Y{(iroin)iGronin)} = L] @ike ™). (15)
k=1

i O
Similarly, we may write the elements of

x=®" ACEAD, . A,
9 k=1

as
N

— (o(k)) ) (V)
T{(io(1)srie(N))oildo(1)rdo(N))o} = H @i sy do () (ah RRRELL )-
k=1
Since o (k) is a bijection of [1,2,..., N], a simple change of variable allows us to write the
elements of X as

N
I aid @ el (16)
k=1

The proof of the lemma follows directly from equations (14), (15), and (16). O

Theorem 5.1 (GTP: Algorithm) The multiplication

X (A(l) ®, AD[AD] g, ABAD, AP g, ... @, A(N)[A(l)"”,A(N—l)])

where x is a real vector of length Hi‘;l n; may be computed in O(pyn) multiplications, where

N N N
PN:nNX(PN—1+Hni) = mezni,
i=1 i=1

i=1

by the algorithm described below.
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Algorithm: Vector Multiplication with a Generalized Tensor Product

r (Aa) ©, AD[AV] 0, AO[AD, AP g, ... ®, A(N)[Au),”_,A(N—l)])

1. Initialize: nleft =ning---ny—1; nright = 1.
2. Fori=N,...,;2,1do

e base = 0; jump = n; X nright
e For k=1,2,...,nleft do
o Forj=1,2,...,i—1do

« &y = ([ = 0/ T2 mi| mod (ITiZ) mi) ) +1
o For j =1,2,...,nright do

* index = base + j

x* Forl=1,2,...,n; do

- Z] = Tindez; ndexr = index + nright

% Multiply: 2/ = z x A® [ag), .. .,aﬁ_j)]

* index = base + j

x* Forl=1,2,...,n; do

.ml

Y . .
index = 213 index = index + nright

o base = base + jump
o nleft =nleft/n;_;

e nright = nright X n;

.z=2a

Proof: Observe that the inner-most loop (which is in fact implicitly rather than
explicitly defined in the algorithm) involves computing the product of a vector z, of length
n;, with a matrix of size n; x n;. This requires (n;)? multiplications, assuming that the
matrices are full. This operation lies within consecutively nested i, k and j loops, Since the
k and j loops together involve Hfil ng/n; iterations, and the outermost ¢ loop is executed
N times, the total operation count is given by

N 1—[N n N N
1T
E D=L p? = n; X E n;.
=1 =1 i=1

O

This complexity result improves upon previous results given in the paper by Fourneau
et al., [21]. For example, given a tensor product with two terms, we have A1) @, AG[AM)]
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with a complexity of nins(ni + ne) given by Theorem 5.1, whereas previously using the
procedures given in [21] the complexity is nina(n; + ning). Naturally, this generalizes to
the case of m terms. Furthermore, it is immediately apparent that when the matrices are
not full, but possess a special structure such as tridiagonal, contain only one nonzero row or
column, etc., or are sparse, then this may be taken into account and the complexity reduced
even further.

This algorithm differs from the previous (nonfunctional) algorithm (Theorem 4.1) in
the computation of the state indices at the beginning of the k-loop and in the evaluation
of functions. However, this will not affect the order of the complexity of the algorithm.
Indeed, once incorporated into an iterative solution method, it is possible that most of the
computation involved in generating the state indices could be performed only once during
an initialization phase.

What is not immediately apparent from the algorithm as described is the fact that in
OTP the normal factors commute and the order in which the innermost multiplication is
carried out may be arbitrary. In GTP however this freedom of choice does not exist; the
order is prescribed. As indicated by the right hand side of equation (10), each automata
A is represented by a factor of the form

Lo @ ADTAW A Iiyim

which maust be processed before any factor of its arguments [A™"), ..., A#=1] is processed.

We would like to point out that although Theorem 5.1 allows us to reorganize the terms
of the left-hand side of equation (10), in any way we wish, the advantage of leaving them in
the form given by equation (10) is precisely that the computation of the state indices can
be moved outside the innermost j-loop of the algorithm. A different rearrangement would
require more extensive index computation within the innermost j-loop. Note that the order
given by the left-hand side of equation (10) is precisely the opposite of that given by its
right-hand side.

We now introduce one final lemma that allows us to prove a theorem (Theorem 5.2)
concerning the reduction in the cost of a vector-descriptor multiplication in the case when
the functional dependencies among the automata do not satisfy the constraints given above
and in particular, when the dependencies are cyclic.

Lemma 5.8 (GTP: Decomposability into OTP) Let £;(A) denote the matriz obtained
by setting all elements of A to zero except those that lie on the k'™ row which are left
unchanged. Then

A®y B[A] = Z £, (A) ® Blag]-
k=1

Thus we may write a generalized tensor product as a sum of ordinary tensor products.
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Proof: From equation (5)

auB(al) algB(al) s alnaB(al)
0213(02) QQQB(GQ) s aznaB(az)
analB(ana) ana2B(ana) e ananaB(ana)
from which it follows that
0 0 0
0(A) ® Blax] = | ar1B(ar) ax2B(ar) -+ agn,Blag)
0 0 e Ov

Then, algebraically,

A@y BA =Y t(A) @ BIA = 3 4(A) © Blay]
k=1 k=1
[

A term ®g AD[AM . AMN] involved in the descriptor of a SAN is said to contain

a functional dependency cycle if it contains a subset of automata A® A®+D)  Alpt+o)
¢ > 1, with the property that the matrix representation of A®+9 contains transitions that
are a function of AWPt(+1)modet1) for 0 < § < ¢. For example, a SAN with two automata
A and B contains a term with a functional dependency cycle if and only if the matrix
representations are such that A is a function of B, (A[B]), B is a function of A, (B[A]), and
A[B] ® B[A] occurs in the descriptor. Let G denote a graph whose nodes are the individual
automata of a SAN and whose arcs represent dependencies among the automata within a
term of the descriptor. Thus G contains an arc from node ¢ to node j if and only if automaton
A® depends on automaton AY). Let 7 be a cutset of the cycles of G, [4]. Then T is a set
of nodes of G with the property that G — 7 does not contain a cycle where G — T is the
graph of G with all arcs that lead into the nodes of 7 removed.

Theorem 5.2 (GTP with Cycles: Complexity of Vector-Descriptor Product) Given
a SAN descriptor containing a term with o functional dependency graph G and cutset T of
size t, the cost of performing the vector-descriptor product

2x Q) ADLAD, .. AW

9 i=1
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is N N N
I o) (T) [ 2 »
i=1,ieT i=1 i=1,igT

Proof: Using Lemma 5.7, let us assume, without loss of generality, that the automata
are ordered so that the cutset 7 contains the automata A®M, A®) . A®_ We have

Q" AN, LA™ = Q) AVUD, AR AV, AN
9 i=1 9 i=1 9 i=t+1
- (i:ek(A(i)[A(l),...,A(N)])> Q" AOUD, A,
g =1 \k=1 9 i=t+1

Applying Lemma 5.2, followed by Lemma 5.8, yields

N .
Q) AD[AD, L AG AD AN =

9 i=1
S S ¢ @) A1) (t) 4@+1) (N) N ()1 41 (t)  4(t+1) (N)
YooY R w(AVAD, A A A ADLAD, L AB A A
ki=1 k=1 g ;. 9 i=t41
"1 "t ¢ . N )
=Y >R (A9, al, A AN KT AV, e, A AN
k1=1 kt=1 g i=1 9 i=t4+1

As the cycles have been removed, applying Theorem 5.1 to each term leads us to conclude
that the number of multiplications involved is given by

(1) (1) (357

However, because of the row matrices in the set 7, this complexity reduces to

(1) (T1) (22}

as indicated in the statement of the theorem. O

6 Using the Lemmas
We now return to the context of SANs proper. We have seen that the descriptor of a SAN

is a sum of tensor products and we now wish to examine each of the terms of these tensor
products in detail to see whether they fall into the categories of Theorem 5.1 or 5.2. In the
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case of SANs in continuous-time, and with no synchronizing transitions, the descriptor is
given by

N

N

Q= @ Q(k) = 21"1 Qg -+ Qg In_s Qg Q(k) Qg Ink+1 Qg -+~ Qy Iny,
9 k=1 k=1

and we can apply Theorem 5.1 directly to each term of the summation. Notice that all but
one of the terms in each tensor product is an identity matrix, and as we pointed out in the
proof of Theorem 5.1, advantage can be taken of this to reduce the number of multiplications
even further.

Consider now what happens when we add synchronizing transitions. The part of the
SAN that corresponds to local transitions has the same minimal cost as above. As far as
the remainder of the SAN is concerned, recall that in Section 3.1, it was mentioned that
each synchronizing event results in an additional two terms in the SAN descriptor. The first
of these may be thought of as representing the actual transitions and their rates, and the
second corresponds to an updating of the diagonal elements in the infinitesimal generator
to reflect these transitions. More detailed information may be found in [21]. The first of the

additional terms may be written as
N

®q).

i=1
For the matrices that represent the different automata in this tensor product, there are
three possibilities depending upon whether they are unaffected by the transition, are the
designated automaton with which the transition rate of the synchronizing event is associated,
or are affected in some other manner by the event. We have

e The matrices ng') corresponding to automata that do not participate in the synchro-
nizing event are represented by identity matrices of appropriate dimension.

o We shall use E to denote the matrix belonging to the automaton selected as the one
with which the synchronizing event is associated. In a certain sense, this automaton
may be considered to be the owner of the synchronizing event. E is therefore a matrix
of transition rates. For example, if the synchronizing event e arises as a result of the
automaton changing from state 7 to state j, then the matrix E consists entirely of
zeros with a single nonzero element in position 4j. This nonzero element gives the rate
at which the transition occurs. If several of the elements are nonzero, this indicates
that the automaton may cause this same synchronizing event by transitions from and
to several states.

e The remaining matrices correspond to automata that are otherwise affected by the
synchronizing event. We shall refer to these as A matrices. Each of these A matrices
consists of rows whose nonzero elements are positive and sum to 1 (essentially, they
correspond to routing probabilities, not transition rates), or rows whose elements are
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all equal to zero. The first case corresponds to the automaton being synchronized into
different states according to certain fixed probabilities and the state currently occupied
by the automaton. In the second case, a row of zeros indicates that this automaton
disables the synchronizing transition while it is in the state corresponding to the row
of zeros. In many cases, these matrices will have a very distinctive structure, such
as a column of ones, the case when the automaton is forced into a particular state,
independent of its current state.

When only the rates of the synchronizing transitions are functional, the elements of
the matrix E are functional; the other matrices consist of identity matrices or constant
A matrices. Thus, once again, this case falls into the scope of Theorem 5.1. This only
leaves the case in which the A matrices contain transition probabilities that are functional.
If there is no cycle in the functional dependency graph then we can apply Theorem 5.1;
otherwise we must resort to Theorem 5.2. Note that if the functional dependency graph
is fully connected, Theorem 5.2 offers no savings compared with ordinary multiplication.
This shows that Theorem 5.2 is only needed when the routing probabilities associated with
a synchronizing event are functional and result in cycles within the functional dependency
graph, (which we suspect to be rather rare). For SANs in discrete-time, [20], it seems that
we may not be so fortunate since cycles in the functional dependency graph of the tensor
product tend to occur rather more often.

7 Numerical Experiments

Our purpose in this section is to provide a measure of the cost of using the SAN methodology
when applied to realistic examples. The complexity results presented in Sections 4 and 5
implicitly assume that the matrices are dense. Their purpose is to assist in developing
an optimal multiplication procedure for SANs. When the matrices are sparse, the actual
operation count will be reduced. In this section we present numerical experiments in which
advantage is taken of sparsity, both in the SAN approach and in a competing numerical
approach in which the global matrix is generated once and stored in a compact format. We
refer to this latter as the sparse matriz approach and use the software package MARCA, [27]
to develop the models and perform the multiplications. As we have mentioned before, no
one approach will work best in all modelling situations, but each has its niche, and we wish
to use these experiments to identify and to a certain extent quantify, the advantages of the
SAN approach.

In the sparse matrix approach, the infinitesimal generator is stored as a single matrix,
albeit in a compact form. This compact form requires a double-precision array for the
nonzero elements and two integer arrays to store the positions of the nonzero elements in
the matrix. We shall let n denote the order of the infinitesimal generator and nz denote the
number of nonzero elements that it contains. Then, the double-precision array must be of
length nz and in this array the nonzero elements are arranged by rows; nonzero elements
in row k preceed those of row k + 1 and follow those of row & — 1. It is not necessary for
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the nonzero elements within a row to be in order. An integer array, also of length nz holds
the column positions of the nonzeros, while a second integer array of length n + 1 provides
pointers to the starting locations of each row in the two other arrays. More information on
storing sparse matrices may be found in [26]. We note in passing that the same compact
storage scheme may be employed to store the much smaller matrices that arise using the
SAN approach. It follows that the sparse matrix approach requires a minimum of nz double
precision memory locations and nz + n + 1 integer locations. We shall see that this can
becomes excessive for large models. One of the points that we wish to demonstrate in the
experiments of this section is the feasibility of the SAN approach when memory requirements
eliminate the possibility of using a sparse matrix approach.

Our second concern is with computation time. Here we should expect to find cases
in which the sparse matrix approach provides much better results, for the contrary would
imply that the sparse matrix approach could be eliminated completely, in favor of the SAN
approach. Nevertheless, we shall see that even here, the SAN approach can be competitive
in certain cases. A disadvantage of using the sparse matrix approach is that the matrix
itself must be generated and the computation cost of this operation increases with the size
of the matrix and the percentage of nonzero elements that it contains. The SAN approach
does not have this drawback. On the other hand, it does appear that that the cost of a
single vector-matrix multiplication is usually more expensive in the SAN approach. This
only increases the value of the results in Section 5 that allow us to keep multiplication cost
to a minimum.

One final point concerning the results that follow: The software package MARCA was
used to generate the results concerning the sparse matrix approach while those concerning
SAN were obtained from PEPS. The first of these is written in Fortran while the second is
in C. Since Fortran generally generates faster executable code, this should be kept in mind
when examining the results in the tables below. Except where noted below, all experiments
were run on an IBM RS6000-370 under AIX version 3.2.5.

7.1 Results from the Resource Sharing Model

We first consider the resource sharing model. In this model the number of terms in the
SAN descriptor is equal to the number of processes, N. Furthermore, 50% of the transitions
are functional, which is quite high. Table 1 presents information concerning the size of the
state space (both the complete product state space and the reachable state space, n); the
number of nonzero elements, nz, in the sparse matrix representation; and various timing
results under a variety of model parameter values.

It may be observed that the reachable state space varies according to P (the number of
resources that may simultaneously access the resource), from almost nothing to one less
than the size of the product state space. Also, the large number of nonzero elements in the
last four examples brings us to the limit of what we are able to generate using the sparse
matrix approach on the IBM machine. For the sake of completeness, we ran the last four
sparse examples on a SUN SPARCstation 4 and tried to compute a multiplicative factor so
we could relate the times on one machine to the next. Our experiments with floating point
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Model State Space Sparse Matrix | Computation Time (seconds)

Parameters Number of SAN Sparse Matrix

N P Product Reachable | Nonzeros (nz) 10 iters | Generation 10 iters
12 1 4 096 13 37 2.72 0.30 0.00
12 4 4 096 794 6 362 2.78 0.56 0.03
12 8 4 096 3797 47 381 2.86 1.94 0.27
12 11 4 096 4 095 53 223 2.90 2.07 0.30
16 1 65 536 17 49 65.54 0.23 0.00
16 4 65 536 2 517 20 949 65.72 1.55 0.12
16 8 65 536 39 203 563 491 66.02 25.93 3.14
16 12 65 536 64 839 1 094 983 66.98 46.42 6.02
16 15 65 536 65 535 1114 079 67.12 46.74 6.07
20 1| 1048 576 21 61 | 1440.29 0.20 0.00
20 41048 576 6 196 52 596 | 1 446.34 4.65 0.31
20 8 | 1048 576 263 950 4031 310 | 1454.77 238.65 71.46
20 12 | 1048 576 910 596 18 114 756 | 1459.45 1 199.71 340.52
20 16 | 1048 576 1047 225 21972345 | 1461.04 1 508.20 414.58
20 19 | 1048 576 1048 575 22 020 055 | 1462.25 1 534.38 414.72

Table 1: Resource Sharing Model

multiplications and array indexing together with some overhead seem to indicate that the
IBM machine requires 0.76 of the time required by the SUN. The numbers in bold type in
Table 1 are 0.76 times the number of seconds obtained on the SUN. At the very least, this
allows us to observe trends in the results which is really what we are most concerned with.
Memory limitations prevented us from going to larger examples with the sparse matrix
approach on either machine. For example, to run a similar set of experiments with the
parameter N set to 24 was impossible on either machine.

As for the computation times, it will be observed that, unlike the sparse matrix approach,
the time taken by the SAN approach to perform 10 iterations does not vary with P. This
is due to the fact that the current implementation in PEPS operates with the entire product
state space rather than the reachable state space. We believe that it is possible to improve
this situation by detecting in advance when elements will compute to zero and halting their
computation early. Although the times for 10 iterations using the sparse approach is always
less than that taken by the SAN, the time to generate the matrix must also be included.
Thus when we factor in the difference due to programming languages, it appears that the
computation time for the SAN approach is not prohibitive, especially given its minimal
memory requirements. Finally, we point out that no effort was made to optimize the SAN
model. Possibilities that immediately come to mind include taking advantage of symmetry
and of grouping many of the small automata into a few large ones. For example, if instead of
associating an automaton with each process, we choose to model this system using only four
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automata with 32 states each, then the computation time per 10 iterations in the largest
example (N = 20, P =19), reduces to only 481 seconds.

7.2 The Queueing Network Model

Whereas the previous model contained only functional transitions, the queueing network
model contains both functional transitions and synchronizing events. The number of tran-
sitions that are functional varies from 37% in the case C; = Co = C3 = 10 to 62% in the
case C7 = Cy = 5, C3 = 20. The number of functional transitions varies from 44% in
all cases when C; = 15 to 49% when C; = 10. The numerical results for this model are
described in Table 2. All results were obtained on the IBM machine, although the difference
in implementation languages still remains.

Model State Space Sparse Matrix | Computation Time (seconds)
Parameters Number of SAN Sparse Matrix
Ci Cy Cs Product Reachable | Nonzeros (nz) | 10 iters | Generation 10 iters
5 5 10 2 500 1375 6 905 0.68 0.32 0.05
10 10 10 10 000 5 500 29 710 2.74 0.77 0.20
5 5 20 10 000 5 250 26 855 2.67 0.74 0.18
10 10 20 40 000 21 000 115 610 10.74 2.49 0.77
15 15 20 90 000 47 250 266 265 24.34 5.66 1.76
10 10 30 90 000 46 500 257 510 24.07 5.53 1.69
15 15 30 202 500 104 625 593 115 54.21 12.70 3.86
30 30 30 810 000 418 500 2427 330 | 214.99 62.11 16.02
10 10 50 250 000 127 500 709 310 66.90 15.58 4.62
20 20 50 | 1000000 510 000 2938 220 | 262.89 84.30 18.94

Table 2: Queueing Network Model

The results are somewhat similar to those obtained with the first example, althought
the effect of the synchronizing events is an increased computation time. Nevertheless, even
here, they are not so prohibitive as to invalidate the SAN approach.

8 Conclusion

Our purpose in this paper has been to provide a series of theoretical results that permit a
reduction in the time required to compute the product of a vector and a sparse SAN descrip-
tor. The SAN methodology requires a minimum of memory for representing a Markovian
model of a complex system, but loses somewhat on the computational side of the scale.
The results in this paper help to readdress this imbalance. However, more work needs to
be done. We have already mentioned that it is likely that elements that compute to zero
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can be detected early so that unnecessary computation may be avoided. In addition, many
small automata may be grouped together to form larger automata. This will increase the
memory requirements of the SAN, but it will still be insignificant compared to the require-
ments of the sparse matrix approach. As indicated in Section 7, this can lead to substantial
reductions in computation time. Furthermore, if it is possible to group automata in such a
way as to minimize functional transitions and synchronizing events, this helps even further.
As our theorems show, it is especially important to compress the set of automata for which
the functional dependency graph is cyclic. Properties like symmetry and lumpability could
also be used for this purpose. Our final comment must be that SANs are a viable model-
ling concept, that they offer great promise for the future and that current difficulties with
computation time are being overcome. Our results help in this effort.
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