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Les Réseaux d’Automates Stochastiques:
Formes Produits et Solutions Itératives.

Résumé : Cet article présente une vue d’ensemble de résultats récents sur les automates
stochastiques: le formalisme de ’algebre tensorielle étendue, la formalisation du générateur
Markovien sous forme de descriptor, des conditions suffisantes de formes produits, la com-
plexité du produit vecteur-descripteur, des optimisations de ce produit et quelques résultats
numériques. Ce travail est illustré par de nombreux exemples typiques.

Mots-clé : Chaine de Markov, Réseau d’automates stochastiques, Formes produits,
Produit vecteur-descripteur.
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1 Introduction

A Stochastic Automata Network (SAN) consists of a number of individual stochastic auto-
mata that operate more or less independently of each other. Each individual automaton,
A, is represented by a number of states and rules that govern the manner in which it moves
from one state to the next. The state of an automaton at any time ¢ is just the state it
occupies at time ¢ and the state of the SAN at time ¢ is given by the state of each of its
constituent automata.

The use of stochastic automata networks is becoming increasingly important in per-
formance modelling issues related to parallel and distributed computer systems. As such
models become increasingly complex, so also does the complexity of the modelling process.
Although systems analysts have a number of other modelling strategems at their disposal, it
is not unusual to discover that these are inadequate. The use of queueing network modelling
is limited by the constraints imposed by assumptions needed to keep the model tractable.
The results obtained from the myriad of available approximate solutions are frequently too
gross to be meaningful. Simulations can be excessively expensive. This leaves models that
are based on Markov chains, but here also, the difficulties are well documented. The size of
the state space generated is so large that it effectively prohibits the computation of a solu-
tion. This is true whether the Markov chain results from a stochastic Petri net formalism,
or from a straightforward Markov chain analyzer.

In many instances, the SAN formalism is an appropriate choice. Parallel and distributed
systems are often viewed as collections of components that operate more or less indepen-
dently, requiring only infrequent interaction such as synchronizing their actions, or opera-
ting at different rates depending on the state of parts of the overall system. This is exactly
the viewpoint adopted by SANs. The components are modelled as individual stochastic
automata that interact with each other. Furthermore, the state space explosion problem as-
sociated with Markov chain models is mitigated by the fact that the state transition matrix
is not stored, nor even generated. Instead, it is represented by a number of much smaller
matrices, one for each of the stochastic automata that constitute the system, and from these
all relevent information may be determined without explicitly forming the global matrix.
The implication is that a considerable saving in memory is effected by storing the matrix in
this fashion. We do not wish to give the impression that we regard SANs as a panacea for
all modelling problems, just that there is a niche that it fills among the tools that modellers
may use. It is fairly obvious that their memory requirements are minimal; it remains to
show that this does not come at the cost of a prohibitive amount of computation time.

Stochastic Automata Networks and the related concept of Stochastic Process Algebras
have become a hot topic of research in recent years. This research has focused on areas
such as the development of languages for specifying SANs and their ilk, [23, 24], and on
the development of suitable solution methods that can operate on the transition matrix
given as a compact SAN descriptor. The development of languages for specifying stochastic
process algebras is mainly concerned with structural properties of the nets (compositiona-
lity, equivalence, etc.) and with the mapping of these specifications onto Markov chains for
the computation of performance measures [24, 3, 7]. Although a SAN may be viewed as a
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4 Brigitte Plateau and William J. Stewart

stochastic process algebra, its original purpose was to provide an efficient and convenient
methodology for the study of quantitive rather than structural properties of complex sys-
tems, [32]. Nevertheless, computational results such as those discussed in this article can
also be applied in the context of stochastic process algebras.

There are two overriding concerns in the application of any Markovian modelling me-
thodology, viz., memory requirements and computation time. Since these are frequently
functions of the number of states, a first approach is to develop techniques that minimize
the number of states in the model. In SANs, it is possible to make use of symmetries as
well as lumping and various superpositioning of the automata to reduce the computational
burden, [1, 9, 39]. Furthermore, in [17], structural properties of the Markov chain graph (spe-
cificially the occurrence of cycles) are used to compute steady state solutions. We point out
that similar, and even more extensive results have previously been developed in the context
of Petri nets and stochastic activity networks. For example, in [8, 9, 10, 18, 38, 40], equiva-
lence relations and symmetries are used to decrease the computational burden of obtaining
performance indices. In [21], reduction techniques for Petri nets are used in conjunction with
insensitivity results to enable all computations to be performed on a reduced set of markings.
In [11], nearly independent subnets are exploited in an iterative procedure in which a global
solution is obtained from partial solutions. In [13] it is shown that the tensor structure of
the transition matrix may be extracted from a stochastic Petri net, and in [27] that this can
be used efficiently to work with the reachable state space in an iterative procedure.

Once the number of states has effectively been fixed, the problem of memory and com-
putation time still must be addressed, for the number of states left may still be large. With
SANs, the use of a compact descriptor goes a long way to satisfying the first of these,
although with the need to keep a minimum of two vectors of length equal to the global num-
ber of states, and considerably more than two for more sophisticated procedures such as
the GMRES method, we cannot afford to become complacent about memory requirements.
As far as computation time is concerned, since the numerical methods used are iterative,
it is important to keep both the number of iterations and the amount of computation per
iteration to a minimum.

Our paper is laid out as follows. Sections 2 through 4 present an informal introduction to
SANs and tensor algebra. This is followed in Section 5 with the presentation of a number of
sufficient conditions for the existence of product forms in SANs, for in some restricted cases,
product forms can indeed be found. We note in passing that in [4, 6, 14, 19, 22, 28] product
forms have been found in Petri nets models, using either the structure of the state space
or flow properties. The numerical issues of computation time and memory requirements in
computing stationary distributions by means of iterative methods are discussed in Sections
6 through 10.

INRIA
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2 Basic Properties of Tensor Algebra

Define two matrices A and B as follows:

bll b12 b13 b14

A=(Z11 le) and B = | by by baz bos
21 22 bs1 bsa b3z bas

The tensor product C = A ® B is given by
_ anB a12B

¢= ( anB axnB > (1)
In general, to define the tensor product of two matrices, A of dimensions (p; X 1) and
B of dimensions (pa X 72), it is convenient to observe that the tensor product matrix has
dimensions (p1p2 X 71772) and may be considered as consisting of p1y; blocks each having
dimensions (py X 72), i.e., the dimensions of B. To specify a particular element, it suffices
to specify the block in which the element occurs and the position within that block of the
element under consideration. Thus, in the above example, the element c47 (= ag2b13) is in

the (2,2) block and at position (1,3) of that block.
The tensor sum of two square matrices A and B is defined in terms of tensor products as

A®B=AQI,,+1,, ®B (2)

where n; is the order of A; na the order of B; I,,; the identity matrix of order n; and “+”
represents the usual operation of matrix addition. Since both sides of this operation (matrix
addition) must have identical dimensions, it follows that tensor addition is defined for square
matrices only. For example, with

bll b12 b13

A= ( o o ) and B = ba by b |, 3)
az1 Q22
bs1 bza b33

the tensor sum C' = A @ B is given by

a1 + by b1o b3 a1z 0 0
ba1 a11 + bay ba3 0 a2 0
C = bs1 b3a a11 + bss 0 0 a2
as1 0 0 as2 + b1y bi2 b3
0 as1 0 b2y a2z + bay bas
0 0 az b3 b3 azz + bss

Some important properties of tensor products and additions are

e Associativity:
AR (B®C)=(A®B)®C and Ao (BeC)=(AeB)aC.
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6 Brigitte Plateau and William J. Stewart

e Distributivity over (ordinary matrix) addition:
(A+B)(C+D)=A®C+BC+A®D+B®D.

e Compatibility with (ordinary matrix) multiplication:
(AxB)® (CxD)=(A®C) x (B® D).

e Compatibility with (ordinary matrix) inversion:
(A Bl =A"1®B™L.

The associativity property implies that the operations ®fcv:1 A®) and @szl A®) are well
defined. In particular, observe that the tensor sum of N terms may be written as the (usual)
matrix sum of NV terms, each term consisting of an N-fold tensor product. We have

N N
@A(k) = ZITH Q- @In, Q AWK ® Ingyy @+ ® Iny,
k=1 k=1

where ny, is the order of the matrix A%®) and I, is the identity matrix of order ny.

The operators ® and @ are not commutative. However, we shall have need of a pseudo-
commutativity property that may be formalized as follows. Let ¢ be a permutation of the
set of integer [1,2,..., N]. Then there exists a permutation matrix, P,, of order Hf;l ng,

such that
N N
®A(k) = P, ®A(0(k))pg’_
k=1 k=1

A proof of this property may be found in [33] wherein P, is explicitly given. Further
information concerning the properties of tensor algebra may be found in Davio [12].

3 Stochastic Automata Networks

3.1 Non-Interacting Stochastic Automata

Consider the case of a system that may be modelled by two completely independent stochas-
tic automata, each of which may be represented by a discrete-time Markov chain. Let us
assume that the first automaton, denoted A, has n; states and stochastic transition pro-
bability matrix given by P() € R™*m1_ Similarly, let A denote the second automaton;
ng, the number of states in its representation and P(?) € R™2*"2_its stochastic transition
probability matrix. The state of the overall (two-dimensional) system may be represented
by the pair (i,7) where ¢ € {1, 2, ..., n1} and j € {1, 2, ..., ny}. Indeed the stochastic
transition probability matrix of the two-dimensional system is given by the tensor product
of the matrices P™) and P(?)_ If, instead of being represented by two discrete-time Markov
chains, the stochastic automata are characterized by continuous-time Markov chains with
infinitesimal generators, Q") and Q(® respectively, the infinitesimal generator of the two-
dimensional system is given by the tensor sum of Q) and Q. Throughout this article,

INRIA
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we present results on the basis of continuous-time SANs, although the results are equally
valid in the context of discrete-time SANs.

Continuing with the example, let wgl)(t) be the probability that the first automaton
is in state 4 at time ¢ and 7TJ(-2)(t) the probability that the second is in state j, at time t.
Then the probability that, at time ¢, the first is in state ¢ and the second is in state j is
simply the product 71'51) () x 771(.2)(15). Furthermore, the probability distribution of the overall
(two-dimensional) system is given by the tensor product of the two individual probability
vectors, 7)) € R™ and 7 € R™, viz: #() @ n(?),

Now given N independent stochastic automata, A, A® . AW with associated infi-
nitesimal generators, Q), Q) ..., Q™) and probability distributions 7(1) (), 72 (¢),...,
7(N)(t) at time ¢, the infinitesimal generator of the N-dimensional system, which we shall
refer to as the global generator, is given by

N N
Q:@Q(k) :ZITM QI ®Q(k)®jnk+1 Q- ®1Iny,.
k=1 k=1

The probability that the system is in state (i1, 42, ..., iy) at time ¢, where i, is the state
of the k** automaton at time ¢ with 1 < i;, < ng, and ny, is the number of states in the k**
automaton, is given by ngl 7!'1()]:) (t) where Wgc) (t) is the probability that the k** automaton
is in state iy at time ¢. Furthermore, the probability distribution of the N-dimensional
system, m(t), is given by the tensor product of the probability vectors of the individual

automaton at time t, i.e.,
N
7(t) = ®7r(k) (t). (4)
k=1

To solve N-dimensional systems that are formed from independent stochastic automata
is therefore very simple. It suffices to solve for the probability distributions of the individual
stochastic automata and to form the tensor product of these distributions. Although such
systems may exist, the more usual case occurs when the transitions of one automaton may
depend on the state of a second. It is to this topic that we now turn.

3.2 Interacting Stochastic Automata
There are basically two ways in which stochastic automata interact:

1. The rate at which a transition may occur in one automaton may be a function of the
state of other automata. Such transitions are called functional transitions.

2. A transition in one automaton may force a transition to occur in one or more other
automata. We allow for both the possibility of a master/slave relationship, in which
an action in one automaton (the master) actually occasions a transition in one or more
other automata (the slaves), and for the case of a rendez-vous in which the presence (or
absence) of two or more automata in designated states causes (or prevents) transitions
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8 Brigitte Plateau and William J. Stewart

to occur. We refer to such transitions collectively under the name of synchronized
transitions. Synchronized transitions are triggered by a synchronizing event; indeed,
a single synchronizing event will generally cause multiple synchronized transitions.
Synchronized transitions may also be functional.

The elements in the matrix representation of any single stochastic automaton are either
constants, i.e., nonnegative real numbers, or functions from the global state space to the
nonnegative reals. Transition rates that depend only on the state of the automaton itself,
and not on the state of any other automaton, are to all intents and purposes, constant
transition rates. A synchronizing transition may be either functional or constant. In any
given automaton, transitions that are not synchronizing transitions are said to be local
transitions.

Consider as an example, a simple queueing network consisting of two service centers in
tandem and an arrival process that is Poisson at rate A. Each service center consists of an
infinite queue and a single server. The service time distribution of the first server is assumed
to be exponential at fixed rate p, while the service time distribution at the second is taken
to be exponential with a rate v that varies with the number and distribution of customers
in the network. Since a state of the network is completely described by the pair (n1,n2)
where n; denotes the number of customers at station 1 and ns the number at station 2, the
service rate at station 2 is more properly written as v(ni,nz).

We may define two stochastic automata A" and A®) corresponding to the two dif-
ferent service centers. The state space of each is given by the set of nonnegative integers
{0, 1, 2, ..., } since any nonnegative number of customers may be in either station. It
is apparent that the first automaton A is completely independent of the second. On the
other hand, transitions in A(?) depend on the first automaton in two ways. Firstly the rate
at which customers are served in the second station depends on the number of customers in
the network and hence, in particular, on the number at the first station. Thus A® contains
functional transition rates, (v(ni, n2)). Secondly, when a departure occurs from the first
station, a customer enters the second and therefore instantaneously forces a transition to
occur within the second automaton. The state of the second automaton is instantaneously
changed from ns to ne+ 1! This entails transitions of the second type, namely synchronizing
transitions.

Let us examine how these two different types of interaction may be specified in a sto-
chastic automata network. Consider first the case of constant and functional transition
rates on local transitions; Normally an automaton will contain both. The elements in the
infinitesimal generator of any single stochastic automaton are either

e constants, i.e., nonnegative real numbers, or
¢ functions from the global state space to the nonnegative reals.

Transition rates that depend only on the state of the automaton itself, and not on the state
of any other automaton, are to all intents and purposes, constant transition rates. This is

INRIA
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the case if the rate of transition of the second exponential server in the two-station queueing
network example is load-dependent, i.e., depending only on the number of customers present
in station 2. The load-dependent value is instantiated at each state and taken to be that
constant value in the rest of the analysis. Constant transition rates obviously pose no
problem.

If a given state of a stochastic automaton occasions functional transitions, the rate of
these transitions must be evaluated according to their defining formulae and the current
global state. In certain instances it may be advantageous to evaluate these functional rates
only once and to store the values obtained in an array from which they may be retrieved as
and when they are needed. In other cases, it may be better to leave them in their original
form and to re-evaluate the formula each time.

Whether the transition rates are constant or functional, it is important to note that
only the state of the local automaton is affected. Therefore all the information concerning
constant and functional transition rates within an automaton can be handled within that
automaton (assuming only that that automaton has a knowledge of the global system state).
Functional transitions affect the global system only in that they change the state of a single
automaton.

Now consider synchronizing events. The two-station queueing network example given
previously clearly shows that the first of the two stochastic automata is independent of the
second. However, this does not mean that the complete set of information needed to specify
the synchronizing event can be confined to A — unfortunately. It is not sufficient for
A®) to realize that it is susceptible to instantaneous transitions forced upon it by another
automaton. Additionally A although completely independent, needs to participate in a
mechanism to dissimulate the fact that it executes synchronizing transitions. One way to
implement this is to generate a list of all possible synchronizing events that can occur in a
SAN. This list needs to provide a unique name for each synchronizing event, the manner
in which it occurs and its effect on other stochastic automata. In contrast to functional
transitions, synchronizing events affect the global system by possibly altering the state of
several automata.

3.3 The Effect of Synchronizing Events

We begin with a small example of two! interacting stochastic automata, AD and A®)
whose infinitesimal generator matrices are given by

IV om0
Q(l) — 1 1 and Q(2) — 0 — o 7
A2 =y
ps 0 —pg
respectively. At the moment, neither contains synchronizing events nor functional transition

rates. The infinitesimal generator of the global, two-dimensional system is therefore given
as

1The extension to more than two is immediate.
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10 Brigitte Plateau and William J. Stewart

Q(l) P Q(2) —
—(A + ) m 0 M 0 0
0 —()\1 + /lz) 2 0 A1 0
[3 0 —(A1 + p3) 0 0 A1 (5)
A2 0 0 —(A2+ 1) M1 0 '
0 Ao 0 0 —()\2 + //'2) 2
0 0 /\2 H3 0 —()\2 + /143)

Its probability distribution vector (at time t) is obtained by forming the tensor product of
the individual probability distribution vectors of each stochastic automata at time t.

Let us now observe the effect of introducing synchronizing events. Suppose that each
time automaton A1) generates a transition from state 2 to state 1 (at rate o), it forces the
second automaton into state 1. It may be readily verified that the global generator matrix
is given by

—()\1 + //*1) J75 0 A1 0 0
0 —()\1 + Mz) o 0 A1 0
us 0 —(/\1 + ,u3) 0 0 Al
A 0 0 —(/\2 + Nl) J75 0
As 0 0 0 —()\2 + Mz) M2
A2 0 0 13 0 — (A2 + p3)

If, in addition, the second automaton A initiates a synchronizing event each time it moves
from state 3 to state 1 (at rate pg), by for example forcing the first automaton into state 1,
we obtain the following global generator.

—(A1 + ) P 0 A1 0 0
0 —()\1 + Mz) o 0 A1 0
M3 0 —()\1 + ,Uz3) 0 0 A1
A 0 0 —(/\2 + ,u1) J751 0
A2 0 0 0 —()\2 + Mz) 2
Ao + M3 0 0 0 0 —(/\2 + /,t3)

Our immediate reaction in observing these altered matrices may be to assume that a
major disadvantage of incorporating synchronizing transitions is to remove the possibility
of representing the global transition rate matrix as a (sum of) tensor products. However,
Plateau [31] has shown that, by separating local transitions from synchronizing transitions,
this is not necessarily so; that the global transition rate matrix can still be written as a (sum
of) tensor products. To observe this we proceed as follows.

INRIA



Stochastic Automata Networks:  Product Forms and Iterative Solutions. 11

The transitions at rates A1, g1 and po are not synchronizing events, but rather local
transitions. The part of the global generator that consists uniquely of local transitions
may be obtained by forming the tensor sum of infinitesimal generators Ql(l) and Ql@) that
represent only local transitions, viz:.

— 0
_A A /'Ll ul
QY = ( 01 01 ) and Q) = 0 —p2 p2 |,
0 0 0
with tensor sum

—(A1 + ) 7 0 M 0 0
0 — (A1 + p2) 2 0 At 0
— oW 50n® _ 0 0 -\ 0 0 M
Q=0Q;"8Q" = 0 0 0 —p 1 0
0 0 0 0 — U2 H2
0 0 0 0 0 0

The rates Ay and p3 are associated with two synchronizing events that we call e; and e
respectively. The part of the global generator that is due to the first synchronizing event is
given by

0o 0 00 0 o0
0o 0 0] 0 0 0

| o 0o oo o o
Qo= "0 0 % 0 0
d» 0 0] 0 =X O

Xy 00 | 0 0 =X

which is the (ordinary) matrix sum of two tensor products, viz:

100 100
Q61:(00>® 10 0 +(° 0)@ 010 |.
Y 0 1 00 0 =X 0 0 1

Similarly, the part of the global generator due to synchronizing event es is

0 0 0 0 0 0
0 0 0 0 0 0
| om0 -0 0 0
@ex = 0 0 0 0 0 0
0 0 0 0 0 0
ps 0 0 | 0 0 —p

which may be obtained from a sum of tensor products as

0 0 0 00 O
Qe2=<}8)® 0 0 O +<(1)(1))® 00 O
,u300 00_”3
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12 Brigitte Plateau and William J. Stewart

Observe that the global infinitesimal generator is now given by

Q:Ql+Qel+Qe2-

Although we considered only a simple example, the above approach has been shown to be
applicable in general. Stochastic automata networks that contain synchronizing transitions
may always be treated by separating out the local transitions, handling these in the usual
fashion by means of a tensor sum and then incorporating the sum of two additional tensor
products per synchronizing event. Furthermore, since tensor sums are defined in terms of the
(usual) matrix sum of tensor products, the infinitesimal generator of a system containing N
stochastic automata with E synchronizing events (and no functional transition rates) may

be written as
2E+N

> ok, (6)
j=1

This quantity is referred to as the descriptor of the stochastic automata network.

The computational burden imposed by synchronizing events is now apparent and is two-
fold. Firstly, the number of terms in the descriptor is increased, — two for each synchronizing
event. We may therefore conclude that the SAN approach is not well suited to models in
which there are many synchronizing events. On the other hand, it may still be useful
for systems that may be modelled with several stochastic automata that operate mostly
independently and only infrequently need to synchronize their operations, such as those
found in many models of highly parallel machines.

A second and even greater burden is that the simple form of the solution, equation (4), no
longer holds. Although we have been successful in writing the descriptor in a compact form
as the sum of tensor products, the solution is not simply the sum of the vectors computed
as the tensor product of the solutions of the individual ng). Other methods for computing
solutions must be found. The usefulness of the SAN approach will be determined uniquely
by our ability to solve this problem. We now turn our attention to functional transition
rates, for these may appear not only in local transitions, but also in synchronizing events.

3.4 The Effect of Functional Transition Rates

We return to the two original automata given in equation (5) and consider what happens
when one of the transition rates of the second automaton becomes a functional transition
rate. Suppose, for example, that the rate of transition from state 2 to state 3 in the second
stochastic automaton is fio when the first is in state 1 and fi2 when the first is in state 2.
The global infinitesimal generator is now

INRIA



Stochastic Automata Networks:  Product Forms and Iterative Solutions. 13

—()\1 + ,ul) J751 0 A1 0 0
0 —()\1 + ﬂz) ﬂz 0 A1 0
us 0 —(/\1 + ,u3) 0 0 A1
A 0 0 —()\2 + Ml) J75 0
0 Ay 0 0 —(/\2 + ﬂz) [
0 0 Az U3 0 —(/\2 + /143)

If, in addition, the rate at which the first stochastic automaton produces transition from
state 1 to state 2 is A\;, Ay and A; depending on whether the second automaton is in state
1, 2 or 3, the two-dimensional infinitesimal generator is given by

—(A1 + ) ! 0 A1 p 0
0 —(A1 + fi2) 5 fi2 0 A 0
us 0 —(A1 + p3) 0 0 A1
/\2 0 0 —(/\2 + ,ul) 125} 0
0 A 0 0 —()\2 + ﬂz) Lo
0 0 AQ M3 0 —()\2 + /J/3)

However, it is still possible to profit from the fact that the nonzero structure is unchanged.
This is essentially what Plateau has done in her extension of the classical tensor algebraic
concepts, [33]. The descriptor is still written as in equation (6), but now the elements of

Qg.') may be functions. This means that it is necessary to track elements that are functions
and to substitute the appropriate numerical value each time the functional rate is needed.

A moment’s reflection should convince the reader that the introducion of functional tran-
sition rates has no effect on the structure of the global transition rate matrix other than
when functions evaluate to zero in which case a degenerate form of the original structure
is obtained. However, even if the structure is preserved, the actual values of the nonzero
elements prevents us from writing the solution in the simple form of equation (4). Never-
theless it is still possible to profit from this unaltered nonzero structure. This is the concept
behind the extended (generalized) tensor algebraic approach, [33]. The descriptor is still
written as in equation (6), but now the elements of Qg-l) may be functions. This means that
it is necessary to track elements that are functions and to substitute (or recompute) the
appropriate numerical value each time the functional rate is needed.

4 Examples
We now introduce two fairly large models that we will use for purposes of illustration. The

first is a model of resource sharing that includes functional transitions. The second is a
finite queueing network model with both functional transitions and synchronizing events.
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14 Brigitte Plateau and William J. Stewart

4.1 A Model of Resource Sharing

In this model, N distinguishable processes share a certain resource. Each of these processes
alternates between a sleeping state and a resource using state. However, the number of
processes that may concurrently use the resource is limited to P where 1 < P < N so that
when a process wishing to move from the sleeping state to the resource using state finds P
processes already using the resource, that process fails to access the resource and returns to
the sleeping state. Notice that when P = 1 this model reduces to the usual mutual exclusion
problem. When P = N all of the the processes are independent. Let A(Y be the rate at
which process i awakes from the sleeping state wishing to access the resource, and let p®
be the rate at which this same process releases the resource when it has possession of it.

In our SAN representation, each process is modelled by a two state automaton A the
two states being sleeping and using. We shall let s.A® denote the current state of automaton
A Also, we introduce the function

N
f=9 (Z 5(sAD = using) < P) ,

i=1

where §(b) is an integer function that has the value 1 if the boolean b is true, and the value
0 otherwise. Thus the function f has the value 1 when access is permitted to the resource
and has the value 0 otherwise. Figure 1 provides a graphical illustration of this model.

A AWN)
sleeping L sleeping
p pM)
ADf S AN f
using using

Figure 1: Resource Sharing Model

The local transition matrix for automaton A® is

G A UM
@ = 00 Zud )

INRIA



Stochastic Automata Networks:  Product Forms and Iterative Solutions. 15

and the overall descriptor for the model is

N

Q= @N QY =Y h®y @l Ry QY Ry L ®y - @y I,
9 =1 i=1

where ®, denotes the generalized tensor operator, a precise definition of which is given in

Section 5.

The SAN product state space for this model is of size 2V. Notice that when P = 1, the
reachable state space is of size N + 1, which is considerably smaller than the product state
space, while when P = N the reachable state space is the entire product state space. Other
values of P give rise to intermediate cases.

4.2 A Queueing Network with Blocking and Priority Service

The second model we shall use is an open queueing network of three finite capacity queues
and two customer classes. Class 1 customers arrive from the exterior to queue 1 according
to a Poisson process with rate A;. Arriving customers are lost if they arrive and find the
buffer full. Similarly, class 2 customers arrive from outside the network to queue 2, also
according to a Poisson process, but this time at rate Ao and they also are lost if the buffer
at queue 2 is full. The servers at queues 1 and 2 provide exponential service at rates p
and po respectively. Customers that have been served at either of these queues try to join
queue 3. If queue 3 is full, class 1 customers are blocked (blocking after service) and the
server at queue 1 must halt. This server cannot begin to serve another customer until a slot
becomes available in the buffer of queue 3 and the blocked customer is transferred. On the
other hand, when a (class 2) customer has been served at queue 2 and finds the buffer at
queue 3 full, that customer is lost. Queue 3 provides exponential service at rate us, to class
1 customers and at rate ps, to class 2 customers. It is the only queue to serve both classes.
In this queue, class 1 customers have preemptive priority over class 2 customers. Customers
departing after service at queue 3 leave the network. We shall let Cy, — 1, k = 1, 2, 3 denote
the finite buffer capacity at queue k.

Queues 1 and 2 can each be represented by a single automaton (A(l) and A® respecti-
vely) with a one-to-one correspondance between the number of customers in the queue and
the state of the associated automaton. Queue 3 requires two automata for its representation;
the first, AG1) | provides the number of class 1 customers and the second, A®2), the number
of class 2 customers present in queue 3. Figure 2 illustrates this model.

This SAN has two synchronizing events: the first corresponds to the transfer of a class
1 customer from queue 1 to queue 3 and the second, the transfer of a class 2 customer from
queue 2 to queue 3. These are synchronizing events since a change of state in automaton
AWM or A® occasioned by the departure of a customer, must be synchronized with a cor-
responding change in automaton A®1) or A(2) representing the arrival of that customer to
queue 3. We shall denote these synchronizing events as s; and s respectively. In addition
to these synchronizing events, this SAN required two functions. They are:

F=06(sAB) +5462) < C3-1)
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A
‘ Ci—1 7 A(31) A(32)

M1
=
loss A(Q) 03 1 | -
)\2 M3,
T 02 _ 1 — M3,
%)
loss loss

Figure 2: Network of Queues Model

g =0(sABY =)

The function f has the value 0 when queue 3 is full and the value 1 otherwise, while the
function g has the value 0 when a class 1 customer is present in queue 3, thereby preventing
a class 2 customer in this queue from receiving service. It has the value 1 otherwise.

Since there are two synchronizing events, each automaton will give rise to five separate
matrices in our representation. For each automaton k we will have a matrix of local tran-
sitions, denoted by Ql(k); a matrix corresponding to each of the two synchronizing events,

§’f) and Qg’;), and a diagonal corrector matrix for each synchronizing event, lef) and Qg’j)
In these last two matrices, nonzero elements can appear only along the diagonal; they are

defined in such a way as to make (®kQ§I;)) + (®ngf)) , J = 1,2, generator matrices (row

sums equal to zero). The five matrices for each of the four automata in this SAN are as
follows (where we use I,,, to denote the identity matrix of order m).

For AM:
A1 A o - 0 0 0 O 0
0 —)\1 )\1 0 H1 0 0 0
- N ,
0 0 —/\1 )\1 0 H1 0 0
0 0 0 0 0 0 m O
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0O 0 0 0
0 —p1 O 0
0 0 —m 0
0 0 0 —-m
For A®):;
-y A o --- 0 0O 0 O 0
0 —)\2 )\2 . 0 M2 0 0 0
o - | o= |
0 0 —Az /\2 0 125 0 0
0 0 0 0 0 0 pe O
0 0 0 0
0 —p O 0
Q_gz) = : c. . T. : , ng) = I02 = Q_gz)
0 0 —pe 0
0 0 0 —po
For AGD);
0 0 0 0 0o f 0 0
pz, —pz, 0 - 0 00 f 0
Qv = : QB . ],
0 M3, M3, 0 0 0 0 f
0 0 ps, —ps, 0 0 0 0
f 0 0 -0
0 f 0 - 0
R A O )
0 --- 0 f 0
o ..« 0 0 O
For A(2);
0 0 0 0 1—-f f 0
M3,9 —ps,g O 0 0 1-f f
a-| 5 e S
0 e 3,9 —p3,9 0 0 0 1-f
0 0 w39  —ps.9 0 0 0

Qg?;z) =1Ig, = ngz) - Q_gz)_
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The overall descriptor for this model is given by

Q=00 +Q e+ e+ Q) + & Q.

where the generalized tensor sum and the four generalized tensor products are taken over
the index set {1, 2, 3; and 32}. The reachable state space of the SAN is of size C; x Ca X
C3(C3 +1)/2 whereas the complete SAN product state space has size Cy x Cy x C3. Finally,
we would like to draw our readers attention to the sparsity of the matrices presented above.

5 Product Forms

Stochastic automata networks constitute a general modelling technique and as such they
can sometimes inherit results from those already obtained by other modelling approaches.
Jackson networks, for example, may be represented by a SAN; the reversibility results of
Kelly, [26], and the competition conditions of Boucherie, [6], can be applied to SANs leading
to product forms. In this section we shall present sufficient conditions for a SAN to have a
product form solution. These conditions extend those given by Boucherie and in addition
may be shown to be applicable to truncated state spaces. They apply only to SANs with no
synchronizing events, which means that the transitions of the SAN can only be transitions of
one automaton at a time. Thus Jackson networks lie outside their scope of applicability. The
way we proceed is to work on global balance equations and search for sufficient conditions
on the functional transition rates to obtain a product form solution.

Let us state the problem more formally. Consider a SAN with N automata and local
transition matrices Ql(k), k=1,2,...,N. The states of A®*) are denoted i, € S* and a
state of the SAN is denoted i = (i1, ...,in). A state of the SAN without automaton A is
denoted 4y = (i1, ..., 5k—1,%k+1,--,3N)- A state i in which the k** component is replaced by
i}, is denoted by 4 |i}. The element of Ql(k) are assumed to be of product form type; i.e., for
ik 7é Z;p

s i) = ¢ (i, i) F ),
where ¢(¥) (ix,i}) is a constant transition rate and f(*)(4,4’) is any positive function. This
formulation does not restrict the class of SAN with functional transition rates. Notice that
when the transition of the SAN is occasioned by a transition of its k** automaton, the
function f(*)(i,i') actually depends only on i and i}.

Assume now that the ¢(*) (i, i} ) satisfy balance equations in the sense that there exist
a set of positive numbers 7(¥) (i) which sum to 1 and, for all i, € S*)| satisfy

> (7P )e® Grsif) — 7P (i4)g® Gy i) = 0. (7

i1 €S(k)
The SAN generator is @ = @kN:1 Ql(k). Its transition rates, for ¢ # ', are given by

oGty = [ AP i) [ i) if 7 = i
’ 0 otherwise
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The reachable state space of the SAN is denoted by R and, because of the effect of functional
transitional rates, can be strictly smaller that S = Hf’ S()_ The global balance equations
for the SAN are, for i € R,

> (r(i)q(i,i') = w(i)q(i', 1)) = 0. (8)

i'ES

Substituting for ¢(i,4') and ¢(i',¢) in (8) yields

Z S (7@a® G, i) F9 i igli) - m(ialii)a® i, i) f O i, i) = 0. (9)

k=1 z ES("’)

This SAN has a product form solution if, for some normalizing constant C, 7 (i) = C Hiv 7*) (i)
is a solution of these balance equations. Substituting this into (9) gives

N

Z H m@(i5) 30 (7P (@)a® (s i) SO drlit) — 70 0)a® (i i0) O Gl 1)) = 0.

k=1 j=1,j#k i, eS(k)

Now it only remains to find sufficient conditions on the functions f*) for which

N

> (PP )a® G i) D G inliy) — 7P 6)a® (i) F P i) (10)

if,eSM)
is equal to zero, knowing the local balance equations, (7).

First case: The functions f(*) express a truncation of the state space of the SAN (similar
to that described by Kelly). That is to say, the functions are equal to the indicator function
of the reachable state space R: f*)(i,i') = §(i' € R). Thus the expression (10) is trivially
equal to zero: either iy|i} € R (the functions are equal to 1) and we have the local balance
equations, or ix|i) ¢ R and the functions themselves are zero. The normalizing constant C

is the inverse of . Iy w—1 T(i) and might be difficult to compute if R is large.

Second case: The functions f(*) depend only on i, and not on the current state of au-
tomaton k. This means that the decomposition Ql(k) (ig, %) = ¥ (ix, i) f* (i,4") is a real
product form. The variable g(*) (ig,%},) is the local transition rate of automaton k and
F®(i,i") = f*) (i) expresses the interaction of the rest of the SAN when it is in state .
In essence, the functions f(*)(i},) either force the system to halt, if they evaluate to zero, or
else permit the automaton A®*) to execute independently, albeit with modified rates: the
function uniformly slows down or speeds up the automata for a given i;. When 4;, changes,
the slowing/speeding factor changes. The balance equations are given by

F® H 79 (i;) Z (W(k)(ik)q(k)(imi;c)—W(k)( )(k)(ﬁc,ik))zo

J=1,j#k i €S)
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which must hold because the local balance equations themselves, (7), hold. This second case
is a generalization of the Boucherie competition conditions. The constant C' is equal to 1
when the reachability space is the product space; otherwise it must be chosen so that the
individual probabilities sum to one.

Third case: Notice that the two previous cases are not overlapping, and this for two
reasons:

e In case 1, fF)(i,i') = 6(i' € R) = &(ix|il, € R). In general, the function d(iy|i}, € R)
depends not only on 7, but on i}, as well.

e In case 2, we have a “uniform” modification of AW®) rates while in case 1, they are
either 0 or unchanged, for a given i.

This presents the possibility of combining cases 1 and 2 to yield a third case:

F® 6,6 = 63" € R)F®) (i),

Using the notation described above, we may summarize these results in the following theo-
rem:

Theorem 5.1 Given a SAN having no synchronizing events and in which the elements of
Ql(k) are of product form type; i.e., for iy # i},

B (g, i) = B (in, i) £ B (0, 17),

each of the following sufficient conditions leads to a product form solution, 7(i) = C Hiv ) (ig):

e Case 1: F® (i) = 6(i" € R)
e Cuase 2: F® @, i) = F® (i)
o Case 3: F®(@Gi") = 61" € R)F®) (iy)

The (i) satisfy the global balance equations for the SAN, C is a normalizing constant and
the ©%) (ix) are solutions of the local balance equations, (7).

Examples:

1. The resource sharing example of Section 4.1 falls into case 1 with

N N
®)(3,i') =4 8(i; =using) < P| =4 5(i% = using) < P
j J
J=1,5#k J=1,j#k
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2. Consider a number, N, of identical processes each represented by a three state au-
tomaton. State 1 represents the state in which the process computes independently;
state 2 represents an interacting state (int) in which the automaton computes and
sends messages to the other automata and state 3 is a state in which the process has
exclusive access in order to write (w) to a critical resource. Each process may move
from any of the three states to any other according to well defined rates of transition.
To provide for mutually exclusive access to the critical resource, the rates of transition
to state 3 must be multiplied by a function g defined as

N
g(i,i") =6 6(ij =w) =0
ij=1
To provide for the effect of communication overhead, all transition rates within the
automaton k,k = 1,2,..., N must be multiplied by a function f*) defined as
C
P60 = =x ——.
2 it ke 0(ij = int)

Such a SAN therefore incorporates a superposition of cases 1 and 2.

3. The examples provided in the paper of Boucherie, [6]; viz: the dining philosophers
problem, locking in a database system, and so on, all fall into case 2. In these examples,
the functions f(*) (41) express a reachable state space and yield a uniform multiplicative
factor. Other examples may be found in [14, 19, 22, 28].

4. Our final example explicitly displays the dependence of the function on 7’ and falls into
case 1. Consider a system consisting of P units of resource and N identical processes,
each represented by a three-state Markov chain. While in state 0, a process may be
considered to be sleeping; in state 1, it uses a single unit of resource; while in state 2,
the process uses 2 units of the resource. The transitions among its three states are such
that while in the sleeping state (0), it can move directly to either state 1 or 2, (i.e.,
it may request, and receive, two units of resource, or just a single unit of resource).
From state 2, the process can only move to state 1, and from state 1 it can only move
to state 0, (i.e., units of the resource are released independently). To cater for the case
in which sufficient resources are not available, the rates of transition towards states 1
and 2 must each be multiplied by the function

N
fO G i) =6 i+ > i <P
J=L.j#k

6 Vector-Descriptor Multiplications

In many cases, and perhaps most, product form solutions are not available and the analyst
must turn to other solutions procedures. When the global infinitesimal generator of a SAN
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is available only in the form of a SAN descriptor, the most general and suitable methods for
obtaining probability distributions are numerical iterative methods, [44]. Thus, the under-
lying operation, whether we wish to compute the stationary distribution, or the transient
solution at any time t, is the product of a vector with a matrix. Since

2EB+N _ 2E4N _
Q== Z ®£1Q§l) = Z A ng);
j=1 j=1
the basic operation is .
z @, QY

where, for notational convenience, we have removed the subscripts on the Qg-i). It is essential
that this operation be implemented as efficiently as possible. The following theorem is proven
in [33]. It implicitly assumes that the SAN matrices are dense.

Theorem 6.1 The product .
z @, QW

where Q) , of order n;, contains only constant terms and x is a real vector of length Hil g,
may be computed in pn multiplications, where

N N N
pNZTLNX(PN_1+HTLi) = Hnixzni-
=1 =1

i=1

Let us now examine the effect of introducing functional rates. The savings made in the
computation of x ®£\L1 Q are due to the fact that once a product is formed, it may be
used in several places without having to re-do the multiplication. With functional rates, the
elements in the matrices may change according to their context so that this same savings
is sometimes possible [44]. This leads to an extension of some of the properties of tensor
products and to the concept of Generalized Tensor Products (GTPs) as opposed to Ordinary
Tensor Products (OTP).

7 Generalized Tensor Products

We assume throughout that all matrices are square. As indicated in the previous section,
BJ[A] indicates that the matrix B may contain transitions that are a function of the state
of the automaton A. More generally, A™[AM, AR) . A(m=1D]indicates that the matrix
A™) may contain elements that are a function of one or more of the states of the automata
AW AR A(m=1)  We shall use the notation ®g4 to denote a generalized tensor product.
Thus A ®, B[A] denotes the generalized tensor product of the matrix A with the functional
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matrix B[A] and we have

0113(111) 0123(01) alnaB(al)
0213(02) 0223(02) aZnaB(GZ)
A®, BlA] = _ . _ : ; (11)
analB(ana) ana2B(ana) e ananaB(ana)

where B(ay) represents the matrix B when its functional entries are evaluated with the

argument ag, k= 1,2,...,n,, the a; being the states of automaton 4. Also,
an[B]Inb x B alg[B]Inb x B s A1n, [B]Inb x B
a1 [B]Inb x B GQQ[B]Inb x B cee asn, [B]Inb x B
an 1[BlIn, X B an o[BIy, X B -+ ap,n,[Blln, x B
where

a;j[BlIn, = diag{a;j(b1),ai;j(b2), - - -, ai;(bn,)}

and a;;(by) is the value of the ijt" element of the matrix A when its functional entries
are evaluated with the argument b, £ = 1,2,...,n;. Finally, when both automata are
functional we have

all[B]Inb X B(al) a12[B]Inb X B(al) s Aln, [B]Inb X B(al)
a I,, x B(a a I,, x B(a -o+ aon,|BlIn, X B(a
AlB]e, BA] = 21[B] :>< (a2) 22[B] ‘X (az) ; 2n, [B] : x B(as)
anal[B]Inb. x B(an,) ana2[B]Inb. x B(an,) -+ angn, [B]In-b x B(an,)

For A[B] ®4 B[A], the generic entry (I, k) within block (¢, j) is a;;(bx) X bri(a;).

We now present a number of lemmas concerning generalized tensor products. Their
proofs may be found in [15]. These lemmas are useful for deriving many important properties
of generalized tensor products including Theorems 7.1 and 7.2 which follow and which specify
the complexity of forming the product of a vector with a SAN descriptor in the presence of
functional transitions.

Lemma 7.1 (GTP: Associativity)
(A[B,C] ®4 B[A,C]) ®, C[A, Bl = A[B,(C] ®4 (B[A,C] ®4 C[A,B])
Lemma 7.2 (GTP: Distributivity over Addition)
(A1[B] + A2[B]) ®4 (B1[A] + Ba[A]) =
(A1[B] ®y B1[A] + Ai[B]®, B2[A] + A2[B]®, Bi[A] + Ai[B] ®, B2[A])
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As for ordinary tensor products, compatibility with multiplication usually does not hold
for generalized tensor products either. However, there exists three degenerate compatibility
forms when some of the factors are identity matrices and not all of the factors have functional
entries. They are

Lemma 7.3 (GTP: Compatibility over Multiplication: I — Two Factors)
(A[C] x BIC]) ®g In. = (A[C] ® In,) X (BIC] &g In.)

Similarly,
In, ®y (A[C] x BIC]) = (In, ®g A[C]) X (In, ®¢ BIC]).

Lemma 7.4 (GTP: Compatibility over Multiplication: IT — Two Factors)

A®, BA] = [A x I,,] ® [In, x BlA]] = (I, ®, B[A]) x (A& L,,).

Lemma 7.5 (GTP: Compatibility over Multiplication: III — Two Factors)
A[B]®y B = [A[B] X I,] Qg [In, X B] = (A[B] ®, Ip,) X (In, ® B).

This lemma still holds if I,,, is replaced by any constant matrix.

Lemma 7.6 (GTP: Compatibility over Multiplication — Many Factors)
AL ®y A [A(l)] ®y ABG) [A(l),A(2)] Ry ®y A(m)[A(l)"__,A(m—l)] =
Limo1 ®, AM[AD | A=)
X Il:m—2 ®g A(m_l) [-A(l)a BRI A(m—Z)] ®g Im:m

x .
X Il:l ®g A(z) [A(l)] ®g IS:m
x AW ®, Iy, (12)

Due to the existence of Lemma 7.5 the same property holds for
AMIAQ o Am=1)] R, AM=D A0 g(m=2)] Ry - ®y AP [AD] ®, A —
AMAD LA™ D @) L g4
Im:m ®g A(m_l)[A(l)a T aA(m_2)] ®9 Im—2:1

Im:3 ®g A(2) [A(l)] ®g Il:l
Im:2 ®g A(l) (13)

X X X X
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In Lemma 7.6, only one automaton can depend on all the (m — 1) other automata, only
one can depend on at most (m — 2) other automata and so on. One automaton must be
independent of all the others. This provides a means by which the individual factors on the
left-hand side of equation (12) may be ranked; i.e., according to the number of automata on
which they may depend. An automaton may actually depend on a subset of the automata
in its parameter list.

Lemma 7.7 (GTP: Pseudo-Commutativity) Let o be a permutation of the integers

[1,2, ..., N], then there exists a permutation matriz, P, of order Hfil n;, such that
®N AWAD A = P0®N ACEIAW | AP
9 k=1 9 k=1

These lemmas allow the following theorem to be proven. (The proof itself may be found in

[15].)
Theorem 7.1 (GTP: Algorithm) The multiplication

X (A(l) ®, AD[AV] &, AO[AD, AD] g, - ®, A(N)[Au),___,A(N—l)])

where x is a real vector of length Hiil n; may be computed in O(py) multiplications, where

N N N
pN:an(pN_l-l-Hni) = Hnixzm.
i=1 =1

i=1

This complexity result was computed under the assumption that the matrices are full. Ho-
wever, the number of multiplications may be reduced by taking advantage of the fact that
the block matrices are generally sparse. It is immediately apparent that when the matrices
are not full, but possess a special structure such as tridiagonal, or contain only one nonzero
row or column, etc., or are sparse, then this may be taken into account and this number
reduced in consequence. The cost of the function evaluations is included in the definition
of the big Oh formula. We would like to point out that although Theorem 7.1 allows us to
reorganize the terms in the generalized tensor product in any way we wish, the advantage of
leaving them in the form given above is precisely that the computation of the state indices
can be moved outside the innermost summation of the algorithm.

The following algorithm is based directly on Theorem 7.1 and implements an efficient pro-
duct of a vector x with a generalized tensor product in which the automata satisfy the func-

W gl

tional dependencies described in Lemma 7.6. In this algorithm, the notation A(®) lag, -
implies that the matrix is evaluated under the assumption that automaton A is in state

o) for j=1,2,...,i—1.
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Algorithm: Vector Multiplication with a Generalized Tensor Product

r (Aa) ©, AD[AV] 0, AOAD, AP g, ... @, A(N)[Au),”_,A(N—l)])

1. Initialize: nleft =ning---ny—1; nright = 1.
2. Fori=N,...,2,1do

e base = 0; jump = n; X nright
e For k=1,2,...,nleft do
o Forj=1,2,...,i—1do
« &y = (k= 0/ T | mod (ITiZ) mi) ) +1
o For j =1,2,...,nright do
* index = base + j
x* Forl=1,2,...,n; do
- Z] = Tindex; ndex = index + nright
Multiply: 2’ = z x A® [ag), e, afc'j)]
index = base + j
x* Forl=1,2,...,n; do
' m;ndem
o base = base + jump
o nleft =nleft/n;_;

e nright = nright X n;

*

*

= zj; index = index + nright

.z=2

We now introduce one final lemma that allows us to prove a theorem (Theorem 7.2)
concerning the reduction in the cost of a vector-descriptor multiplication in the case when
the functional dependencies among the automata do not satisfy the constraints given above.

Lemma 7.8 (GTP: Decomposability into OTP) Let ¢;,(A) denote the matriz obtained

by setting all elements of A to zero except those that lie on the k" row which are left
unchanged. Then

A ®g B[.A] = i:fk(A) ® B[ak].
k=1

Thus we may write a generalized tensor product as a sum of ordinary tensor products.

A term @), ADAD . AM)] involved in the descriptor of a SAN is said to contain
a functional dependency cycle if it contains a subset of automata A®) A®@+D) Alp+o)
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¢ > 1, with the property that the matrix representation of A®+9 contains transitions that
are a function of A®P+(i+l)modet1) for 0 < 4 < ¢. For example, a SAN with two automata
A and B contains a term with a functional dependency cycle if and only if the matrix
representations are such that A is a function of B, (A[B]), B is a function of A, (B[A]), and
A[B] ® B[A] occurs in the descriptor. Let G denote a graph whose nodes are the individual
automata of a SAN and whose arcs represent dependencies among the automata within a
term of the descriptor. Let T be a cutset of the cycles of G, [5]. Then T is a set of nodes
of G with the property that G — 7 does not contain a cycle where G — 7T is the graph of G
with all arcs that lead into the nodes of 7 removed.

Theorem 7.2 (GTP with Cycles: Complexity of Vector-Descriptor Product)
Given a SAN descriptor containing a term with a functional dependency graph G and cutset
T of size t, the cost of performing the vector-descriptor product

px @ ADLAD,. . Am)]

9 =1

1S

i) (1) (55 0

i=1,ieT i=1,igT

8 Applicability of the Multiplication Theorems

We now return to the context of SANs proper. We have seen that the descriptor of a SAN
is a sum of tensor products and we now wish to examine each of the terms of these tensor
products in detail to see whether they fall into the categories of Theorem 7.1 or 7.2. In the
case of SANs in continuous-time, and with no synchronizing transitions, the descriptor is
given by

N
N
Q= @ Q(k) = E I, Ry - ®y L. _, ®, Q(k) R4 Ink+1 Ry -+ By Iy,
9 k=1 k=1

and we can apply Theorem 7.1 directly to each term of the summation. Notice that all but
one of the terms in each tensor product is an identity matrix, and as we pointed out in the
proof of Theorem 7.1, advantage can be taken of this to reduce the number of multiplications
involved.

Consider now what happens when we add synchronizing events. The part of the SAN
descriptor that corresponds to local transitions has the same minimal cost as above which
means that we need only consider that part which is specifically involved with the synchro-
nizing events. Recall from Section 3.3, that each synchronizing event results in an additional
two terms in the SAN descriptor. The first of these may be thought of as representing the
actual transitions and their rates; the second corresponds to an updating of the diagonal
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elements in the infinitesimal generator to reflect these transitions. Since the second is more
efficiently handled separately and independently, we need only be concerned with the first.

It can be written as N
®q).
=1

We must now analyze the matrices that represent the different automata in this tensor
product. There are three possibilities depending upon whether they are unaffected by the
transition, are the designated automaton with which the transition rate of the synchronizing
event is associated, or are affected in some other manner by the event. These matrices have
the following structure.

e Matrices Qg-i) corresponding to automata that do not participate in the synchronizing
event are identity matrices of appropriate dimension.

e With each synchronizing event is associated a particular automaton. In a certain sense,
this automaton may be considered to be the owner of the synchronizing event. We
shall let £ denote the matrix of transition rates associated with this automaton. For
example, if a synchronizing event e arises as a result of the automaton changing from
state i to state j, then the matrix E consists entirely of zeros with a single nonzero
element in position 4j. This nonzero element gives the rate at which the transition
occurs. If several of the elements are nonzero, this indicates that the automaton may
cause this same synchronizing event by transitions from and to several states.

e The remaining matrices correspond to automata that are otherwise affected by the
synchronizing event. We shall refer to these as A matrices. Each of these A matrices
consists of rows whose nonzero elements are positive and sum to 1 (essentially, they
correspond to routing probabilities, not transition rates), or rows whose elements are
all equal to zero. The first case corresponds to the automaton being synchronized into
different states according to certain fixed probabilities and the state currently occupied
by the automaton. In the second case, a row of zeros indicates that this automaton
disables the synchronizing transition while it is in the state corresponding to the row
of zeros. In many cases, these matrices will have a very distinctive structure, such
as a column of ones, the case when the automaton is forced into a particular state,
independent of its current state.

When the only functional rates are those of the synchronizing event, only the elements
of the matrix E are functional; the other matrices consist of identity matrices or constant
A matrices. Thus, once again, this case falls into the scope of Theorem 7.1.

This leaves the case in which the A matrices contain transition probabilities that are
functional. If there is no cycle in the functional dependency graph then we can apply Theo-
rem 7.1; otherwise we must resort to Theorem 7.2. Notice that if the functional dependency
graph is fully connected, Theorem 7.2 offers no savings compared with ordinary multiplica-
tion. This shows that Theorem 7.2 is only needed when the routing probabilities associated
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with a synchronizing event are functional and result in cycles within the functional depen-
dency graph, (which we suspect to be rather rare). For SANs in discrete-time, [32], it seems
that we may not be so fortunate since cycles in the functional dependency graph of the
tensor product tend to occur rather more often.

Following up on these results, extensive experiments conducted on a set of small examples,
and reported in [16], provided a rule of thumb for ordering automata in a network to achieve
better performance. More precisely, it is not the automata in the SAN that must be or-
dered, but rather, within each term of the descriptor, a best ordering should be computed
independently.

9 The Memory versus CPU-time Trade-off

An important advantage that the SAN approach has over others that generate and mani-
pulate the entire state space of the underlying Markov chain is that of minimal memory
requirements. The infamous state-space explosion problem associated with these other ap-
proaches is avoided. The price to be paid of course, is that of increased CPU time. The
obvious question that should be asked is whether some sort of compromise can be reached.
Such a compromise would take the form of reducing a SAN with a certain (possibly large)
number of “natural” automata each with only a small number of states, to an “equivalent”
SAN with less automata in which many (possibly all) have a larger number of states. A
natural way to produce such an equivalent SAN is to collect subsets of the original automata
into a small number of groups. The limit of this process is a single automaton containing
all the states of the Markov chain. However we do not wish to go to this extreme. Observe
that just four automata each of order 100 brings us to the limit of what is currently possible
to solve using regular sparse matrix techniques yet memory requirements for four automata
of size 100 remain modest. Furthermore, in the process of grouping automata, a number of
simplifications may result. For example, automata may be grouped in such a way that some
(or all) of the sychronizing events disappear, or grouped so that functional transition rates
become constant, or both. Furthermore, it is frequently the case that the reachable state
space of the grouped automata is smaller than the product state space of the automata that
constitute the group. To pursue this line of thought, we shall need to define our notion of
equivalence among SANs and the grouping process.

Consider a SAN containing N stochastic automata Aj, ..., Ay of size n; respectively,
FE synchronizing events si,...,sg, and functional transition rates. Its descriptor may be
written as
N+2E N ©
K3
Q=2 X0
Jj=1 g,i=1

Let 1,..., N be partitioned in B groups called by,...,bp, and, without loss of generality,
assume that by =[c; = 1,...,¢2], bo = [e2 + 1,...,¢3], etc, for some increasing sequence of
¢i, ¢cg+1 = N. The descriptor can be rewritten, using the associativity of the generalized
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tensor product, as
Chk41

B
=3 Q| & @

J=1 gk=1 \  g.j=cu+l

The matrices Rg-k) = ®ij+=1ck +1 Qgi), forj €1,...,2E+ N, are, by definition, the transition
matrices of a grouped automaton, called G, of size hy = z'“j;; +1Mi- The descriptor may
be rewritten as
2E+N B "
0=> Q@ &
i=1 ghk=1

Separating out the terms resulting from local transitions from those resulting from synchro-
nizing events, we obtain

N+2E N ) N ) E N
©= 21 ®1 % = Gayyi:lQ’ * Zl (®gz Qo+ ® Ji= 1Q(l)>
J=1 g,i= J=

Grouping by associativity gives

Q= @,, R <“+Z(® R @), ).

RY = @ o RY = @77 Q0 B = @77 Q.

g,i=cp+1 gsi=cp+1 g,i=cp+1

First simplification: Removal of synchronizing events.

Assume that one of the synchronizing event, say s1, is such that it synchronizes automata
within a group, say b1. As a result, this synchronized event becomes internal to group by
and may be treated as a transition that is local to G;. In this case, the value of Rl(l) may
be changed in order to simplify the formula for the descriptor. Using

R = R" + RY + R,

the descriptor may be rewritten as

B ® .\ B i i
69g,k:lle +j§2 (®y,i 1 g7)+®yz 1R§1)>

The descriptor is thus reduced (two terms having disappeared). This procedure can be
applied to all identical situations.
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Second simplification: Removal of functional terms.

Assume now that the local transition matrix of G; is a tensor sum of matrices whose elements
are functions only of the states of the automata that are in the subset b;. Then the functions

in QY of
R - @ ol
g,i=c1

may be evaluated when performing the generalized tensor operator and Rl(l) becomes a
constant matrix. As for the removal of synchronizing events, this process of replacing func-
tions with constants may be applied in all similar situations.

However, if Rg) is the tensor product of matrices that are functions of the states of
automata, some of which are in b; and some of which are not in by, then performing the
generalized tensor product RS = ®;2,.:le§? allows us to only partially evaluate the
functions for the arguments in b;. Others arguments cannot be evaluated. These must be
evaluated later when performing the computation ®f’i:1R§? and may in fact, result in an
increased number of function evaluations.

Third simplification: Reduction of the reachable state space.

In the process of grouping, the situation might arise that a grouped automata G; has a
reachable state space smaller than the product state space, Hf’;ci 41 7~ This happens after
simplifications of type 1 or 2 have been performed. For example, functions may evaluate
to zero, or synchronizing events may disable certain transitions. In this case, a reachability
analysis may be performed in order to compute the reachable state space. In the SAN
methodology, the global reachable state space is known in advance and the reachable state
space of a group may be computed by means of a simple projection.

A series of numerical experiments conducted on the two examples presented in Section 4
was reported in [16] and quantity the effect of these simplifications. The goal was to observe
the effect on the time required to perform 10 premultiplications of the descriptor by a vector
and on the amount of array storage needed.

In the first model, that of resource sharing, the parameters P and N were varied and the
automata (recall that all are identical) were grouped in a variety of ways. The results showed
a substantial reduction in CPU time as the number of blocks of automata was reduced, —
a combined effect of a reduction in the reachable state space, algorithm overhead, and the
number of functions that needed to be evaluated, and this with relatively little impact
on memory requirements. As concerns memory requirements, two contrasting effects were
observed. On the one hand, the reduction in the reachable state space caused a subsequent
reduction in the size of the probability vectors and hence an overall reduction in the amount
of memory needed. On the other hand, the size of the matrices representing the grouped
automata increased thereby increasing the amount of memory needed. This latter effect was
observed to become more important as the number of resources (P) approached the number
of processes (V) and indeed became the dominant effect.
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The queueing network model was also analyzed under a variety of different parameter
values and with two different kinds of grouping:

e A grouping of the automata according to customer class (A; and As,) and (A2 and

As,).
e A grouping of the automata according to queue (4; and A;) and (Asz, and As,);

The results showed that the CPU times obtained with the first grouping was worse than in
the non-grouped case. This is a result of the fact that this model incorporates functions that
cannot be removed using simplification 2. Although the first grouping eliminates the syn-
chronizing events, it results in an increase in the number of functions that must be evaluated
and increases the overall time needed. The second grouping allowed for the possibility of a
reduction in the state space of the joint automata, (As, and As,), since the priority queue
is now represented by a single automaton. This, along with the elimination of functional
elements from the grouped descriptors, lead to a reduction in CPU-time. Additionally, the
elimination of non-reachable states reduced the amount of array storage needed so that this
grouping lead to a reduction in CPU-time and memory needs.

It was concluded from this series of experiments, that the benefits that accrue from grou-
ping are non-negligible, so long as the number of function evaluations do not rise drastically
as aresult. In fact, it seems that function evaluation should be the main concern in choosing
which automata to group together. Indirectly, functions also play an important role in iden-
tifying non-reachable states, the elimination of which permit important reductions in CPU
time and memory. The number of groups should be kept to a small number. Four or less
appeared to be optimal in the set of experiments. Additionally, as we shall see later, a small
number of automata may lead to better preconditioning schemes for use with numerical
solution methods.

10 Numerical Solution Methods

Consider a stochastic automata network consisting of N automata. Let ) be its descriptor,

ie.,
2E+N

Jj=1
Our goal is to find the stationary probability vector, i.e., a vector 7 such that 7¢Q) = 0 and
me = 1. Of all the numerical solution methods discussed in [42], only those whose interaction
with the infinitesimal generator is its product with a vector, are suitable when the coefficient
matrix is given in this form. Thus, the power method and the various projection methods are
easy to implement. It is not easy to see how methods such as Gaussian elimination and SOR
(which imposes an ordering on the computation of the elements of the solution vector) can
be adopted to efficiently solve SANs. Furthermore, as we have already seen in this article,
much current research has lead to efficient descriptor-vector multiplication algorithms. In
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this final section we shall be content to outline how the SAN descriptor may be imbedded
into a suitable numerical algorithm, and provide some information on the choice of suitable
preconditioners for these algorithms.

The simplest method that may be used in the context of a SAN is the power method. If
P is the stochastic transition probablity matrix of an irreducible Markov chain, the power
method is described by the iterative procedure

bt = 2B p, (14)

where 7(® is an arbitrary initial approximation to the solution. When an infinitesimal
generator @), is available, P may be obtained from

P=1I+AtQ (15)

where At < 1/max; |g;;|- Notice that P may be written as a sum of tensor products, since

2E+N )
I+AtQ =8N I, + Y. Atel, QY.
Jj=1

Thus the power method becomes

2E+N .
) = 201 + AtQ) = 7D + Atz ® Z ®£\;1Q§z)
=1

This is the form that the power method takes when it is applied to a SAN descriptor.
Projection Methods include the class of methods known as simultaneous iteration or
subspace iteration, [25, 41, 45], which iterate continuously with a fixed number of vectors,
as well as methods that begin with a single vector and construct a subspace one vector at a
time, [36]. The subspace most often used in Markov chain problems is the Krylov subspace
given by
K (P,v) = span{v,vP,vP?, ... vP™ '}

Notice that this subspace is spanned by consecutive iterates of the power method. Further-
more it is the only part of the projection methods that interacts directly with the coefficient
matrix. Thus the same scheme for incorporating a SAN descriptor into the power method
is directly applicable in this case also.

It is well known that the projection methods, (and the power method) perform best
when accompanied with an effective preconditioner. The objective of preconditioning is
to modify the eigenvalue distribution of the iteration matrix so that convergence onto the
solution vector may be attained more quickly. In a Markov chain context, this usually
implies finding a matrix M~! so that I — (I — P)M~! possesses one unit eigenvalue and
n — 1 others that are close to zero. The preconditioned power method is written as

7D =720 — (1 - P)M~Y) =70 — 7O — P)M 1. (16)
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The problem is now one of finding a suitable matrix M ~!. One possibility is to approxi-
mate the inverse of I — P directly by a polynomial series. It is known that, for any matrix
A for which ||A|| <1, the inverse of I — A may be written in a Neumann series as, ([20]):

(I—A)™ =) Ak
k=0

Since P is a stochastic matrix, ||P|| < 1, and so an approximate inverse of —AtQ = I — P

is given by
K
M~ =Y P
k=0

When this is substituted into equation (16), it gives

K
D = 70 4 Atz Q (Z Pk> .

k=0

Since () and P may be expressed as a sum of tensor products, all numerical operations may
be carried out without having to expand the descriptor of the SAN. When written out in
full, the preconditioned power method is given by

2E+N ) K 2E+N ) k
7l =70 4 Atz O | 3 N, Q0 ) I3 [oNyhn + Y At Q0 ) | an)
Jj=1 k=0 j=1

Similar expressions may be written for preconditioned Arnoldi and GMRES. The advantage
of this means of preconditioning is that, by increasing the number of terms in the Neumann
expansion, we can obtain an accurate preconditioner and hence expect to converge in relati-
vely few iterations. Unfortunately, the down side is that, as is apparent from equation (17),
it is computationally very expensive to compute an accurate preconditioner. The results of
a number of experiments in using this preconditioning approach is provided in [44].

Other possibilities for preconditioning involve the computation of incomplete LU fac-
torizations (ILU). These methods essentially follow a Gaussian elimination procedure but
drop off elements at various points according to some specific criteria. The result is a lower
triangular matrix L, an upper triangular matrix U and a matrix E (hopefully small) such
that (I — P) = LU + E. The preconditioner is taken to be U~'L~!. Unfortunately in the
context of stochastic automata networks where the infinitesimal generator is in the form of
a sum of tensor products, this approach is not economical.

Our recent research has evolved around choosing preconditioners to be the inverses of the
individual terms in the descriptor. Since the inverse of a tensor product is just equal to the
product of the inverses of its component terms, each individual product in the descriptor is
eagsily invertible. Results seem to indicate that choosing the preconditioner to be the inverse
of a single product in the descriptor, even if that product is in some sense dominant, does not

INRIA



Stochastic Automata Networks:  Product Forms and Iterative Solutions. 35

always provide good results. It appears that a better approach is to vary the preconditioners
from one iteration to the next, continuously cycling from using the inverse of one product in
the descriptor at iteration k to using the inverse of the following product at iteration & + 1.
This is an area of current interest and importance. Much research remains to be done.

11 Conclusion

Any conclusion on a modelling methodology must include a comparison with alternative
approaches. In this case the most logical alternative is a sparse matrix approach and the
comparison should be based on memory and CPU-time requirements.

In the sparse matrix approach, the infinitesimal generator is stored as a single matrix,
albeit in a compact form. This compact form requires a double-precision array for the
nonzero elements and two integer arrays to store the positions of the nonzero elements in
the matrix. We shall let n denote the order of the infinitesimal generator and nz denote the
number of nonzero elements that it contains. Then, the double-precision array must be of
length nz and in this array the nonzero elements are arranged by rows; nonzero elements
in row k preceed those of row k + 1 and follow those of row £ — 1. It is not necessary for
the nonzero elements within a row to be in order. An integer array, also of length nz holds
the column positions of the nonzeros, while a second integer array of length n + 1 provides
pointers to the starting locations of each row in the two other arrays. More information on
storing sparse matrices may be found in [42]. We note in passing that the same compact
storage scheme may be employed to store the much smaller matrices that arise using the
SAN approach. It follows that the sparse matrix approach requires a minimum of nz double
precision memory locations and nz + n + 1 integer locations. This can becomes excessive
for large models. Experiments show the feasibility of the SAN approach when memory
requirements eliminate the possibility of using a sparse matrix approach.

Our second concern is with computation time. Here we should expect to find cases
in which the sparse matrix approach provides much better results, for the contrary would
imply that the sparse matrix approach could be eliminated completely, in favor of the SAN
approach. Nevertheless, even here, the SAN approach can be competitive in certain cases. A
disadvantage of using the sparse matrix approach is that the matrix itself must be generated
and the computation cost of this operation increases with the size of the matrix and the
percentage of nonzero elements that it contains. The SAN approach does not have this
drawback. On the other hand, it does appear that that the cost of a single vector-matrix
multiplication is usually more expensive in the SAN approach. This only increases the value
of results that allow us to keep multiplication cost to a minimum.
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