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Abstract: We consider the approximation of a class of differential games with target
by stochastic games. We use Kruzkov transformation to obtain discounted costs. The
approximation is based on a space discretization of the state space and leads to consider
the value function of the differential game as the limit of the value function of a sequence
of stochastic games. To prove the convergence, we use the notion of viscosity solution for
partial differential equations. This allows us to make assumptions only on the continuity
of the value function and not on its differentiability. This technique of proof has been used
before by M. Bardi, M. Falcone and P. Soravia for another kind of discretization. Under the
additional hypothesis that the value function is Lipschitz continuous, we prove that the rate
of convergence of this scheme is of order v/h where h is the space parameter of discretization.
Some numerical experiments are presented in order to test the algorithm for a problem with
discontinuous solution.
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Approximation de la fonction valeur pour une classe de
jeux différentiels avec cible

Résumé: On considere 'approximation d’une classe de jeux différentiels avec cible par des
jeux stochastiques. On utilise la transformation de Kruzkov pour obtenir des cofits avec taux
d’actualisation. Le schéma d’approximation utilisé est basé sur la discrétisation de ’espace
d’état et revient & considérer la fonction Valeur du jeu différentiel comme la limite des
fonctions Valeur d’une suite de jeux stochastiques. Pour prouver la convergence du schéma,
on utilise la notion de solution de viscosité pour les équations aux derivées partielles du
premier ordre. Cela nous permet de restreindre les hypotheses sur la fonction Valeur & la
continuité, sans se préoccuper de sa différentialité. Les techniques de preuve ont été déja
utilisées par M. Bardi, M. Falcone et P. Soravia pour un autre schéma de discrétisation. Sous
I’hypothese additionnelle de Lipschitzianité de la fonction Valeur, on prouve que la vitesse
de convergence du shéma étudié est de I'ordre de v/h ot h est le paramatre de discrétisation
de l'espace. On présente quelques expériences numériques pour tester ’algorithme dans un
cas ol la fonction valeur est non continue.

Mots-clé : Equation de Hamilton Jacobi Bellman Issacs, programmation dynamique,
schéma d’approximation, solution de viscosité



Approzimation of the value function of differential games 3

1 Introduction

We study an approximation scheme of the value function for a differential game with target.
The value function is the “minmax” time for the state to reach the target, and it is defined
in the sense of Varaiya, Roxin, Elliot and Kalton (see [26], [23], [14] and [15]). Under
a controllability assumption (the usable part (BUP) of the target is the boundary of the
target) Bardi and Soravia proved [5], that the value function is the unique viscosity solution
of the Isaacs’ equation associated to the game.

The approximation scheme presented in this paper is an adaptation to games of methods
developed by H.Kushner, see [19], for stochastic control. The main point is that the scheme
uses a space discretization and an approximation of partial derivatives in such a way that
transition probabilities appear naturally. The continuous game is then approximated by
stochastic discrete state games. A large literature exists on numerical methods (see [22] for
a survey). This scheme was used previously for discounted game in open state space without
boundary conditions, see [21].

This scheme is basically the same used previously for control problem, see [16] and for
stopping time game, see [25]. In these papers the interpretation in terms of controlled
Markov chain or stochastic games is not explicited.

Another scheme of discretization has been deeply studied. It uses first a discretization
of time, and then a discretization of the state space. This scheme has been used first for
control problems, see [9], [10], [2], [3], [6] for the time discretization, [17] for fully discrete
problems, and [6], [4] [1] for games with target.

In this paper we prove the convergence of the value function of the discrete game to the
viscosity solution of Isaacs’ equation of the continuous game. The proof of the convergence
uses similar arguments to the ones in [4].

Under the assumption that the value function is Lipschitz continuous, we prove that
the rate of convergence of this scheme is of order v/h (h being the space discretization
parameter). The technique is similar to the one in [25].

We also make a few remarks concerning the comparison on the two schemes and numerical
results.

2 The continuous problem

We consider the class of differential games defined by

e the dynamic

Where

— y(t) € RM is the state of the game,

— u(t) € U, U compact, is the control of the minimizer at time ¢,
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4 O. Pourtallier and M. Tidball

— v(t) € V, V compact, is the control of the maximizer at time ¢.

We assume that the dynamic function f is a continuous function from R™ x U x V
to RM that satisfies :

|| f(x,u,v)—f(y,u,v) ||SLI|$_:UI|7 VU,U,.’IZ'7:U (1)
I f(y,u,0) ISF, Vu,0,9. (2)
(|| - || denotes the L; (JR™) norm and L, F are constants). These assumptions insure

that the differential equation has an unique solution.
e a closed target 7 € RM. The game will stop whenever the state reaches the target.

e a cost function associated to each pair of functions (u(.),v(.)),
J(@,u(),v() = inf{t | y(t) €T}

In other words, J(x,u(),v()) is the smallest time such that the state reaches the target,
if the initial state is z. We set J(z,u(),v()) = +oo0 if the state never reaches the target.

e We define the function 7'(z) as the lower value function of the game in the sense of
Varaiya, Roxin, Elliot and Kalton [26], [23], [14]. Namely

T(z) = inf Sup I(z, a(v(), v()),

where V is the set of measurable functions from R™ to the control set V, and A is the
set of non anticipative strategies of the minimizer.

We could define, in the same way, the upper value function of the game, and all the
results of this paper would remain valid.

In order to obtain a discounted differential game (which will be important to prove the
existence of the approximated solution), we make use of the following Kruzkov transforma-
tion @)

V(z) = l—e }f T(z) < 400
1 if T(xz)=+o00,

and the following proposition can be proved (see [18]):

Proposition 2.1 Assume that the whole boundary of the target is usable (or equivalently
that T'(x) is continuous on 9T ), then the function V is the unique viscosity solution of the
Hamilton-Jacobi-Isaacs equation

vEV ueU (3)

V(z) + minmax {— < VV(2), f(z,u,v) > =1} =0, ifzc RM/T =0
V(z)=0, ifzeT

INRIA



Approzimation of the value function of differential games 5

We note
H(z,VV(z)) = mvin mgx{— < VV(x), f(z,u,v) > -1}

the hamiltonian of the boundary value problem and recall the definition of a viscosity solution
of (3), see [11], [12], [20], [2] and [6].

Definition 2.1 w is said to be a viscosity subsolution (supersolution) of the boundary value
problem (8) if it is a upper (lower) semicontinuous function and if for all ¢ € C1(Q) such
that w — @ attains a local mazimum (minimum) point x we have

w(z) + H(z, Vo(z))
w(z) + H(z, Ve(z))

0, ifxe (4)
0, or w(x)<0, ifxedN

IAIA

( w(z) + H(z,Vo(z)) >0, ifreq ) 5)
w(z) + H(z,Ve(z)) >0, or w(z)>0, ifzedN

We say that w is a viscosity solution of (8) if it is both sub and super viscosity solution.

3 Approximation of the differential game by a stochastic
game

In this section we describe the stochastic game that will approximate the differential game.
The reasoning that leads to this approximation is described in details in [21]. It is an
adaptation to the case of deterministic games of a scheme introduced by H.Kushner for
stochastic control. The basic idea is to discretize the space and approximate the partial
derivative of the dynamics function in such a way that transition probabilities appear.

Let us consider the stochastic game composed of the following elements

— A state space Q".
Let B,]y be the discrete grid defined by :

M
JRfLM ={z|z= Zaihei,ai € IN},

i—1

where (e1,...,en) is a normal basis of RM.

oh
Define the sets Q" and () in the following way :

N =0T"={zeR), 2€dT,ordi|z+eheTorz—eheT}

Oh —c
Q=T (R -o0"

RR n~° 2942



O. Pourtallier and M. Tidball

The state space of the stochastic game will be
oh
o =q | Joa".
and the discrete target is defined by

Th = RM — Q"
— A transition probability p(z,y|u,v) defined by :

oh
If x € and ZZ | fi(xvuvv) |# 0

[ (zu,)
(@, + eihlu,v) = Sl fimu,v) |

— fif (x,u,v) (6)
p(z, x — e;hlu,v) = m

p(z,y|u,v) = 0 for every other y,

where ft =sup(0, f;) and f;” = sup(0, —f).
Ifz € aTh or Zi | fi(.’L'7’U/,U) |= 0

p(z, z|u,v) =1 1)
p(z,ylu,v) =0,Vy #

p(z,y|u,v) is the probability that the next state of the game will be y, if the present
state is x and if the players use the controls w and v at the present time. Let us
note that each = of 7" is an absorbing state. If the system happens to be in a state
x € OT", then, it will stay on this state indefinitely since the transition probability to
any other state is null.

— An instantaneous reward given by

h oh
kh (2, u,v) = , for 2 €Q

B Ei | fi(.’L'7U,1)) | +h (8)

kR (2z,u,v) = 0 for z € 9Q"

Note that when the system stops on the boundary the total reward does not increase
any more since the instantaneous reward is null.

INRIA



Approzimation of the value function of differential games 7

— A discount factor "(z,u,v) given for each triple (x,u,v)

ﬂh(:uu’v): Zi |f¢(w7u,v) | ) (9)
Zi | fi(.%,U,U) | +h
This last discount factor is not classical in the stochastic game or controlled Markov
chain literature. Nevertheless the main point is that it does not affect the convergence
of the classical algorithms such as Shapleys’ algorithm, since | f || being bounded,
B"(x,u,v) is bounded by a scalar strictly smaller than one.

We will denote V"(z) the value function of this stochastic game, and it is a classical
result that it satisfies following equation :

V"(x) = max min {kh(%u,v) + B"(z,u,v) Zp(%ymw)vh(y)} (10)
Y
Note that if  belongs to Q" (10) gives
Vh(:c) =0

which is compatible with the continuous equation (3). Since the state never reaches the
interior of the target (because of the definition of the probabilities), we can set V*(z) = 0
to be compatible with the continuous game.

Proposition 3.1 The solution V" of equation (10) exists and is unique.

Proof
V" is showed to be the unique fixed point of a contractive operator T" defined by

Th . B(RM) — B(RM)
U —  ThU

with
T"U(z) = maxmin {kh@c,uw) + B (z,u,v) Zp<x,y|u,v>v<y>}

Y

and B(]Rﬁ/[ ) denoting the set of all bounded real-valued functions defined on RhM .

Clearly T" is well defined since 8"(.,.,.) and k"(.,.,.) are bounded :

h — Zz | fi(xauav) | 1
B (x’u’v)_zilfi(w,u,vH%—hS 5L <1 (11)
and .
kh(x7u,1)) = <1 (12)

B Zi | fi(ﬂ?,uﬂ)) | +h ~

RR n~° 2942



8 O. Pourtallier and M. Tidball

Also T" is a contractive mapping because for all U and W in B(IR})

(ThU — T"W)(z) = mgxxmin {kh(a:,u,v) + 8" (2, u,v) Zp(x,ym,v)U(y)}

—max muin {kh(x, u,v) + Bh(x, u,v) Zp($7 y|u, U)W(y>}
Y

< Bw,a,0) ) p(e,yla,0)(Uly) — W(y)

where 7 satisfies

max, min, {kh(m, u,v) + ,Bh(ﬂf, u,v) Eyp(ma ylu, U)W(y)} =
min, {kh(m, u,?) + ﬁh(m, u, D) Eyp(m, y|a, v)W(y)}

and @ is the argument of the following minimization

min {kh(:c, u,0) + 8" (z,u,9) > _ p(z, ylu, 1‘J)U(y)}

Y

That leads to
(T"U-T"W)< B | U-W |

where 3" defined by (11) is strictly smaller that one, and the norm used is the sup norm :
| U 1= sup, e | U) |

Similarly it is easy to show that (T"W —T"U) < 8" | U=W || . T" is then a contracting
mapping and therefore has an unique fixed point V" in B(IRY) that satisfies equation (10),
and this completes the proof.

2%

4 Main theorem
We prove in this part the convergence of the value function of the stochastic game to the

value function of the differential game. For that we first introduce Vvh an interpolation
on the closure of the set Q in the following way. V" is the restriction to Q of the affine

~h
interpolation V' of V" that is

2 h
-V (z) = V") for x € Q"

INRIA



Approzimation of the value function of differential games 9

~h oh
— V is affine on each simplex defined by its vertices {z,z + e;h,x €Q ,i=1,...,M}
or

oh
{z,z —e;h,zx €Q ,i=1,...,M}.

For sake of completeness we first state a comparison theorem that we will use later in
the proof of the main result of this paper. The proof of this theorem can be found in [6].

Theorem 4.1 Assume that T is the closure of an open set and that 9T is a Lipschitz
surface. Let u1 and us be bounded functions from Q to IR such that :

— i) uy is a viscosity subsolution of u(z) + H(x,Vu(x)) = 0 in the open set Q, and is
continuous and non positive at each point of 012,

— 1) ug 18 a viscosity supersolution of the equation with boundary condition (3).

Then _
ui(z) <uz(z), =€

The same conclusion holds if wi is a viscosity subsolution of (3), and us is a viscosity

supersolution of u(x) + H(z, Vu(z)) =0 in Q and is continuous non negative at each point
of 99.

Let us now state and prove the main theorem of this paper

Theorem 4.2 Assume that the regularity assumptions (1) and (2) hold and that T is the
closure of an open set and that OT is a Lipschitz surface. We have : V" converges, uniformly
on each compact of Q, to the value function of the continuous game.

Proof of theorem 4.2 : o
As in [4], let us introduce the functions V' and V. defined by

V(z) = limsup V"(y) and V(z) = lim inf Vi(y),

h—0 h—0

and let us state, and admit for a while, a lemma. The proof of this lemma is the main part
of the proof of the theorem.

Lemma 4.1 V and V. are respectively sub and super viscosity solutions of equation (3).

On one hand, by definition of V and V., we know that
V>V

On the other hand, to prove the reverse inequality, we use the same argument as in [4]. We
remind it here to make the proof selfcontaining.

RR n~°2942



10 O. Pourtallier and M. Tidball

Since V, the solution of the continuous problem is continuous and null on the boundary
it satisfies the condition 7) of theorem 4.1. Applying this theorem we obtain that V' < V.
With the same argument and the second part of the theorem, we prove that V < V and
then
V=V=V
which proves that V= limp_o Vs a viscosity solution of (3) and it is the solution of the
continuous problem.

o0

Let us state and prove a modified version of lemma 6.1 of [13] that we will use in the
proof of lemma 4.1.

Lemma 4.2 Let ¢ be a CI(RM) function. Let u" be a sequence of functions defined on RhM,
and u be the function defined by

w(z) = lim sup u"(y)
yor

h—0

Define xt a strict local mazimum of w — ¢, (let assume that it is the unique mazimum in
B(z*,r) for a fized ),

Then
there exists sequences hj, x; such that
— x; is a mazimum of u" — ¢ in B* = B(a*,r) Ry,

- lim z; =2%

Jj—+oo

~ lim w"(z;) =u(z")
J—+o

Proof of the lemma 4.2.
By definition of u(z™), there exists sequences h, (h, — 0 whenn — oo) and =z, such

that
lim 2, =z%, and lim " (z,)=1a(z"). (13)

n—+4oco n—+4oco

Notice that for any sequences hg, x such that lim,, . . zx = 2+, we have

lim sup u™ () < w(x™). (14)
k—+oo

Now, for any h let us define z* as the maximum ot u” — ¢ in B”, in other words we have

ut(z) = p(z) < ul(at") — (et "), Vo € B". (15)

INRIA



Approzimation of the value function of differential games 11

In particular this equality is true for h = h,, and x = z,,, that is :

u' (n) = p(an) < uln (aP) — gzt ). (16)

Now the sequence z1>"" is defined on a the compact set, and then we can extract a convergent
sub sequence, that we note again x7"». Let us note y the limit of this subsequence. We
take the inferior limit in the inequality (16) and obtain,

w(z") —p(zt) <lim_inf wu(z™P) — o(y).

j—+o
and now using inequality (14) for the sequence z+"*» we obtain

u(zt) — p(zt) <lim inf w(ztP") —o(y) <lim sup w’»(zt ") —p(y) <uly) — o (y)

j—+oo j—+4o
and finaly since zt is the maximum of % — ¢ we can deduce that y = 2z and then

a(a*) = lim_u (o)

which ends the proof the the lemma.

2%
Proof of the lemma 4.1

We will only prove that V is a viscosity subsolution, since the proof that V is a viscosity
supersolution is basically the same.

From its definition, it is easy to see that V is uper semi continuous. Now, let ¢ be a
C'(Q) function, and 2 a local maximum of V — . Let us assume that % is a strict local
maximum, so we can find 7 > 0 such that z% is the unique maximum of V' — ¢ in the open
ball B = B(zT,r). (If T is not strict, we can modify slightly the test function ¢). Two

possibilities occur : either z belongs to (02, or it belongs to the boundary of2.

e Assume first that =+ belongs to 50) We want to prove that

V(z*) + minmax (— < Ve(z1), f(zT,u,v) > -1) <0.

Let h, be a sequence such that the conclusion of lemma 4.2 holds, and let ™ be a
sequence of B such that ™ is a maximum of V/» — ¢ in B"» = Bn ]Rh , with h,, a
sequence such that h,, tends to zero when n tends to infinity. In order to simplify the
notation we will write V" instead of V", and B instead of B"».

We have
(V" =o)(a") =2 (V" = ¢)(=),

RR n~°2942
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for all x € B™. In particular this equality is true for all ™ +e;h,, and ™ —e;h,, (which
are elements of B™ for n large enough because of lemma 4.2). We can write

Zp ™, ylu, v)(V >Zp ™ ylu, 0) (V" = ¢)(y)

or equivalently

Zp " ylu, ) (o(y) > paylu,0) (VP (y) = V" (@™).  (17)

Y
h

On the other hand, developing slightly equation (10) we obtain that for all 2™ € 6
we have

X Z | fi(z™ u,v n
max, min, {—hn+2 i@ )] Z p(z™, ylu,v)V™(y)+

hay _ n —
hnt 3 Fi (2" u,0)] Vi )} 0
that is

. _|f,'(x",u,’u)‘ n n
max, min, {ZT >, (™ ylu, v)V(y) —
Bt Y 1fa(a" )]

n

V(z") + 1} =0

and finally

max min { 2 LI W0 [~ am g ) (V7 () = V@) = V™) + 1} =0,

v u hn »

and using the monotonicity of the “minmax” function and the inequality (17) we obtain
for all n

mexmin { e FEL 0D |57y 0) (o) — 0l ~ V) + 1} >0,

v u

and again developing the transitions probabilities,

max min {Zfl-Jr(ac",u,v)('O(gE + ei:”) —¢(a")

- fo(:v”,u,v)(p(xn) —~ (Z(xn k) _ V(") + 1} >0

INRIA



Approzimation of the value function of differential games 13

Taking the limsup when n tends to infinity (that is h, tends to zero), and using the
lemma 4.2 we obtain that

max min {Z ff(m"’,u,v)%(xﬂ - Zf[(x"’,u,v)%(a:"’) —V(z™) + 1} >0

that is o
maxmin < Vo(z1), f(zt,u,v) > =V (zt)+1>0.
and finally, multiplying by -1, we obtain the required inequality

V(z%) + minmax (— < Vo(z), f(z1,u,v) > —1) <0.

v u

o If 2% belongs to 87 = 9 we want to prove that one of the following inequalities

holds,
(@) V(=*) <o,
or
(b) V(z") + minmax (— < Vo(z*t), f(zt,u,v) > 1) <0

v u

Again we construct the sequence z™ such that ™ is a maximum of V"» — ¢ in Bh».
Two different cases occur. Either there exists ng such that for all n > ng, 2" belongs

hn
to (0) , in this case the previous reasoning holds and we obtain (b), either there exits
a subsequence (h.,)m of the sequence (hy)n, such that h,, tends to 0 if m tends to

o h'"l
infinity and such that 2"~ does not belong to Q . In this case V"= (z"=) = 0 by
definition of V= on the boundary. Then, since according to the second conclusion on
lemma 4.2, the sequence V"= (z"m) converges to V(z1), we obtain that V(2t) = 0,
and then satisfies (a).

2%

5 Convergence rate of the discrete problem

In this section we want to obtain an estimate on the rate of convergence of the approximation
scheme. This rate of convergence is computed with the additional hypothesis that V is
Lipschitz continuous (let us note Ly it Lipschitz constant). A set of hypothesis that insures
that V' is Lipschitz continuous can be found in [7]. Again, these hypothesis concern regulatity
of 97 and dynamics.

RR n~° 2942



14 O. Pourtallier and M. Tidball

In order to simplify the notations, let us introduce the operators W and W defined by :
(WF)(z) = F(z) + minmax (— < VF(z), f(z,u,v) > —1),

and
h . aF
(W"F)(z) = F(z) + min max { ——(z,u,v) — 1,
v Oxy
Here %(x,u, v) stands for the approximation of VF(z)f(x,u,v), that is,
oF def F(x 4 eh) — F(z) ,4 F(x) — F(x +e;h) ,_
a2, (z,u,v) = Z { A i (z,u,v) A fi(z,u,v) ¢ .

1

With the notations introduced, V(.) is solution of the boundary value problem

WV(z)=0ifz € RY/T =Q, (18)
V(iz)=0ifz €T,
and V" is the solution of the discrete space boundary value problem
oh
Whvh(z)=0ifz €Q , (19)
ViMz)=0ifx € TR UOT".

Note that with this notation V" verifies (10).

To obtain the rate of convergence of the scheme, we want to obtain an upper bound of
sup m | V(z) — V(z) |- To this aim we use the following decomposition
zEBh

| V=V S|V =V [+ ]V, =V, (20)
where V, is the regularization of function V', and Vph is the affine interpolation of the res-
triction of V,, on the discrete space state. With classical results we obtain a upper bound
of the first term of the decomposition. A result from [16] together with the interpretation
of the function Vph as a solution of an auxiliary boundary value problem which is “almost”

the problem (19), give an upper bound of the second term of the right hand side of (20).
Combining these results we obtain the rate of convergence of the problem.

Let x1(-) be the function such that:
xi(-) € C=(RM),
xi1(z) >0,
if || z]|>1then xi(z)=0,

/ L Xa(s)ds = 1.

INRIA



Approzimation of the value function of differential games 15

For a strictly positive scalar p, we define:
1
Xp(T) = p—MX1($/P)
and the regularization V,(.) of V(.),

Vo(e) = (V#x,) (@), Vreo (21)

where “x” means the convolution product, that is

(f xg)(z) = (x —y)g(y)dy.

R /
We also define the function Vph as the continuous piecewise affine function of Q such that :

Viz) =V,(z), Vze Ry

It is well known that V,(.) € C>(IR™), and furthermore, if we assume that V'(.) is Lipschitz
continuous, we have the classical properties (see [8] for example) :

, 0 0
)o@ = (27 ) @
. 0 0
i) ||%V,,|| < ||%V|| <Ly ,

9? 1.0 1
<C-||— <C-L
i) g Vol S Ol 2V < O L.

i) V(@) = V(@) < Lv p

In (i4i), C is a constant that we do not want to precise. We have furthermore the following
property, for each z in RM :

v) [WVy(z) = (WV *x,)(x)] < Cp
and from the definition of V;,h and the property (iv) it follows that for z € R},
|V, (2) = V(2)| < Lyvp, (22)

which gives an upper bound for the first term of our decomposition. The next two theorems,
Theorems 5.1 and 5.2, give an upper bound for the second term of the decomposition (20).

Theorem 5.1 applies for z in (02 ,» and theorem 5.2 applies for z in ’];h, where, the set Solp is
the complementary in the discrete space of the enlarged discrete target ’];,h, that is

oh
g;h = {x/d(%Th) < ,0}, and Q,= RM _f];h.

RR n~°2942
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oh
Theorem 5.1 For V"(.) and V}(.) as defined previously, and x € Q,,, we have :

h
V@) - V@) 1< ¢ (o) (23)
where C is a constant, independent of x, that we will not precise.

Before starting the proof of the theorem we want to state a technical lemma:

Lemma 5.1 Forallz € Rfy we have the following upper bounds

WV (@) = WV ()| < C -, (24)

SRS

h
W) = (VY )@ <€ (52 ) (25)
Proof of lemma : The proof of (24) By iii) we have that:

oVl (z) av( ) 9? h
AP < < C—
o, £ @) > 1S C 5V, || b

This ends the proof of equation (24). Notice that this proof uses the fact that V' is Lipschitz
continuous.
Equation (25) is a direct consequence of (24) and of property (v) of V.

2%

Proof of theorem : To prove this theorem we first interpret V;,h(.) as the solution of the
following auxiliary boundary value problem :

{W’W)—(
Vi(z) = 3z, h,

,h, ) 0, 1fa:€Q 2
p) 1fx€’Th (26)

Here,
$(@,h, p) = WV (@) = WV x, (@) + WV * x,(2).

oh
Using equation (25) of lemma 5.1, the fact that WV x x,(z) is null on , because of (18),

it comes
oh

h
In the same vein, ¢ has to be written as

é(x,h,p) =V} (z) = V(z) + V() = V() + V(€),

INRIA
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for z € T, where £ € T" is such that || z — £ ||< p. We have V(€£) = 0 from equation (18)
V(¢)| < Ly p, we obtain :

and using the fact that |V (z) —
|6(z, h, p)| < Cp,

where again, C is a constant that we do not want to precise. Developing the operator W"
and using definitions (8) of k* and (9) of 8", V() can be written for all x in Q"

{l%h(w,u,v) + 6"z, u,v) Zp(amy | u,v)Vph(y)} )

V;,h (z) = maxmin
v u

Y

where ~
kh(xv u, T)) = kh(xv u, 1))(1 - ¢($, h7 p))
Combining this last equation with equations (19) and (10), and reminding that for functions

), there exists 4 and ¥ such that

g1(-,.) and ga(.,.),
max min ¢; (u,v) — maxmlngg(u v) < g1(@,7) — g2(@, D),
we can write for z in Q" :
Viz) = Viz) < K'(x,3,0) + B"(2,7,0) Zp:cyluv "(y)
—k"(z,a,7) + " (x ﬂ@pr@”uv R (y).
It follows that
Vi) -V, () <
I k(.. @, ) = k(.. @,0) | +8" (2, ,9) Y plw,y | @,0) | V()= V() . (27)
Yy
In the same way we obtain the reverse inequality
h h
V(@) - V(=) <
| &* (@, ) — K" (., @,0) || +6™(x,@,0) ) pla,y | @,8) | V() =V, () I, (28)
Y
and these two last equations together lead to the inequality
VR =V L
1 ~ F + h =
— || K" k"< Eh— kM| . (29)
el I< =
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18 O. Pourtallier and M. Tidball

We finally use the fact that

- h h
h_ b 1<) B < h
&> =K (<[ E* ]I I & [I< F+h(p+p)7

h
o
to obtain that for z in Q>

VR = VA 1< Clo+ %»

This ends the proof of theorem 5.1.
¢
Remark 5.1 For a given space discretization h, the optimal value of p in (23) is p = Vh.
Theorem 5.2 Let V"(.) and V,}(.) be as defined previously, if x € T, we have :
Vi(z) - V()| < C).
where C is a constant independent of x.

Proof of theorem : The proof of this theorem differs from the proof of the previous theorem
only in the definition of the auxiliary boundary value problem. We want to estimate the
expresion:

max min {k(xu 0) + 8" (2, u,0) 3 ol ylu, )V ) - V,,%c)} (30)

Y

which can be rewritten

max min {kh(x,u,v) + 80, 0,0) 3 pla, s VA9
’ V(@) + "z, u, )V, (2) — B (z,u,0) V) (2)}

= max m&n {kh(x,m v) + B (z,u,v) Zp(x,y|u,v)(VPh(y) - Vph(a:))+

Yy
(B"(w,u,v) = 1)V} (2)}
(31)
As V" is a Lipschitz function and ||  —y [|< h, (since for || z —y ||> h, p(z,y | u,v) = 0),
we have | V'(y) — V/(z) |< Lyh. On an other hand, from (26), |[V,*(z)| < Cp for z in T}
From that, it follows that for all z € ’];h, and for all w and v :
maxmin [k (2, u,0) + Bz, u,0) 3 ple,ylu, )V (y) = V) (@)

Y
< |k"(z,u,)| + |B(z,u,v)| Ly h + Cp.

INRIA
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So, for z in T, we have,
hy h 7 _ h
with |¢(z, b, p)| < Cp, or again,

V) (zu0) = K (2,u,0) + Bz, u,0) Y p(e,y | u,0)VH(y),

Y

where
’;h(xvuvv) = kh(xvuvv)(l - 1;(.73, hap))

Now the proof ends with exactly the same computation that previously, using the fact that
Vh(x) satisfies the boundary value problem (19).

o0

The proof of the next theorem that gives the convergence rate of the scheme is now a direct
consequence of theorems 5.1 and 5.2.

Theorem 5.3 If V is a Lipschitz continuous function then:

IV* -V <cvh

6 Comparison with another discrete scheme

In [4] the numerical approximation of the same problem is studied. This discretization
is done in two steps : first the continuous equation is approximated by a discrete time
equation (see [6]) (using an Euler’s approximation of the dynamic), and then this equation
is approximated by a discrete space equation to obtain the fully discret problem. Thus two
parameters are associated to this method. A time parameter k, and a space parameter h.
The important feature is that the time parameter is fixed. We show in this section that the
scheme of approximation presented in this paper can be interpreted as an extension of this
last scheme, considering that the time parameter can be a function of the state. As a matter
of fact when using Euler’s approximation, it is possible to consider time as a function of the
state point and controls.

Let us first describe briefly the fully discrete dynamic programming equation obtained
in [4]. We will consider only the equation in the interior of the state space and neglect the
boundary problems for this comparison. For x a node of the discretized space we have

V(z) = maxmine * {Z )\iV(xi)} +1—ek, (33)

v u
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where the \;’s are such that Zies Ai =1, \; > 0. S is the set of indices of vertices z;
of the simplex that contains the point ' = z + kf(z,u,v). As in the method presented
in this paper, this time and space discretization scheme can also be interpreted in terms
of stochastic game. As a matter of fact, the process which leads to equation (33) is the
following (see figure 1) : start at node x and let the dynamic evolves for a duration k.
The new state, ' = = + kf(z,u,v), is not necessarily a node of the discret space. Let
x; be the vertices of the simplex which contains the point 2’. The convex combination of
2’ in the system of points z; is considered. The coefficients \; defined previously can be
interpreted as transition probabilities to go from the point z to the points z; of the discret
space. Nevertheless this last stochastic game is somewhat different to the one obtained with
the time discretization scheme. Indeed, in the stochastic game obtained in this paper, the
transition probability to go from a point to a non direct neighbor is null. Even if we consider
the time parameter k small enough, so that x and z’ always belong to the same simplex,
the two schemes are differents. Indeed, in the first scheme (the one studied in this paper),
the probability to go from z to z is null (or equal to one is the dynamics is null)(see figure
2), which is in general not the case in the second scheme.

Note furthermore that equation (10) can be rewritten as :

h

= max min —h B z, Yylu,v ﬁ
V(e) = maxmi (”mm) (Z}p( o )V(y)>+1+z.’ﬁm'

1
Ttk

is an approximation of e * and H_Lk an approximation of 1 — e*, and if we replace the time
parameter k by the state and controls dependent expression : h/(>"; | fi(z,u,v) |). Note
that A/, | fi(z,u,v) |) can be interpreted as the time necessary for the system to go from
the point x to a point at distance h, according to the controls used by the players.

Another remark concerns the convergence condition. As a matter of fact, in [4] the
condition

We have exactly the same form of equation as equation (33), if we keep in mind that

hn
limn_,ook— =0, (34)
is necessary to prove the convergence of the scheme. In the method presented here this
condition is not satisfied since

h
Eilfil i

A question arises : Is condition (34) a necessary condition for the scheme to converge or is
it only a technical condition to make the proof of the convergence simpler ?

Some other points of comparison such that convergence rate, together with comparison
with other methods will be presented in a forthcoming paper.
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