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Abstract: Agreement problems allow a set of processes to agree on a common output value. These
problems are of primary importance in distributed systems and difficult to solve in presence of failures.
This paper considers one of these problems whose practical interest is well known, namely the Non-
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La validation atomique non-bloquante dans les systemes répartis.

Résumé : Les protocoles non-bloquants de validation atomique constituent un composant essentiel
de tout systeme de gestion de données. Ce rapport en offre une présentation synthétique.

Un modele général et modulaire est tout d’abord proposé pour de tels protocoles. Ce modeéle utilise
quatre primitives génériques qui sont ensuite particularisées pour les sytémes distribués synchrones et
pour les sytemes distribués asynchrones. Ces diverses instances mettent ’accent sur les primtives de
communication et sur les mécanismes de détection de défaillances. Il est intéressant de noter que cette
étude peut également étre vue comme une introduction a un certain nombre de concepts fondamentaux
relatifs & la tolérance aux défaillances dans les systeémes répartis.

Mots-clé : Consensus, Détection de défaillances, Diffusion fiable, Protocole non bloquant, Systémes
répartis, Tolérance aux défaillances, Transaction, Validation atomique.
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1 Introduction

Systems as diverse as banking, booking-reservations or point-of-sale commerce actually constitute
data management systems from a computer engineering or research point of view. Because data
are geographically distributed or because they are located at different places to improve availability,
data management systems are usually distributed. A fundamental issue in these systems is to ensure
that data always remain consistent. This is the aim of the transaction concept introduced in the
1970s ([13, 20]). A transaction is a data manipulation unit (1) that, when executed alone, keeps
data consistent and (2) to which two atomicity properties are attached. The first one, concurrency
atomicily ensures that a parallel execution of a set of transactions cannot make data inconsistent: a set
of transactions executed in parallel must appear as if these transactions had been executed serially; the
underlying theory, called serializability theory, has been extensively studied. The second one, called
failure atomicity, ensures that failures cannot make data inconsistent: all the update operations of a
transaction are performed or none of them is performed; this atomicity property is sometimes called
all-or-nothing property.

In a distributed system a transaction usually involves several sites as participants. At the end of a
transaction its participants are required to enter a commitment protocol in order to commit it (when
everything went well) or to abort it (when something went wrong). This protocol obeys usually a two
phase pattern (the so-called Two Phase Commit, in short 2PC). In the first phase each participant
votes either YEs or No. If for any reason (deadlock, storage problem, concurrency control conflict,
etc) a participant cannot locally commit the transaction, it votes NO; otherwise, a YES vote means the
participant commits to locally make updates permanent if it is required to do so. Then the second
phase pronounces the order to commit the transaction if all participants voted YES or to abort it if
some participant voted No. Of course this protocol sketch has to be enriched to take into account
failures in order to correctly implement the failure atomicity property. The underlying idea is that a
failed participant is considered as having voted NoO.

Several atomic commitment protocols have been proposed and implemented in various systems
([3, 13]). Unfortunately some of them (such as the 2PC with a main coordinator) are blocking in some
failure scenarios ([1, 23]). “Blocking” means that non-failed participants have to wait for the recovery
of failed participants in order to terminate their commit procedure, i.e., a commitment protocol is
blocking if it admits executions in which non-failed participants cannot decide. When such a situation
occurs, non-failed participants cannot release resources they acquired for exclusive use on behalf of
the transaction. This not only prevents the concerned transaction from terminating but also prevents
other transactions from accessing locked data. Thus it is highly desirable to devise non-blocking atomic
commitment (in short NBAC) protocols, i.e., protocols that ensure transactions will terminate (by
committing or aborting) despite any failure scenario. Several NBAC protocols (called 3PC protocols)
have been designed and implemented. Basically they add handling of failure scenarios to a 2PC-like
protocol and use complex sub-protocols that make them difficult to understand, program, prove and
test. Moreover these protocols assume more or less implicitly that the underlying distributed system
is synchronous (i.e., process scheduling delays and message transfer delays are upper-bounded, and
these bounds are known and used by the protocols).

This paper focuses on the NBAC problem and on protocols that solve it in synchronous and asyn-
chronous distributed systems!. Actually, non-blocking protocols necessitate that the underlying sys-
tem offers some liveness guarantee about failure detection. Synchronous systems provide such a gua-
rantee thanks to the upper bounds on scheduling and message transfer delays (protocols use timeouts
to safely detect failures in bounded time). Asynchronous systems do not have such bounded delays,
but can be equipped with unreliable failure detectors. A failure detector associated with a site can
be seen as an “oracle” that gives it hints on sites or participants it suspects to have crashed. Failure

'We do not address in this study the NBAC problem in the context of real-time systems. In those systems deadlines
are attached to commitments. The interested reader can consult [9, 25].
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4 M. Raynal

detectors can be implemented by using timeouts but their suspicions can be erroneous (as the values
they use in timeouts cannot fit scheduling or message transfer delays as those are arbitrary!). Unde-
tected failures and false failure suspicions may cause degradation of performance. However, Chandra
and Toueg have shown in [4] that if these unreliable failure detectors satisfy some properties then they
provide the liveness guarantee we need to design protocols in unreliable asynchronous distributed sys-
tems. So, timeouts in synchronous systems (in this context they implement reliable failure detectors)
and unreliable failure detectors in asynchronous systems constitute building blocks offering the liveness
guarantee from which solutions can be designed. The use of such unreliable failure detectors in the
design of asynchronous NBAC protocols has been advocated and used for the first time by Guerraoui
and Schiper in [15, 16].

The paper is composed of seven sections. Section 2 exposes the differences between synchronous
and asynchronous systems and presents a model for distributed transactions. Section 3 addresses
crash failures and their detection in both types of system. Section 4 presents multicast communication
primitives used to disseminate information in distributed systems; these primitives will be used to get
solutions to the NBAC problem. Section 5 gives a specification of the NBAC problem for both types of
system and introduces a generic NBAC protocol. Instantiations of this protocol for synchronous and
asynchronous distributed systems are given in Sections 6 and 7, respectively. The design of the generic
protocol and of its instances follows the modular approach introduced by Babaoglu and Toueg in [1]
in the context of unreliable synchronous systems. This modular approach has been generalized by
Guerraoui and Schiper in [17] where they introduce a methodolgy to define very general Consensus
services in the context of unreliable asynchronous distributed systems.

Actually, this paper can be seen as a state-of-the-art introduction (based on previous works des-
cribed in [1, 4, 14, 16, 17, 19, 23]) to a class of agreement problems and fault-tolerance techniques for
distributed systems, with a special emphasis on the NBAC problem.

2 Distributed Systems and Transactions

2.1 Distributed Systems

A distributed system is composed of a finite set of sites interconnected through a communication net-
work. Each site has local memory and stable storage and executes one or more processes. To simplify
we assume there is only one process per site. Processes communicate and synchronize by exchanging
messages through channels of the underlying network. It is the multiplicity of sites connected through
a network that makes the system distributed.

A synchronous distributed system is characterized by upper bounds on message transfer delays,
process scheduling delays and message processing time. An embedded distributed system or a process
control system built on top of a local area network constitute examples of synchronous distributed
systems. In the following we will call § an upper time bound for message transfer delay + receiving
process scheduling delay 4+ message processing time. Such a value is a constant known by all sites of
the system.

Most real distributed systems are asynchronous in the sense that an upper bound &, such as the
previous one, cannot be established ([7]). So, asynchronous distributed systems are characterized by
the absence of such an a priori known bound; message transfer and process scheduling delays cannot
be predicted and are considered arbitrary. Systems covering large geographic areas or subject to
unpredictable loads that may be imposed by their users are basically asynchronous as no realistic upper
bound 4 can be a priori defined. Typically, open distributed systems are asynchronous. Some authors
call them time-free asynchronous systems ([8]) to insist on the absence of physical time bounds that
could be safely used by protocols executed on these systems. Such an absence makes some problems
much more difficult to solve in asynchronous systems than in synchronous systems. More importantly,
in presence of failures, some problems solvable in synchronous contexts can not be solved in purely
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asynchronous ones (see Section 3.3 and [11]), unless these systems (1) be run in a context in which they
satisfy some additional properties and (2) be provided with a minimal a priori “common knowledge”
that acts as a seed from which a distributed agreement can be obtained.

2.2 Transactions

In a distributed system a transaction can access shared data located at multiple sites. It is assumed
that each transaction is a unit of consistency in the following sense: executed alone and in the absence
of failures, a transaction transforms data from a consistent global state to another consistent global
state. A transaction ¢ is initiated at some site (the initiator) and involves other sites. All these sites
(including the initiator) constitute the set of participants associated with ¢ (we assume a participant
is implemented by a process). As indicated in the introduction, parallel execution of transactions is
managed by a concurrency control protocol that ensures that a parallel execution is equivalent to a
sequential one. As we focus only on the NBAC problem, we will consider in the following a single
transaction; thus transaction attributes such as its unique global identifier will be omitted.

Figure 1 describes the protocol associated with the execution of a transaction {; transis the type of
a message whose contents include the transaction body trans_body and the set of its participants ([1]).
This message is sent to each participant by the transaction initiator when the transaction execution
is started; this is expressed by a call to the multicast primitive multicast_1 ¢rans(trans_body, partici-
pants) (line 1) that will be instantiated in an appropriate way in synchronous and in asynchronous
systems. When it is delivered the {rans message, a participant performs local computations as defined
in trans_body and then prepares its vote. If it can locally commit to make the updates permanent it
votes YES; in the other cases (e.g., to solve a deadlock) it votes No. Then the participant enters the
NBAC protocol by calling the procedure nbac. The aim of this protocol is to provide the same outcome
decision to all participants so they uniformly commit or abort the transaction (see Section 5).

% The initiator executes %
(1) multicast_1 trans (trans_body, participants)

% All participants (including the initiator) execute %
upon delivery of trans (trans_body, participants) do
(2) perform operations requested by trans_body;
(3) if (able to make updates permanent)

then vote := YES

else vote := NO

fi;

(4) nbac (vote,participants)

Figure 1: Distributed Transaction Execution Model

3 Failures in Distributed Systems

3.1 Crash Failures

The underlying communication network is assumed to be reliable, i.e., it does not lose, generate or
garble messages. (It is shown in [13] that distributed systems with unreliable communication do not
admit solutions to the NBAC problem. This is the famous “Generals Paradox” described in [13].)

A site, or a transaction participant, can fail by crashing. Its state is correct until it crashes. A
participant that does not crash during the transaction execution is said to be correct; otherwise it is
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faulty. As we are only interested in commitment and not in recovery we assume that a faulty participant
does not recover. Moreover, whatever the number of faulty participants and the configuration of the
network, it is assumed that each pair of correct participants can always communicate.

3.2 Failure Detection in Synchronous Systems

In synchronous systems crashes can be easily detected by using timeout mechanisms. Each site has a
real-time local clock (If a site has a local clock whose drift rate with respect to real-time is p, then ¢
has to be replaced by (14 p)d in timeout delays to compensate the worst drift rate).

It is well-known that in such a context if a participant p does not receive from ¢ a response to a
message 26 time units after its sending, then it can safely conclude that ¢ crashed. Moreover, with
such a failure detection mechanism, as the network is assumed reliable, the following property holds:
before being notified of the failure of ¢ by the timeout mechanism, p will receive all the messages ¢
sent to it before crashing.

3.3 The Consensus Problem

This section defines the Consensus Problem ([21]) which is a fundamental problem is distributed sys-
tems (see [24] for a survey). This problem is far from being trivial in presence of failures. Solutions
to and use of this problem will be addressed in Section 3.4 and in Section 7, respectively.

Let us consider a set of processes that can fail by crashing. A non failed process is said to be
correct. Each process has an input value which it proposes to the other processes. The Consensus
Problem consists in designing a protocol such that all correct processes unanimously and irrevocably
decide on a common output value which is one of the input values. More precisely the four following
properties specify the Consensus Problem:

e Termination: Every correct process eventually decides some value.

e Integrity: A process decides at most once.

e Agreement: No two correct processes decide differently.

e Validity: If a process decides D, then D was proposed by some process.

The Uniform Consensus Problemis defined by the same Termination, Integrity and Validity conditions
plus the following Agreement property:

e Uniform Agreement: No two processes decide differently.

So, in the Uniform Consensus Problem, a correct process and a crashed process that decided just
before crashing, cannot decide differently. Uniformity is important for recovery. Let us consider a
process that decides and then crashes; if later this process recovers, then, thanks to the Uniform
Agreement property, this process will naturally agree with the other correct processes without viola-
ting the Integrity property.

Consensus and Uniform Consensus Problems abstract several important practical agreement pro-
blems (e.g., duplicated sensors processes which have to display a common output value).

Both problems have relatively simple solutions in synchronous distributed systems. Unfortunately,
this is not the case in asynchronous distributed systems where the most famous result is a negative
one: the so-called FLP result ([11]) states that it is impossible to design a deterministic protocol
solving the Consensus Problem in an asynchronous system even with only a single process crash
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failure. Intuitively this is due to the impossibility of safely distinguishing a very slow process from a
crashed process in an asynchronous context.

This impossibility result has motivated researchers to discover a set of minimal properties that,
when satisfied by an asynchronous distributed system, make the Consensus Problem solvable in this
system. Chandra and Toueg’s unreliable failure detectors ([4]) with Completeness and Accuracy pro-
perties, provide an answer to such a question (see the next section).

Remark. It is possible to design randomized protocols to solve the Consensus Problem. Such protocols
use random numbers and consequently are non-deterministic. For those protocols the Termination
property can only be ensured with probability 1 ([2, 22]).

3.4 Failure Detection in Asynchronous Systems

As noted in Section 2, delays for message transfer and process scheduling are arbitrary and cannot be
bounded in asynchronous systems. Thus, it is not possible to differentiate a transaction participant
that is very slow (due to a very long scheduling delay) or whose messages are very slow (due to long
transfer delays) from a participant that crashed. This simple observation shows it is impossible to
detect failures in a complete and accurate way in asynchronous distributed systems. Completeness
means a faulty participant will eventually be detected as faulty, while Accuracy means a correct
participant will not be considered as faulty?.

It is however possible to equip every site with a failure detector which gives it hints on sites it
suspects to be faulty. Such failure detectors can be implemented by suspecting participants that do
not answer in a timely fashion. These detectors are inherently unreliable as they can make mistakes
by erroneously suspecting a correct participant or by not suspecting a faulty one. In this context
Chandra and Toueg [4] have refined the Completeness and Accuracy properties of failure detection
and have shown that it is possible to solve the Consensus Problem in executions where unreliable
failure detectors satisfy some of these properties. These refinements are:

e Strong (Weak) Completeness : Eventually every faulty participant is permanently suspected by
every (some) correct participant.

o (Eventual) Weak Accuracy : (Eventually) There is a correct participant that is never suspected.

According to these properties, Chandra and Toueg have defined several classes of failure detectors.
For example the class of “Eventual Weak failure detectors” includes all the failure detectors that
satisfly Weak Completeness and Eventual Weak Accuracy. Completeness of failure detections can
be met by using timeouts as a faulty participant does not answer. But, as indicated previously,
Accuracy can only be approximate as, even if most messages are received within some predictable
time, an answer not yet received does not mean that the sender has crashed. So, as far as Accuracy
is concerned, implementations of failure detectors can only be “approximate” in purely asynchronous
distributed systems. Despite such “approximate implementations”, unreliable failure detectors offer
some guarantees to upper layer protocols as indicated by the following set of results ([4]).

e Results related to the Consensus Problem according to the number of correct participants. These
results provide a theoretical foundation to the following intuitive notion: for the Consensus
Problem to have a solution, the smaller the number of correct participants is, the stronger the
accuracy of failure detections has to be.

2For the failure detection problem, Accuracyand Completeness constitute its safety property and its liveness property,
respectively. Accuracyindicates the detection must be correct, i.e., only faulty processes must be detected (safety of the
detection), while Completeness means failures must be detected (liveness of the detection).
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R1. If at least one participant is correct, it is possible to solve the Consensus Problem in
executions where the underlying failure detectors satisfy Weak Completeness and Weak
Accuracy. A Consensus protocol for such executions is described in [4].

R2. If at least a majority of participants are correct, it is possible to solve the Consensus
Problem in executions where failure detectors satisfy Weak Completeness and Eventual
Weak Accuracy (i.e., in executions where eventually a correct process is no longer suspected
by the other correct participants). A Consensus protocol® for such executions is described
and proved correct in [4].

e Result on the class of failure detectors defined by the Weak Completeness and Eventual Weak
Accuracy properties.

R3. This class of failure detectors is the weakest that allows solutions to the Consensus Problem
([5]). Said another way, when Weak Completeness or Eventual Weak Accuracy properties
can not be ensured in an asynchronous system, then the Consensus Problem cannot be
solved in this system. These properties define precisely the frontier beyond which the
Consensus Problem cannot be solved.

R4. Any protocol that uses a failure detector belonging to this class can lose its liveness (i.e.,
it can not terminate) but will not lose its safety (i.e., if it gives a result, this result will be
correct) when the failure detector malfunctions by failing to meet its properties (e.g., by
not detecting a faulty participant or by repeatedly suspecting erroneously correct partici-
pants). If, after a period of malfunction, failure detectors meet again their properties for
a sufficiently long period, then the upper layer protocol will regain its liveness (e.g., it will
decide a value in the case of the Consensus Problem). This result is very important from

a practical point of view?.

4 Dissemination of Information in Distributed Systems

The definition of appropriate communication primitives constitutes a fundamental point in the design
of distributed systems. Among these primitives multicast is particularly important as it allows a
process to disseminate a message m to a set P = {py, pa, ..., pn} of processes. We consider here three
multicast primitives (see [1, 19] for in-depth study of such communication primitives).

Unreliable multicast: Multisend (m,P). Actually this primitive is a syntactical notation that
abstracts:

for each p € P do send(m) to p end do

where send is the usual point-to-point communication primitive. Multisend (m,P) is the simplest
multicast primitive®. Its main drawback lies in the fact it is not fault-tolerant: if the sender crashes
after having sent m to a subset P’ of P, then all processes belonging to P but not to P’ will not be
delivered the message m.

3 Appendix A2 gives a sketch of these two protocols.

*This means that if timers are appropriately set and the system stabilizes during a sufficiently long period, the
properties required by “Eventual Weak failure detectors” are satisfied. In such cases protocols using those failure
detectors will deliver their results in finite time ([10]).

® Communication primitives similar to Multisend (m, P) have been used in the V-kernel ([6]) and in the Parallel Virtual

Machine package PVM ([12]).
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Reliable multicast in asynchronous systems: AS_Rel_Multicast(m,P). The aim of this primitive
is to reliably send a message m to all processes of P in an asynchronous system. Basically it adds
an “all-or-none atomicity” property on deliveries to the Multisend primitive. This property is usually
called Uniform Agreement. More formally this primitive is defined by the following set of properties:

o Termination: If a correct process multicasts a message m to P, then some correct process of P
eventually delivers m (or all processes of P are faulty).

e Validity: if a process p delivers a message m, then m has been multicast to a set P and p belongs
to P (there is no spurious message).

o [nlegrity: A process p delivers a message m at most once (no duplication).

o Uniform Agreement: If any (correct or not) process of P delivers message m, then all correct
processes of P deliver m.

This primitive can be easily implemented in asynchronous systems where partitions are eventually
repaired. When a process receives a message m for the first time, it first forwards m to the other
processes of P and only then considers m’s delivery. It is easy to see this protocol guarantees Uniform
Agreement as, if a message m is delivered to a process that crashed after the delivery, this process
has forwarded m before. The forwarding can be done by using the underlying network primitive (e.g.,
by repeatedly using a simple point-to-point send primitive to send a copy of the message to each
destination process). Interested readers may consult [19] for specifications of reliable multicast and
broadcast primitives and [19, 17] for efficient implementations.

Reliable multicast in synchronous systems: S_Rel_Multicast(m,P). This primitive sends relia-
bly a message m to a set of processes P in a synchronous system; it is defined by the four previous
properties (Termination, Validity, Integrity and Uniform Agreement) plus the following one:

e Timeliness: There is a time constant A such that, if the multicast of m is initiated at real-time
T, then no process delivers m after THA.

The implementation of this primitive is similar to the previous one. Let f be the maximum number of
processes that may crash; § is the a priori known upper bound defined in Section 2.1. It is possible to
show that A = (f+1)d. Several message- and time-efficient implementations of S_Rel_Multicast(m,P)
are described in [1].

Weakening reliable multicast. In some applications the last two previous reliable multicast pri-
mitives are stronger than necessary in the following sense. These applications require the same Termi-
nation, Validity and Integrity properties (plus Timeliness if the system is synchronous) but a weaker
Agreement. Only correct processes have to agree and so Agreement is no more Uniform ([19]):

e Simple Agreement: If a correct process of P delivers a message m, then all correct processes of
P deliver m.

5 The Non-Blocking Atomic Commitment Problem

5.1 Problem Definition

As described in the introduction the NBAC problem consists of ensuring that all correct participants
of a transaction take the same decision, namely commit or abort the transaction. If the decision is
COMMIT then all participants make their updates permanent; if the decision is ABORT then no change
RR n° 2973
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is operated on the data (the transaction has no effect). The comMmIT/ABORT value of the outcome
of the NBAC protocol depends on the votes of participants and on failures. More precisely the NBAC
problem is defined by the following set of properties.

e Termination: Every correct participant eventually decides.

e Integrity: A participant decides at most once.

Uniform Agreement: No two participants decide differently.

Validity: If a participant decides coMMIT then all participants have voted YES.

plus a Non-Triviality property.

The aim of the Non-Triviality condition is to eliminate “non-expected” solutions in which the
decision would be independent of votes (e.g., always deciding on ABORT) and of failure scenarios. If
all participants voted YEs and “everything went well” the decision must be commIT. The sentence
“everything went well” is related to failures. As failures can be safely detected in synchronous systems,
the Non-Triviality property for these systems is ([18]):

e S-Non-Triviality: If all participants vote YES and there is no failure then the outcome decision
is COMMIT.

As in asynchronous systems failures can only be suspected, possibly erroneously, this condition
has to be weakened for the problem to be solvable ([14]). So, for these systems the Non-Triviality
becomes:

e AS-Non-Triviality: If all participants vote YES and there is no failure suspicion then the outcome
decision is COMMIT.

As we can see, the uncertainty inherent to asynchronous distributed systems (does a suspicion
indicate a failure?) does not exist in synchronous systems where timeout mechanisms always allow
complete and accurate failure detection.

5.2 A Generic NBAC Protocol

This section describes a generic protocol for the NBAC problem. As indicated in the Introduction,
this protocol follows the modular approach advocated in [17]. It is described by the procedure nbac
(vote,participants) introduced in Section 2.2. Each participant that has not crashed when it arrives
at line 4 of Figure 1 calls this procedure with its vote and the set of participants as parameters.
This procedure is described in Figure 2. It uses three generic statements (multicast_2, exception,
propose) whose instantiations are specific to synchronous or to asynchronous distributed systems. Each
participant has a variable outcome that will locally indicate the final decision (COMMIT or ABORT) at
the end of the protocol execution.

A participant p first sends its vote to all participants (including itself) by using the multicast_2
statement (Figure 2, line 1.1). Then p waits until®: (1) either it has been delivered a vote NO from a
participant (line 2.1) or (2), it has been notified of an exception concerning a participant ¢ (lines 2.2)
or (3) it has been delivered a vote YES from each participant (line 2.3). At line 2.2 the notification
exception(g) concerns ¢’s failure and will be instantiated in an appropriate manner in each type of
system. Finally, according to the votes and the exception notifications it received, the participant p

®Such a use of the wait statement (on an or of several conditions) has been abstracted in [17] under the name filter
and used as a building block to implement very general Consensus Services.
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executes the statement outcome:= propose(z) (lines 3.1-3.5) with coMMIT as the value of the parameter
z if a vote YES has been received from all participants, and ABORT in all other cases.

In this protocol the control is distributed ([23]): each participant sends its vote to all participants
and there is no main coordinator. When compared to a central coordinator-based protocol, it requires
more messages but less communication phases and so, reduces latency.

procedure nbac (vote,participants)
begin
(1.1) multicast2 (vote, participants);

% the message is sent to all participants, including its sender%
(2.1) wait ( (delivery of a vote NO from a participant)
(2.2) or (3 q € participants: exception(q) has been notified to p)
(2.3) or (from each q € participants: delivery of a vote YES)
(2.4) )i
(3.1) case
(3.2) a vote NO has been delivered — outcome := propose (ABORT)
(3.3) an exception has been notified» outcome := propose (ABORT)
(3.4) all votes are YES — outcome := propose (COMMIT)
(3.5) end case
end

Figure 2: A Generic NBAC Protocol

6 A Protocol for Synchronous Systems

6.1 The Protocol

Table 1 gives instantiations for the four generic statements, multicast_1 (Figure 1), multicast_2, excep-
tion and propose (Figure 2), that provide a NBAC protocol for synchronous systems. The resulting
protocol is described by the procedure S_nbac (Figure 3) executed by each correct participant that
received the trans message.

‘ Generic Statement ‘ Instantiation ‘ See Comment ‘

‘ multicast_1 ‘ Multisend ‘ SC1 ‘
multicast_2 S_Rel_Multicast S_C2
exception timer expiration S C3
propose () T S-C4

Table 1: Instantiations for Synchronous Systems

S_C1 In a synchronous system it is not necessary that the primitive multicast_1 used in Figure 1 be
reliable, as a correct participant can detect the crash of the sender by using a timer.

S_C2 S_Rel Multicast ensures that if a correct participant is delivered a vote sent at time 7', then all
correct participants will deliver this vote by time 1"+ A.

S_C3 As in a synchronous system the crash of a participant ¢ can be safely detected, the exception
associated with ¢ is raised if ¢ crashed before sending its vote. This is implemented by using a
RR n°2973



12 M. Raynal

single timer for all the possible exceptions (there is one possible exception per participant): p
sets a timer to § + A when it sends its vote (with the S_Rel_Multicast primitive); if the timer
expires before a vote from each participant has been delivered, then p can safely conclude that
participants from which votes have not been delivered have crashed”.

S_C4 In this case the function propose is simply the identity function, i.e., propose(z)=z; so outcome
:= propose(z) is instantiated by outcome := z.

procedure S_nbac (vote,participants)
begin
(1.1) S_Rel_Multicast (vote,participants);

(2.0) set timer to § + A;

(2.1) wait ( (delivery of a vote NO from a participant)

(2.2) or (timer expiration)

(2.3) or (from each g € participants: delivery of a vote YESs)
(2.4) )i

(3.1) case

(3.2) a vote NO has been delivered — outcome := ABORT

(3.3) the timer expired — outcome := ABORT

(3.4) all votes are YES — outcome := COMMIT
(3.5) end case

end

Figure 3: A NBAC Protocol for Synchronous Systems

6.2 Why Does it Work?

The protocol described in Figure 3 satisfies the five conditions defined in Section 5.1 and consequently
solves the NBAC problem in synchronous systems.

e Termination: direct consequence of the use of timers (lines 2.0,2.2). No participant waits more

than & + A.

e Integrity (a participant decides at most once): follows directly from the protocol structure.
e Validity (if a participant decides comMmIT, all voted YES): follows directly from line 3.4.

e S-Non-Triviality: follows from the fact that if no participant crashes then all participants send
their votes which are delivered to a participant p before p’s timer expires (see SC_3). It follows
that if all votes are YEs, p’s outcome is coMMIT (line 3.4).

e Uniform Agreement (no two participants decide differently). Suppose two participants decide
differently: the outcome of p is cOMMIT while the outcome of ¢ is ABORT. It follows that p
decided at line 3.4 (with all votes being YEs) and ¢ decided at line 3.2 or 3.3. It is not possible
for ¢ to decide at line 3.2 as any participant sent the same vote (namely YES) to p and ¢. So ¢
decided at line 3.3, because its timer expired. This means ¢ did not receive a vote from some
participant r by 6+ A after setting its timer. But in the worst case r has been delivered the trans

"This is because (1) 6 is an upper bound for the time elapsed between the start of the transaction (sending of the
trans (, ) message, Figure 1) and the sending of its vote by a participant and (2) A is an upper bound for the time
elapsed between the sending of its vote by any participant p and the corresponding delivery by any participant g.
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message (Figure 1) 6 time units after it has been delivered at ¢. So, as (1) p has been delivered
a vote from r (whose value is YEs), (2) the Uniform Agreement property of the S_Rel_Multicast
primitive used by r to send its vote and (3) the delivery upper bound A associated with this
primitive, it follows that ¢ has been delivered the vote of r before its timer (initialized to 6 + A)
expired. A contradiction.

7 A Protocol for Asynchronous Systems

7.1 The Protocol

Table 2 gives the four instantiations that provide a NBAC protocol for asynchronous systems. This
protocol is described by the procedure AS_nbac (Figure 4) executed by each correct participant.

‘ Generic Statement ‘ Instantiation ‘ See Comment ‘

‘ multicast_1 AS_Rel_Multicast ‘ AS C1 ‘
multicast_2 Multisend AS_C2
exception Jailure suspicion AS C3
propose (z) Unif_-Cons(zx) AS_C4

Table 2: Instantiations for Asynchronous Systems

AS_C1 In order all correct participants start the AS_nbac procedure (and so, execute the Unif-Cons
protocol, see AS_C4) multicast_1 is instantiated by the AS_Rel Multicast primitive.

AS_C2 If a participant crashes during the execution of Multisend it will be suspected by any failure
detector that satisfies the Completeness property.

AS_C3 When the failure detector associated with participant p suspects (possibly in an erroneous way) a
participant ¢ has crashed, it raises the exception associated with ¢ by setting a local boolean flag
suspected(q) to the value true®. Note that if failure detectors satisfy the Completeness property,
then all participants that crashed before sending their vote will be suspected (This observation
will be used to show the protocol terminates).

AS_C4 The function propose is instantiated by any sub-protocol solving the Uniform Consensus problem
(see Section 3.3). Let Unif-Cons be such a protocol; it is executed by all correct participants®.
As indicated in Section 3.3 (R1, R2), two such protocols based on failure detectors are described
in [4]. When there are neither failures nor failure suspicions, the protocol working with the
assumptions described in R2 requires 3(n-1) messages plus an AS_Rel_Multicast to provide the
set of participants with a decision value.

Actually the protocol described in Figure 4 “reduces” the NBAC problem to the Uniform Consensus
problem. This means that, in asynchronous distributed systems, if we have a solution for the Uniform
Consensus problem, we can use it to solve the NBAC problem ([14]). Schiper and Guerraoui have been
the first to propose such a reduction; in [16] they introduced and advocated the use of Consensus
protocols to ensure proper termination of asynchronous NBAC protocols.

8Note that the boolean flag suspected(q) can alternate between true and false according to the current state of the
suspicion made about ¢ by the failure detector associated with p, ¢.e., failure suspicions are not necessarily stable.

It is important to note that all correct participants must propose a value for the protocol Unif-Cons to terminate;
this is ensured when all correct participants start the AS_nbac procedure (hence AS_C1) and failure detectors satisfy the
Completeness property.
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7.2

procedure AS_nbac (vote,participants)

begin

(1.1) Multisend (vote,participants);

(2.1) wait ( (delivery of a vote No from a participant)

(2.2) or (3 q € participants: suspected(q))

(2.3) or (from each q € participants: delivery of a vote YES)

(2.4) );

(3.1) case

(3.2) a vote NO has been delivered — outcome := Unif_Cons (ABORT)
(3.3) a participant has been suspectedoutcome := Unif_Cons (ABORT)
(3.4) all votes are YES — outcome := Unif_Cons (COMMIT)
(3.5) end case

end

Figure 4: A NBAC Protocol for Asynchronous Systems

Why Does it Work?

The AS_nbac protocol satisfies the five properties defining the NBAC problem in asynchronous distri-
buted systems.

7.3

Integrity (a participant decides at most once): follows directly from lines 3.2-3.4.

Validity (if a participant’s outcome is COMMIT, then all votes are YES): results from line 3.4. The
output of the Unif Cons protocol can only be coMMIT if it was proposed by some participants
(Validity property of Uniform Consensus), i.e., if this participant has been delivered a vote YES
from all participants.

Uniform Agreement (no two participants decide differently). For all participants that launch
Unif_Cons, Uniform Agreement of the protocol follows from the Uniform Agreement property
of the Unif Cons protocol which stipulates that the result is the same for all participants that
execute it.

AS-Non-Triviality. If all participants vote YES and no participant is suspected, then all execute
the Unif -Cons protocol with coMMIT as input value. From Uniform Agreement and Validity
properties of the Uniform Consensus, the result of the Unif Cons protocol will be coMMIT and
all participants will decide COMMIT as outcome.

Termination. Because the trans message is sent with the AS_Rel Mullicast primitive, it is delive-
red at all correct participants and consequently they execute AS_nbac. As indicated in Section
3.3, Termination relies on the Completeness of the underlying failure detectors. Assume they
satisfy Strong Completeness (i.e., a crashed participant is eventually suspected by every cor-
rect participant; as indicated in Section 3.3 this property can be ensured by the simple use of
timeouts). From this property and reliability of the communication network, it follows that a
correct participant p either receives a vote from ¢ or suspects it. So the wait statement (line
2.1-2.4) terminates for each correct participant. Then, due to the Termination property of the
Uniform Consensus sub-protocol, all correct participants eventually decide.

Early Deciding

From the validity condition of the NBAC problem one can conclude that, if a participant ¢ votes NO,
then the final decision will inevitably be ABORT; actually, NO is absorbent and systematically entails
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an ABORT decision!®. Thus, a participant p receiving a vote NO can immediately decide outcome :=
ABORT. Let us consider another participant r (r # p). Three scenarios are possible for r: (1) r is
delivered the vote No from ¢; (2) ¢ crashes before sending its vote to r; (3) r suspects ¢ before being
delivered its vote. In cases (2) and (3) r will launch Unif-Cons (ABORT) (Figure 4, line 3.3). As p
does not know which scenario does occur at r, and as all correct participants must propose a value for
the Uniform Consensus to terminate, it follows that p has to participate in the Uniform Consensus.
So, line 3.2 can be replaced by:

(3.2.0) a vole NO has been delivered —

(3.2.1) begin outcome := ABORT
(3.2.2) launch a thread executing Unif-Cons (ABORT)
(3.2.3) end

Line 3.2.1 allows p to decide as early as possible. Line 3.2.2 ensures all correct participants will
decide (namely ABORT). Instead of launching a thread, other solutions can be envisaged; e.g., using
the AS_Rel Multicast primitive defined in Section 4 to disseminate the ABORT decision to all the
participants; such a protocol is described in [16].

8 Conclusion

This paper addressed the Non-Blocking Atomic Commitment problem in the context of synchronous
and asynchronous distributed systems where transaction participants can fail by crashing. While
failures can be safely detected in synchronous systems by using timeout mechanisms (i.e., a failure
notification indicates a failure occurrence), failures can only be suspected, sometimes erroneously, in
asynchronous systems. Such an uncertainty about the occurrence of failures is one of the main and
most difficult problems encountered in asynchronous distributed systems. In this context, Chandra
and Toueg’s characterization of classes of unreliable failure detectors (based on Completeness and
Accuracy properties) constitute an important conceptual tool to face this uncertainty and to solve
fault-tolerance related problems in asynchronous systems.

A generic protocol to solve the NBAC problem has been introduced and instantiations of its ge-
neric statements have been provided for both types of distributed systems, namely synchronous and
asynchronous. These instantiations have shown that timeout, multisend and reliable multicast commu-
nication primitives, unreliable failure detectors (with appropriate properties) and Uniform Consensus
are basic components for fault-tolerance in distributed systems. From this point of view this paper
can be seen as an introduction to these components. In the presence of process crash failures, the
first important lesson is given by the generic statement propose: (1) in a synchronous system a correct
participant can locally take a consistent decision when a timer expires, while (2) in an asynchronous
system, it has to cooperate with the others in order to decide in a consistent way. The second im-
portant lesson is given by failure detectors; they allow to precisely characterize the set of executions
in which the NBAC problem can be solved in purely asynchronous systems: Weak Completeness and
Eventual Weak Accuracy (Section 3.4) delineate the precise frontier beyond which the Consensus
Problem cannot be solved ([5]).

This paper referred to definitions and theoretical notions [5, 14, 19]. It seems important those no-
tions be known as soon as one is interested in understanding and mastering the difliculty introduced
by the detection of failures in distributed systems. These notions will be helpful to researchers and

0Note that the set of all votes equal to YES is not absorbent. This is because, in that case, when no participant is
suspected by another one then the final decision will be cOMMIT, but when a correct participant is suspected by another
participant then the final decision can be either COMMIT or ABORT. Let us consider a participant p that received a vote
YES from all other participants; as it does not know whether some correct participant ¢ is suspected by another one r, p
cannot unilaterally conclude that the decision value will be cOMMIT.
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engineers to state the precise assumptions under which a given problem, either theoretical or prac-
tical, can be solved. Actually, the behavior of reliable distributed applications run on asynchronous
distributed systems should be predictable in spite of failures. These notions constitute a promising
step towards this direction.
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Appendix Al: The Two Phase Commit Protocol can Block

A coordinator-based Two Phase Commit Protocol obeys the following message exchange. The coordi-
nator requests a vote from each transaction participant and waits for their answers. If all participants
vote YES then the coordinator returns the decision comMIT; if a participant voted NO or failed, the
coordinator returns the decision ABORT.

Consider the following failure scenario ([1]). Participant p; is the coordinator and pg, ps, ps and ps
are the other transaction participants. The coordinator p; sends a vote request to all participants in
order to get their votes. Suppose answers from py and ps are YES. According to the set of answers it
receives, the coordinator p; determines the decision value D (COMMIT or ABORT), sends it to py an ps,
but crashes before sending it to py and ps. Moreover p; and ps crash just after receiving the decision
value D. It follows that participants ps and ps are blocked: they cannot know the decision value as (1)
they voted YES and (2) py, p2 and ps have crashed (they cannot communicate with one of them to get
the decision value D). It is important to note that py and ps cannot force a decision value as the forced
value could be different from D. So, p4 and ps5 are blocked till one of the crashed participants recovers.
That is why the basic Two Phase Commit protocol is blocking: non-failed participants cannot always
progress because of failure occurrences.

Appendix A2: Overview of Chandra-Toueg’s Consensus Algorithms

Chandra and Toueg define two consensus protocols in [4]. The first one assumes a failure detector that
satisfies strong completeness and weak accuracy. This protocol tolerates up to n-1 faulty processes. It
proceeds in n-1 phases. At each phase each correct process p; broadcasts to the others the new values
it received during the preceeding phase (it broadcasts its initial value v; during the first phase). The
strong completeness property ensures termination of the protocol while the weak accuracy property
guarantees that all correct processes will receive the value of the process that is never suspected. From
these two properties the protocol builds the required agreement.

The second protocol assumes (1) a failure detector that satisfies strong completeness and eventual
weak accuracy and (2) a majority of correct processes. It is based on the rotating coordinator paradigm
and it proceeds in asynchronous rounds. All processes have a priori knowledge that during round r
the coordinator is the process p. where ¢ = (r mod n) + 1. When p; is the coordinator (so we are at
round r with ¢ = (r mod n) + 1) it tries to establish a consensus value in the following way:

e p; gathers values from a majority of processes (phase 1 of round r), defines an estimate value
from the values it received and broadcasts this estimate value to all the other processes (phase
2 of round r).
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e During round r, after having sent a value to the current coordinator p;, a process p; waits to
receive an estimate value from p;. if it receives one, it sends back an ack to p; (phase 3 of round
r). If it suspects p; to be faulty, it sends back a nack to p; (phase 3 of round r) and it proceeds
to round r + 1.

e The coordinator p; waits to receive an ack or a nack from a majority of processes. If it received
an ack from a majority of processes, it reliably broadcasts (with the AS_Rel Multicast primitive)
the estimate value to all processes (phase 4 of round r).

The protocol ensures consensus by guaranteing that once a majority of processes have adopted
(by sending an ack) an estimate value proposed by a coordinator then this value becomes “locked” in
the sense no other decision value is possible. The protocol terminates after the first round in which
the coordinator is correct and is not suspected by a majority of correct processes. In the particular
case where there are neither failures nor failures suspicions, the decision value is obtained at the end
of the first round (in that case 3 x (n — 1) messages and an execution of AS_Rel_Multicast are used).
The interested reader will consult [4] where these protocols are detailed, proved an used to build more
sophisticated protocols.
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