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Abstract: Application generators have been demonstrated as a successful approach to achieving software
reuse and typically yields higher productivity gains than methods such as component-based reuse. Despite
their advantages, industrial software developers are reluctant to adopt these methods due to the lack of tools
for constructing generators.

This paper presents a framework for the development of application generators. This framework provides a
structured design approach and automatic tools for design. The framework consists of a two level design process:
The first level is the identification of operations that expresses the fundamental computations of the application
domain. The second level is the design of a domain-specific language which allows one to express variations
within a family of applications. The domain-specific language is implemented in terms of the operations defined
by the first level. We show that the uniform application of partial evaluation enables automatic application
generation from a micro-program to its implementation. This framework has been developed in the context of
real applications in areas such as Internet services and digital television, and is being developed in conjunction
with industrial partners.
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Un Cadre Général pour le Design de Générateurs d’Applications

Résumé : Les générateurs d’applications sont une approche trés prometteuse pour la réutilisation logicielle.
En particulier, ils apportent des gains de productivité supérieurs aux méthodes basées sur la réutilisation de
composants logiciels. Cependant, malgré ses avantages, I'industrie du développement logiciel rechigne & adopter
cette approche du fait de "absence d’outils d’aide pour la construction de générateurs d’applications.

Ce rapport présente un cadre général pour le développement de tels générateurs. Nous décrivons comment
structurer le design des générateurs d’applications et quels outils automatiques employer pour leur construction.
Le premier niveau consiste a identifier le noyau des opérations fondamentales du domaine d’applications. Le
second niveau est le design d’un langage dédié qui permet d’exprimer des variations a l'intérieur d’une famille
d’applications. Un micro-programme dans ce langage dédié est implémenté & 1’aide des opérations définies
dans le premier niveau. Nous montrons par ailleurs comment ’utilisation généralisée de I’évaluation partielle
permet la génération automatique d’une application, partant d’un micro-programme pour fournir finalement
une implémentation.

Ce cadre général a été développé dans le contexte d’applications réelles dans des domaines comme les services
sur Internet et la télévision digitale. Son développement se poursuit en collaboration avec des partenaires
industriels.

Mots-clé : Langages Dédiés, Générateur d’Applications, Réutilisation, Evaluation Partielle
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1 Introduction

Our framework for the development of application ge-
nerators is structured into two levels. The first level
is based on well established ideas of generic compo-
nents [14, 4], which have desirable characteristics for
reuse and structured design. This level of the frame-
work consists of the definition of an abstract machine,
where operations of the abstract machine can be vie-
wed as generic components. Abstract machines are a
well understood concept from programming languages
[12] that have several advantages discussed in section
4, such as providing an abstraction to multiple imple-
mentations.

Given the definition of an abstract machine, which
defines a collection of operations suitable for building
applications within a domain, the next step is to pro-
vide a method of composing operations to form an
application. Composing these operations through the
use of a glue language can be cumbersome and similar
applications will often share a similar structure. Our
approach consists of using a domain-specific language,
as an interface to the abstract machine. Thus, the se-
cond level of our framework is the definition of a micro-
language. The micro-language represents an interface
to the abstract machine that, among other things, al-
lows reuse among similar applications and can be used
by non-programmers.

The result of this two-level framework is a struc-
tured approach to the development of an application
generator. An application generator is a software com-
ponent that generates a family of applications within
a domain. A domain represents a class of applica-
tions with similar characteristics and functionality. A
micro-language can be seen as a restricted domain-
specific language which expresses this variation in na-
tural terms of the domain. A micro-program specifies
an instance of the class of applications represented by
the micro-language, and a generator is used to auto-
matically generate an implementation of an instance
from this specification. Thus, the application genera-
tor technology is reused each time a new instance is
created.

Our framework uses automatic program transforma-
tions to translate a specification, written in the micro-
language, into an eflicient implementation. The gene-
ration process occurs by mapping a micro-program in
the micro-language into operations within the abstract
machine, which are themselves mapped into an opti-
mized implementation. This mapping process is au-
RR n° 3005

tomated through the use of partial evaluation [6, 10].
Partial evaluation is a program transformation which
specializes a program with respect to know values of
some of its input.

Domain-specific languages and application genera-
tors are both well recognized approaches [3]. They
represent a flexible form of reuse that not only allows
the reuse of the implementations of abstract functio-
nal units, as in the component-based approaches, but
also allows the reuse of how these functional units are
combined to form a complete system [5]. The only li-
mitation in the amount of design knowledge that can
be reused by an application generator is the ability to
express that knowledge as an algorithm. Furthermore,
application generators allow this knowledge to be reu-
sed by non-programmers because the domain-specific
language can provide an interface to the domain-user
in familiar notations.

Despite these features which make them a good ap-
proach to reuse, application generators have limited
applicability. The applicability of generator techno-
logy is determined by its technical feasibility, as well
as development costs. The development costs of gene-
rators can be considerably more than the development
of an individual application, and must be compared
with the long term benefits of reuse. Thus, the criti-
cal decision to use generator technology is based on its
development costs.

The overall goal of this work is to reduce the effort
of generator development. We can summarize our ap-
proach as follows. Application generator design is de-
composed into two levels, the design of an abstract ma-
chine and a micro-language. Each of these can be com-
posed from smaller building blocks to provide further
reuse. The complete generation process is achieved
through the application of partial evaluation in order
to map an application specified in the micro-language
to an abstract machine program, and mapping this re-
sult to an implementation.

Our work contributes to the design of application ge-
nerators by providing a structured two-level approach
to design, providing a complete path from micro-
languages to implementation reusing component-based
technology, the uniform use of partial evaluation for
automatic program transformation, and the use of a
component model to compose and extend application
generators.

The following section presents some background on
partial evaluation. This is followed by an example that
will be used in the following sections, which elaborate
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on the two level framework and the application of par-
tial evaluation. The final two sections give a summary
of related work and some conclusions.

2 Background

This section presents the background of our approach
to program specialization. Program specialization is
the process of transforming a general program into one
that is more specific, customizing it in some way. In
our approach we utilize partial evaluation [6, 10], a well
established technique of program specialization. Par-
tial evaluation has been successfully applied in many
application areas including operating systems [13], and
computer graphics [8].

Partial evaluation is a program transformation
which specializes a program with respect to some
known inputs by performing as many computations as
possible that only depend on the known input. The
process of partial evaluation is well suited to each phase
of our framework because each phase involves the ins-
tantiation of a general component into a specific one.

3 A Working Example

In this section we describe an example that will be
used in the following sections to give some concrete
context to the framework. The example concerns the
development of the control process of a vending ma-
chine. Although there are many different kinds of ven-
ding machines, for diverse applications, they all have
very similar structures. These similarities makes it a
suitable application for the use of an application gene-
rator. In practice we are applying our approach to real
scale applications in collaboration with our industrial
partners.

In this example, a vending machine is defined to
be a machine that provides a certain service, which is
to sell some merchandise selected by the buyer. The
vending machine architecture considered consists of a
stock unit, an input unit, a coin unit, optionally a dis-
play unit, and a central control process. The central
control process controls the actions of each unit by sen-
ding and receiving messages. The following sections
elaborate on the two levels of the proposed framework,
and how they are applied to the development of this
example generator for vending machine control pro-
cesses.

4 Abstract Machines

The first level in the design process of our framework
is the definition of an abstract machine, which cap-
tures the fundamental operations that underly the de-
sign of applications within the domain. An abstract
machine can be simply defined as a collection of ope-
rations which operate on an explicitly defined state.
The use of abstract machines is a natural progression
from established reuse practices. Starting from the
idea of highly parameterized subroutines, one might
consider these to be generic components or operations
to provide a level of abstraction. This level of abstrac-
tion provides insulation between the definition of the
operation and an implementation. Given the context
of a domain-specific solution, it then seems reasonable
that for a given domain, we can define a collection of
related operations that cooperate to accomplish some
goal. Finally, by introducing an explicit state, we have
an abstract machine model. The introduction of an
explicit state provides a means of reasoning about the
operations and how they interact.

The question to consider now is given an abstract
machine how can the operations of the abstract ma-
chine be mapped into an efficient implementation? Fi-
gure 1 depicts the complete process of application ge-
neration in our framework. Parts A and B of the figure
correspond to the two levels of the framework, and part
B indicates how this mapping from an abstract ma-
chine to an efficient implementation takes place. The
figure shows that given an abstract machine implemen-
tation and an abstract machine program as input to
a program specializer, we can generate an implemen-
tation. The implementation of the abstract machine
is, of course, simply a highly parameterized library.
This library can be considered a kind of generic “pro-
gram”, in the sense that it defines the implementation
of every possible abstract machine program, whereas
the implementation of an abstract machine program is
one specific instance of this. Thus, this situation pre-
cisely corresponds to what a program specializer does,
transform a general program into a more specific one
based on some context. In this case, specialization is
with respect to the abstract machine program. The
result of program specialization yields an efficient pro-
gram which is optimized with respect to the abstract
machine program; it can also optimize inefliciencies in-
troduced by the boundaries between operations.

There are many advantages to this approach. One
of these advantages is the opportunity to have many

INRIA
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Figure 1: Application generation process

State:
coins array of (message, value)

paid : value

Operations:

-- CHARGE : Accepts coin messages until
-- the amount requested is paid.
charge value

-— GUARD : Ezecutes the list of
-- operations, if the message has
-- been received.

guard message, operation_list

Figure 2: Abstract machine definition fragments.
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implementations of a single abstract machine. Each
different implementation could also be in a different
language. Another benefit is that abstract machines
provide a well understood model that can be used to
reason about the defined operations. Being able to rea-
son about operations in this way will enable the abi-
lity to verify certain properties about micro-programs,
or derive other properties like time complexities. The
abstract machine model also provides the right level
of decomposition to increase reuse of the abstract ma-
chine [16].

Figure 2 shows some fragments of an abstract ma-
chine for the vending machine example. This definition
shows how a state is explicitly defined and what the
operations of an abstract machine might be. Notice
that while these operations are specific to the domain
of vending machine software, they are very general wi-
thin this domain. The result being that they are sui-
table for use within any number of generators for the
vending machine domain, but are yet restricted enough
that it is still possible to reason about them. The se-
cond aspect to notice is that the operations are imple-
mentation oriented. For example, the guard operator
is used to wait for the buyer to make a selection, which
is indicated by a message being received by the input
unit. This operation does not express “what” is being
done, i.e. waiting for a selection, but rather how that
is done, wait for a message then execute the operation
list. This aspect of the abstract machine is a funda-
mental difference from the micro-language, which is
described in the next section.

5 Micro-languages

The second level of the framework is the definition
of a micro-language using fundamental concepts that
can modeled by the operations of the abstract machine
in the previous level. The key difference between the
micro-language and the abstract machine is a micro-
program describes what an application does and an
abstract machine program describes how the applica-
tion operates. Since the micro-language is implemen-
ted by the abstract machine operations, the micro-
language can be viewed as an interface to the abstract
machine. This interface first provides an abstraction
to the micro-program designer, and second further res-
tricts the applications that can be expressed to a family
of similar applications. Figure 3 shows an example
micro-program that specifies a soda machine in the
example domain of vending machines. This example
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machine soda is
dime("coin0")=10
quarter('coinl'")=25
dollar("coin2")=100
coke("dispense0")
sprite("dispensel)
oj("dispense2")
services buy_coke("button0")=

send '"show 75",charge 75, dispense coke;
services buy_sprite("buttonl")=

send '"show 75" ,charge 75,

dispense sprite;

services buy_oj("button2")=

send '"show 60",charge 60, dispense 0j;
end machine;

coins
coins
coins
stock
stock
stock

Figure 3: Vending Machine Micro-program.

shows how the micro-language is written to express
programs in domain-specific concepts and has a res-
tricted semantics.

As in the previous section, the mapping from a
micro-program to an abstract machine program is
achieved through the application of partial evaluation
This process is depicted in part A of figure 1. The
implementation of the micro-language is expressed as
an interpreter, which uses the abstract machine ope-
rations (by calling the library which implements it).
As with the abstract machine, the interpreter can be
viewed as generic program that defines the behavior of
every possible micro-program. Therefore, partial eva-
luation is the right tool to use to generate an instance
of the interpreter that contains only the behavior of a
given micro-program.

Since the abstract machine defines all the compu-
tations that are required by applications of the do-
main and the interpreter uses these operations, then
excluding the calls to the abstract machine operations,
the computations performed by the interpreter are
only concerned with mapping concepts in the micro-
program into abstract machine operations. Therefore,
all the computation of the interpreter, except calls to
the abstract machine operations, will be eliminated by
partial evaluation because they depend only on the gi-
ven micro-program. This requires the designer to en-
sure that the interpreter and abstract machine are well
separated into their proper roles. However, there exists
a common analysis in partial evaluation that can rea-
dily be used to indicate to the designer if they are not

void service_list()

{
guard("button0", command_list_1);
guard("buttonl", command_list_2);
guard("button2", command_list_3);

}

void command_list_1()

{
send_message("show 75");
charge(75);
dispense("dispense0");

}

Figure 4: Specialized intrepreter fragments

properly separated and indicate where the problems
are in the interpreter. Fragments of the result of spe-
cialization of an interpreter for the vending machine
micro-program in figure 3 is shown in figure 4. In fact
the only remaining computations are calls to the abs-
tract machine operations. The list of services given in
figure 3 have been mapped into the service_list proce-
dure which invokes the guard operation for each pos-
sible selection, and the result of mapping the action
list performed when the buyer selects a coke is the
procedure command _list_1.

Another approach to this generation process would
be to use compilation technology. The choice to use
an interpreter with partial evaluation has two advan-
tages. First, experience shows that compilers are more
difficult to design and implement than interpreters. Se-
cond, the interpreter approach provides a rapid proto-
typing environment. The ability of rapid prototyping
together with the use of a domain-specific language al-
low a feedback point early in the generator design pro-
cess between the micro-language designers and users.
Micro-language users can easily understand example
micro-programs proposed by language designers and,
as well, can propose examples themselves because they
express domain concepts.

As there could be many implementations for an abs-
tract machine, the two level framework also provides
the possibility to have many micro-languages for one
abstract machine. Since the abstract machine can ex-
press a wide range applications within the domain and
the micro-language only a restricted subset of these, it

INRIA
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is useful to have multiple micro-languages. The use of
micro-languages that have a limited semantics has se-
veral advantages. The first advantage is the interpreter
design is simplified, and a second advantage is micro-
programs are simpler and thus easier to reason about.
Finally, the restricted semantics allows the possibility
to apply automated proof techniques that have been
developed for general purpose languages, but have had
limited success with general purpose languages due to
their generality.

6 Another Dimension of Reuse

This section presents another aspect of our framework
which is described in detail in [15]. In addition to
providing reuse with application generators, it is also
desirable to have methods of reuse for the generators
themselves. In order to provide this kind of reuse, both
abstract machines and micro-languages can be decom-
posed into components. An abstract machine com-
ponent is a collection of operations and their state. A
micro-language component defines a collection of lan-
guage features (e.g., integer expressions) which consists
of a definition of the syntax of the language features
and functions that can be used to interpret these lan-
guage features.

We have developed a model that gives the ability
to (1) compose components and to (2) extend compo-
nents. Component extension is performed by adding
new operations, and by removing, renaming, exten-
ding or replacing existing operations. This model has
been successfully applied to the construction of several
small, but interesting interpreters.

7 Related Work

One approach to the design of application generators
is the use of templates such as that found in [9]. The
approach taken in STAGE [5] is to use a metalanguage
which, based on the micro-program, generates various
code fragments. These techniques provide a lower level
view than techniques like DRACO [7], SDDR [2], and
AMPHION [11]. These systems require some type of
formal specification to build an application generator.
DRACO relies on the specification of transformations
from one domain-language to another in a hierarchy of
languages, where as SDDR uses a formal definition of
the domain-language semantics. AMPHION is similar
to our framework in that application generation is the
RR n’ 3005

generation of subprogram calls to a domain-specific li-
brary. However, they use automated theorem proving
techniques to derive a series of subprogram calls, and
require user provided proof tactics.

GenVoca [1] advocates a methodology of software
generator design that consists of assembling domain-
specific components, and also uses partial evaluation
to optimize between boundaries of these components.
In their methodology the components being assembled
are software subsystems where our approach is to com-
pose abstract machine operations. In their approach
compositions are generated from interconnection like
languages. Our work extends this aspect by treating
more general domain-specific languages.

8 Conclusion

In this paper we have presented a framework for the
development of application generators, and shown how
the uniform application of partial evaluation techno-
logy can be used to drive the generation process and
simplify design. The framework is structured into to
levels, an abstract machine, and a micro-language.
The design process can be summarized as: First, de-
fine an abstract machine which captures the funda-
mental operations that underly the design of appli-
cations within the domain. Second, define a micro-
language using the fundamental concepts that are used
to specify an application within a family of applica-
tions. Third, implement an interpreter for the micro-
language using the fundamental operations defined by
the abstract machine. Finally, implement the abstract
machine operations.

The resulting generation process is, using partial
evaluation, map an application specified in the micro-
language to an abstract machine program, and then
map this result to an implementation.

The contributions of the framework presented in this
paper are as follows:

e A structured approach to generator design.

e A complete path from micro-language to gene-
ric components (abstract machine) to implemen-
tation.

e The uniform application of partial evaluation
which automates the generation process.
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