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Méthode d’Arnoldi-Faber pour les problemes aux valeurs
propres non hermitiens de grande taille
Résumé : Nous proposons une méthode de type Arnoldi redémarrée avec des polynomes de Faber
et discutons son utilisation pour calculer les valeurs propres de plus grandes parties réelles de matrices

non hermitiennes de grande taille. Nous testons la méthode obtenue sur des problémes pratiques qui
montrent sa supériorité par rapport a 1’accélération par des polynomes de Chebyshev.

Mots-clé : espaces de Krylov, Arnoldi par bloc, polynome de Faber, Schwarz-Christoffel



1 Introduction

The Arnoldi-Chebyshev method [29, 14, 17, 31, 18] constitutes one of the more attractive acceleration
techniques for computing the right-most eigenvalues of large matrices. The idea behind this technique is
to start with the popular Arnoldi method [1] which approximates the outermost part of the spectrum of
the matrix [28], and then restart the Arnoldi process, after a small number of iterations, using polynomials
that amplify the components of the required eigendirections while dumping those in the unwanted ones.

The algorithms discussed in the above mentioned references assume that the unwanted eigenvalues
lie in an ellipse symmetric with respect to the real axis if the matrix is real as in [29, 14, 17, 31] or an
ellipse oblique in the general complex non hermitian case as in [18]. The assumption that the unwanted
eigenvalues lie in an ellipse is not without drawbacks since, as pointed out by Saad [30, p. 239], “... the
choice of ellipses as enclosing regions in Chebyshev acceleration may be overly restrictive and ineffective
if the shape of the convex hull of the unwanted eigenvalues bears little resemblance with an ellipse”. He
proposed the use of the least squares polynomials on some polygonal domains [29].

This paper is concerned with the computation of a few right-most eigenvalues and the corresponding
eigenvectors of a large complex non hermitian matrix A. Asin [29], we construct a polygon that contains
the unwanted eigenvalues approximated by Arnoldi’s process, but the computation of the polynomials
is different. We use the Faber polynomials [7] that minimize the region enclosed by the polygon. These
polynomials are then used for restarting the Arnoldi iteration.

This work is inspired by the contribution of Starke and Varga [32] who used Faber polynomials in
the context of linear systems and who showed the nearly optimal properties that the Faber polynomials
possess, and by the work of Trefethen [33] on the Schwarz-Christoffel mapping function, a powerful tool
for constructing the Faber polynomials.

2 Arnoldi-Faber method for computing eigenvalues

From a starting vector vy with ||v1||]2 = 1, the Arnoldi process generates an orthonormal basis V,, =
[v1,...,vm] of the Krylov space K, = Kpn(A,v1) = {p(A)vy ; p € Pm—_1} where Pp,_1 is the set of
polynomials of degree less or equal to m — 1 and a Hessenberg matrix H,, = V,; AV,, of order m such
that

AV = Vi, + hm+1,mvm+1e:n~ (1)

For more details on this algorithm, we refer to [30].

Let us assume that the right-most eigenvalue A, we are interested in, is semi-simple and let P denote
the corresponding spectral projector. If Pv; # 0, then u = Pv;/||Puv1]|2 is an eigenvector of A associated
with A. Let us define the vector y = (I — P)uv1/||(I — P)uvi|]2 if (I — P)v; # 0 and y = 0 otherwise, then
we have the following proposition

Proposition 2.1 The angle 0(u, K,,) between u and the space K,, satisfies

sin f(uy, Kp) < min [lp(A)y1 |2 tan O(uy, v1) (2)
b S Pm—l
p(A) =1

where O(u,v1) is the angle between u the starting vector vy.

Proof : The vector v; can be written as vy = o (u+ By), with a # 0 and 5 = tan 0(u, vy).
Let g € Py with ¢(A) = 1, then the vector v := $Q(A)U1 € K,, and can be written as v =
q(A)(u + Py) = u+ B q(A)y. Hence

sinf(u,v) = inf [|u—5 v|l2 < B [[¢(A)y1]]2 (3)
veC



Proposition 2.1 essentially means that the space K,, will contain enough information on the eigen-
vector u (i.e. sin@(uy, Kpn) — 0) if we can choose a polynomial p such that p € Pp,_1, p(A) = 1 and
[[p(A)y1]| as small as possible. If A is diagonalizable, this will be possible if the polynomial p realizes the
minimax problem

mot(@) = min max|p(:)| (4)
pE 7)m—l zeq
p(A) =1
where Q C C is a compact set which contains the spectrum of A except A. _
We will now focus on the solution of the minimax problem (4). Let us assume that Q°¢ := C\Q the

complement of Q with respect to the extended complex plane C = C U {oco} is simply connected. Then
the Riemann mapping theorem [22, p. 8] ensures the existence of a function w = ®(z) which maps Q¢
conformally onto D¢ := C\D the exterior of the unit disk D := {w € C, |w| < 1} and which satisfies the
conditions o

®(o0) =0 and 0 < lim () < oo0. (5)

z—00  Z

As a consequence, the Laurent expansion of ®(z), at infinity, has the form

<I>(z):az+ao+%+%+"‘ with o > 0. (6)
The polynomial part
Fi(z) = afP2F + o) At 4ol (7)

of the Laurent expansion of

(k)
(@(z))k = alik)zk —|—al(€k_)1zk_1—|— ...—|—agk)+ %—I— (8)

is called the Faber polynomial of degree k generated by Q.

In the sequel, the Faber polynomials of degree k generated by © will be denoted by F o(z) or simply
Fi(z) if there are no ambiguities.

Now let ¥(w) be the inverse of the function ®(z) given in (5) and suppose € is contained in the disk
|z| < R. Then [22, p. 106]

where the convergence is uniform for all |w| > R. In particular the function ¥(w) has at infinity a Laurent
expansion of the form
B, P 1

\Il(w):ﬁw+ﬁo+g+ﬁ+... withﬁzg. (10)

Considering the Laurent expansions (9) and (10), the Faber polynomials can directly be computed
recursively from

Fo(z) = 1 (11)
Fi(z) = (2= fo)/B (12)
Fe(z) = (2Fr-1(2) = (BoFe-1(2) + ...+ Bre-1F0(2)) = (k= 1)Br—1) /B, k2>2 (13)

2.1 The case where () is a disk or an ellipse

Let us consider the particular case where € is the closed disk D(c,p) = {z € C : |z — ¢| < p} of center ¢
and radius p. Then the map
U(w)=pw+e, |w>1 (14)



transforms D¢ onto the exterior of D(¢, p). Comparing (14) with (10) and (11)-(13), the Faber polynomials
can be written in this case

2
Fi(z) = <Z_C) . k>0 (15)
p

Now, assume that the domain € is the closed interior of the ellipse £(c, e, a) of center ¢, foci c+e, c—e,
and major semi-axis a, then the map ¥ is the Joukowski transformation [21, p. 197] from D¢ onto the
the exterior of £(c, e, a) given by

2

a e’ 1

Y(w) = —
(w) 2 2aw’

|w| > 1. (16)

Comparing (16) with (10) and (11)-(13), the Faber polynomials can be written in this case

Fo(z) = 1 (17)
I(z) = (2=¢)/a (18)
Fe(z) = QZ_CFk_l(z)—Z—ZFk_l(z), k> 2. (19)

Thus if we define the polynomials T by

To(z) = 1 (20)
Ti(z) = %(g)ka(ez—l—c), k> 1, (21)

we easily see that the polynomials T} satisfy the three term recurrence of Chebyshev polynomials
Ti(z) = 22Tk-1(2) — Tr—a(z), k>2 (22)

with To(z) = 1 and T1(z) = =.
Both functions (15) and (22) are well known for their optimal properties with respect to the minimax
problem (4) on respectively the circle [24] and asymptotically on the ellipse [15].

2.2 The case where 2 is a polygon

For our purpose, the hope is that Faber polynomials have analogous properties for more general domain.
The following result, due to Starke and Varga [32], shows that this is indeed the case at least when Q is
convex.

Theorem 2.1 Assume that Q is conver with A € Q. Then the normalized Faber polynomials Fk(z) =
Fi(2)/Fx () satisfy,

- 2
Q) < F <
() S marl B < S T

w(Q) (k>1) (23)

Since |®(A)| > 1, theorem 2.1 shows that the normalized Faber polynomials F lie asymptotically
between 5 (Q) and 2 (), and this explains their near optimality. In section 4 we give a numerical
illustration of theorem (2.1).

For at least sufficiently large k, the constraint on the convexity of €2 can be relaxed by assuming that
Q is only of bounded boundary rotation [32].

In the context of linear systems, the condition A € Q is replaced by the condition 0 ¢ Q where
is a domain that contains the spectrum of A. It is known that the convexity assumption on Q and the
condition 0 ¢ Q are difficult to reconcile. The situation appears to be favorable in the context of the
eigenvalue problem that interests us because the set €2 is a polygon constructed as the convex hull of the
spectrum of the matrix H,, and excluding the right-most value A, so that the condition A ¢ Q cannot
prevent the set 2 from being convex.



Besides the importance of theorem (2.1), there are at least three reasons to believe that this approach
is acceptable. First, as we have already mentioned, the polygon, contrary to the ellipse, can better fit the
shape of the distribution of the unwanted eigenvalues. Second, the polygon will be constructed from the
outermost eigenvalues of H,, and it is known that this part of the spectrum is what Arnoldi’s method
approximates first [30]. Third, if a Faber polynomial p realizes the problem (4) in a domain €, then
p will also be small on neighborhoods of the boundary of Q [32], and this gives some freedom in the
construction of the polygon as will be discussed in section 3.

3 Computation of Faber polynomials for polygons by the Schwarz-
Christoffel transformation

3.1 The Schwarz-Christoffel transformation

We assume from now on that €2 is a polygon with vertices 21, 2a,..., 2, given in counter-clockwise order
and interior angles aym, asm, ..., apm with 0 < a; <2, j=1,...,pand Z§:1 a; =p—2.

The Schwarz-Christoffel transformation allows us to express the conformal map ¥ through a formula
that involves parameters depending only on the geometry of 2. The Faber polynomials are then computed
using these parameters.

Theorem 3.1 Let a; = €1 .. Ly = e with0< 0, < ... < 0, < 2m be the pre-images of the vertices
of Q under the conformal map ¥, mapping D° onto Q°. Then
w P i
U(w) = Cq;/ H(l — TJ)aj_ldt + ¥(wg), we D (24)
Wo j=1

with wy € D¢ and Cg € C

Proof : The conformal map ¥y, mapping D onto Q°, is given by (see [22, p. 331])

w P

_dt 5

\Ill(w):Cq,l[ H(t—aj)aﬂ_lt—z—}—\lll(w), weD (25)
w j_l

where w = 0 is the inverse of the point at infinity, w € D and Cy, € C.

By noticing that for w € D¢, W(w) = ¥y (L) we easily get the formula (24) with wo = + and Cy =
P a;—1
—Cy, =1 . O

3.2 Parameter determination in the Schwarz-Christoffel transformation

For arbitrary values of the parameters Cy,a, - - -, ap, known as the accessory parameters, the representa-
tion (24) of ¥, guarantees that the image of the unit circle respects the interior angles of the polygon
in the sense that the interior angles corresponding to the vertices z; = ¥(a;), j = 1,...,p are precisely
given by a;, j = 1,...,p. However, ¥ will in general fail to reproduce correctly the side lengths of €.
Consequently, for a given polygon €, we need to determine the accessory parameters Cy,ay, -, ap, in
order to obtain an explicit expression of W.

This problem, called the accessory parameter problem, and its numerical treatment, have been studied
by several authors [33, 16, 10, 3, 4]. In our work, we have adopted the approach due to Trefethen [33].
Trefethen’s package SCPACK [34] implements in Fortran 77 the Schwarz-Christoffel transformations from
D onto the interior of 2, and needs therefore to be modified for our purpose. The Matlab toolbox for the
Schwarz-Christoffel mapping developed by Driscoll [4] solves the accessory parameter problem for various
Schwarz-Christoffel transformations, among which, the conformal map ¥; used in (25) that carries D
into Q°. To achieve good performances, we have adapted this Matlab implementation to Fortran 77,
using the backbone routines of SCPACK.



In what follows, we briefly describe the implemented scheme and some necessary choices related to
its implementation.
We would like to find a; = €1 .. a, = e*¥r such that

\I/(Elk)E\Ifl(ak)Izk, k=1,...,p. (26)

Since ¥ is defined such that the origin w = 0 is mapped onto the point at infinity, an arbitrary choice
of one of the a},s determines uniquely the map ¥;. We impose ap = 1. The accessory parameters to be
determined are therefore a1, --,ap,_1 and Cg, = —Cy/ H] 1 a i~ This amounts to determining p + 1
real variables.

As explained in [33] and implemented in [4], by considering the side lenghts of Q, we obtain the p — 3
real conditions

o T =)
|y (ak41) — Uq(ag)] _ ; _ |zk+1 — 2k k=2 p_2 (27)
|¥:(as) — ¥q(a)] |f H t—aj) v_1dt| |z9 — 21|
If Res (¥, 00) denotes the residue at infinity of ¥, from (10) we have
Res(¥,00) =0 (28)
or equivalently
Res(¥q,0) = 0. (29)

Note that 0 is the unique pole of ¥; in D. Now if we insist that the integral in (25) is path-independent,
then form (29) and the residue theorem applied to (25) we obtain the two real conditions

P
>
j=1

The accessory parameters ay, - - -, a,—; are therefore determined by solving the following non-linear system
of p-1 real equations

(30)

D
ok I (tma)™ ™"

B 7SS k] R R
=4, ", p— 2
(S-C) q =1 y— a el

=1
P o=l
j=1 le =0

C'y, is then determined using for example the expression
22 — 21
Cy, = . (31)

P
Jir [l -t
]:

As in SCPACK [34], we use the Powell library routine NSO1A [27] for solving the unconstrained non-
linear system (S-C). This routine makes use of a steepest descent search in early iterations if necessary,
followed by a variant of the Newton method.

The evaluation of the Schwarz-Christoffel integrals in the non-linear system (S-C) is the most consu-
ming computational task. The first decision concerns the path of integration. Because of the path-
independency, the simplest path of integration seems to be the straight line segments of the form ay ag41.
However the neighborhood of the pole w = 0 will be avoided by splitting these segments into two segments
with endpoints on the unit circle.



We omit some important details discussed in [33] on the use of the compound Gauss-Jacobi quadrature
for computing the integrals in (S-C) and on the change of variable

0, —0,_
G2l j<j<p—1, with 6,=0, 0, =p (32)

that eliminates the constraints (see theorem 3.1)
0<0;<0jy1 1<j<p-1 (33)

in the non-linear system (S-C).

In our application, it is not possible to know in advance the shape and localization of the considered
polygon since this method is intended to be used in the context of iterative methods. This may lead to the
most troublesome aspect of numerical Schwarz-Christoffel mapping, the so-called crowding phenomenon
[16, p.428]. An almost uniform distribution for the vertices of the polygon may indeed yield a highly
nonuniform distribution for the prevertices, such that, some of them may become indistinguishable in
finite precision arithmetic. Typically, this phenomenon appears for domains that are elongated in one or
more directions and/or have small-angled corners [25, 23, 19].

To partly circumvent this difficulty we impose for each polygon a filtering process whose main objective
is to suppress clustered vertices. Let z; and zx41 be two vertices of the considered polygon. If the ratio
of the distance of this two vertices through the length of the longest side of the polygon is lower than
Pmin = 5.1072 then both vertices are suppressed and replaced by %(zk +2k+1), and this process is repeated
until all the ratios exceed 7. The resulting polygon is taken to be the convex hull of the remaining
vertices.

This process has the advantage of reducing the number p of vertices and therefore the CPU time
necessary to solve the parameter problem which is estimated in [33] to be of order O(p®). Moreover it is
theoretically validated in that the polynomials F}, defined in theorem 2.1 are also nearly optimal in the
neighborhood of the polygon Q.

3.3 Construction of Faber polynomials

We assume in this subsection that the accessory parameters C'y,a1,az, - - -, a, are known and we address
the problem of computing the Faber polynomial F given in the recurrence (11)-(13). We clearly need
the coefficients 5,50, - -, k1 of the Laurent expansion (10) of ¥.

As in the approach adopted in [32], using the derivative of the two expressions of ¥(w) given in (10)
and (24), we get

g - i =D g, li[l(g'nj G)Z) . (34)

Comparing corresponding powers of w in (34), we obtain 5,51, -, Bk—1 as
- - [ 1 IR
B j
0 7
-0 P J J
. =1
—(k —1)Be_1 o 0
L yoom 11T
where



and the constant term (g of ¥ is approximated as
1< < A
50%52 lzj_ (5%’_210_1 - (37)
7j=1 =1

4 Numerical results

The numerical experiments have been carried out on a SUN UltraSPARC workstation with IEEE double
precision. The first point we would like to illustrate is the numerical behavior of the inequalities (23)
given in theorem 2.1, for different values of the degree k& of the polynomial Fj, and for different nor-
malization points A. We assume that € is the convex polygon (see figure 1) consisting of the vertices:
(0,-2),(—1,-1),(0,3),(4,2) and (5, —1). We consider three situations corresponding to A = 10 in figure
2, A =5 1n figure 3 and A = 4.7 in figure 4.

The computations of () is carried out with the Matlab package COCA.2 (COmplex linear Che-
byshev Approximation) developed by Fisher and Modersitzki [8]. The implemented scheme is based on
a reformulation of the minimax problem (4) as a semi-infinite optimization problem [11, 13]. The dis-
cretization of the boundary of 2 and the connection between the primal and the dual reformulation of
the problem lead to a low dimensional optimization problem whose size depends only on the degree of
the searched polynomial. Moreover, upper and lower bounds for v (2) are available at any step of the
algorithm. In order to attain the precision required for our comparisons we set the number of discreti-
zation points of the boundary to n. = 10000 and impose that the difference between the upper and the
lower bounds of 7, (2) must be less than e, = 1071%. We consider polynomials of degree less or equal to
kmae = 19, since for polynomial degrees exceeding this value we encounter some numerical instabilities
due to near singular systems.

The Faber polynomials Fj(z) and ®(A) are computed using the package SC-TOOLBOX 1.3 [4].
Similarly to COCA.2, we change the default tolerance to e, = 107'* in our computation. For the
computation of max |}~7k(z)| we discretize the boundary of Q with ng = 100000 points.
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The curves in figures 2, 3 and 4 show the behavior of the quantities involved in the inequalities (23).

ie, v (Q), rynez}%(|pk(z)|, W and % The curves clearly show the expected fact that the
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upper bounds in (23) give better approximation of the error norm when the degree k of the approximant

increases. Furthermore these upper bounds greatly depend on the location of the normalization point A
which can easily be seen considering the denominator of both last parts of the inequalities (23).
We notice from figure 4 the bad approximation of m%%(|Fk(z)| to v& (), due to the closeness of A to
z€

the boundary of 2, and that the error appears to tends towards 0 for large degree k as predicted by the
theory.

An analogy with the work by Fischer and Freund [9] can be made at this point. The authors of [9]
have proved that the result due to Clayton [2] concerning the optimality of Chebyshev polynomials with
respect to the ellipse, is not true in general. They showed the non optimality by considering normalization
points near enough to the considered ellipse [9, Th.1(b)].

Now, we would like to show the benefit that can be obtained from the Faber polynomial acceleration
when combined with Arnoldi’s method for computing eigenvalues. But first let us mention some important
points in our algorithm. The Arnoldi algorithm that we have implemented is a block version of Arnoldi,
implemented in the same spirit as in [31]. We use an implicit deflation technique which may briefly
summarized as follows: every time an eigenvector converges, it is put, after orthonormalization, at the
beginning of the basis Vj so that all subsequent constructed vectors are orthogonalized against it, the

10



algorithm continues then with a reduced block size. In the remaining of this section we call BAD this
deflated version of the block Arnoldi method. As we have already mentioned, the unconstrained non-linear
system (S-C) is solved by using the Powell library routine NSO1A [27].

A computed eigenpair (p, ) is considered as convergent if the the associated residual Ax — pa satisfies
the condition

Az — pzl]s < tol [|AllF (38)

where ||A||F is the Frobenius norm of A and tol is a tolerance parameter indicated for each test example.
We also indicate, for each test example, the number mmaaz which is the total number of vectors built at
each iteration of BAD, the block size nb, the number of eigenvalues nval and the parameter maxzit which
is an upper bound on the number of iterations (i.e: the number of restarts). The algorithm terminates
when mazit is exceeded.

Our aim is to compare our deflated block-Arnoldi Faber algorithm with the deflated block-Arnoldi
Chebyshev version that has been developed in [18]. In what follows, the notations BADC and BADF
respectively stand for the deflated block Arnoldi Chebyshev and the deflated block Arnoldi Faber methods.
The notation BADF20, for example, means that the method BADF is used with a Faber polynomial of
degree 20.

We consider the Orr-Sommerfeld operator [20] defined by

1 1"
— Ly —i(ULy—U y)— ALy =0 39
“RLY i(ULy Y) Y (39)

where o and R are positive parameters, ) is a spectral parameter number, U = 1 — 2, y is a function
1 2
defined on [—1,+1] with y(£1) =y (£1) =0 and L = ddx—Q —a?
Discretizing this operator using the following simple approximation

r;, = —1+ith, h= ——
n—+1
..
L, = 72 Tridiag (1, -2 — a*h? 1)
Up = diag(1—27,...,1—22),
gives rise to the eigenvalue problem
1
Au = u with A= —5Lj - iLy N (Un Ly + 21,). (40)
a

Taking o = 1, R = 5000, n = 2000 yields a complex non hermitian matrix A (order n = 2000, ||A||r =
21929) containing 4.00e + 06 nonzero elements. Its spectrum is plotted in Figure 5.

Spectrum of Orr—-Sommerfeld(2000)
-0.1 T T T T

-0.2

-0.41r

Imaginary ->

1 4 L L L L L L L
-900 —800 —700 —600 -500 —400 —300 —200 —100 o]
Real —>

Figure 5: Spectrum of the Orr-Sommerfeld matrix

11



We compute the four rightmost eigenpairs of the Orr-Sommerfeld matrix using the different methods
BAD, BADC and BADF. Table 1 shows the results obtained for several values of the degree of the Faber
and Chebyshev polynomials. Clearly the Faber polynomials considerably improve the results of BADC.

It is important to notice that for mmaz = 60 neither BAD nor BADC20 could achieve the convergence
of the four eigenvalues while the convergence was obtained within 130 iterations with BADF20. The best
result, regarding the CPU time, was obtained with BADF20 and mmaxz = 80. Figure 6 (left) shows its
convergence behavior. For the sake of clarity, we show in Figure 6 (right) a comparison of the convergence
behavior of the third and fourth eigenvalues for BADF20 and BADC20 with 1,4, = 80.

Method | mmaz | Matrix-vector | Iterations | Time(sec) | # of converged
multiplications eigenpairs
BAD 60 12000 200 581.2 0
BADF20 60 13904 130 644.9 4
BADC20 60 27656 200 1001.4 1
BAD 80 15978 200 971.3 1
BADF15 80 11599 99 627.2 4
BADCI15 80 26361 195 1270.3 4
BADF20 80 9592 65 445.0 4
BADC20 80 28798 187 1314.6 4
BADF25 80 15490 104 728.3 4
BADC25 80 27038 175 1225.4 4

Table 1: Computation of the four rightmost eigenvalues of the Orr-Sommerfeld matrix with different
methods. nb = nval = 4, itmazx = 200, tol = 1.00e — 7

Faber20 / 4 Eigenvalues /Krylov80

Log10(Residual)

. Eigl
—— Eig2 b

Eig3
Eig4 i

o 20

40
Iterations

80

Log10(Residual)

Faber20—Cheby20 / Krylov80

—— Eig3 (BADC20)

. Eig3 (BADF20)

Eig4 (BADF20)

Eig4a (BADCZ20) i

100 150
Iterations

200

Figure 6: Convergence behavior of the four rightmost eigenpairs with BADF20 (left) and comparison of
convergence behavior for the third and fourth eigenpairs with BADF20 and BADC20 (right)
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The second test matrix is the matrix Younglc taken from the Harwell-Boeing collection of test matrices
[5]. This matrix arises when modeling the acoustic scattering phenomenon. It is complex ( order n = 841,
[|A|lr = 6448) and contains 4089 nonzero elements. Its spectrum is plotted in Figure 7.

Spectrum of
i

—20}

Imaginary ->

—251

—30L 4

—_35L 4

—40 L L L L
-500 —400 —300 —200 —100 o 100
Real —>

Figure 7: Spectrum of the matrix Younglc

We compute, in Table 2, the eleventh rightmost eigenpairs of the matrix Younglc using the different
methods BAD, BADC and BADF. Similarly to the Orr-Sommerfeld case, the method BAD has difficulties
for computing all the wanted eigenpairs. The results obtained with the method BADF are always better
than those with BADC. Again the best result is obtained with BADF20. Figure 8 (left) shows the
convergence behavior of the two first and the two last computed rightmost eigenpairs with the method
BADF20. Similarly to the previous examples, the plot, in figure 8 (right) shows a comparison of the
convergence behavior of the tenth and eleventh eigenpairs with the methods BADF20 and BADC20.

Method | Matrix-vector | Iterations of | Time(sec) | # of converged
multiplications eigenpairs
BAD 3488 100 56.2 10
BADF15 1914 16 15.2 11
BADC15 2551 20 26.6 11
BADF20 1926 12 13.4 11
BADC20 3893 22 38.4 11
BADF25 2333 13 18.2 11
BADC25 5104 22 47.8 11

Table 2: Computation of the twelve rightmost eigenvalues of the matrix Younglc with different methods.
mmaz = 36, nb =12, nval = 11, itmaz = 100, tol = 1.00e — 10

Finally let us give an idea of the percentage of the overall execution time spent in the main steps of
our block Arnoldi Faber method. The version BADF20 gave the best results and will therefore be used
for this task. The main steps in BADF20 can be summarized as follows:

1. the matrix vector multiplication involved in Arnoldi’s iteration

2. the orthogonalization among the constructed Arnoldi’s vectors

13
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Figure 8: Convergence behavior of the tenth and eleventh rightmost eigenvalues of matrix Younglc using

BADF20 and BADC20.

3. the Schwartz-Christoffel transformation, ie: construction of the polygon.
4. the Faber polynomial acceleration. i.e : matrix vector multiplication involved at each restart.

In Table 3, we give the time and the percentage of time spent in each of the above steps. The dominating
parts are, as usual, the matrix-vector multiplications and the orthogonalization process. The time required
for the Schwartz-Christoffel transformation is negligible for the matrix Younglc and equivalent to the
time required for the Faber acceleration for the matrix Orr-Sommerfeld.

step Orr-Sommerfeld Younglc
Matrix-vector 138.9 | 312% 1.3 96 %
Orthogonalization | 166.0 | 37.3% || 3.3 | 24.5%
Schwartz-Christoffel | 65.0 14.6 % 1.0 75 %
Faber acceleration 66.2 149% || 6.1 | 45.7 %

Table 3: Time(sec) and percentage of time for the main steps in algorithm BADF20

5 Conclusion

We have proposed a Faber polynomial acceleration for computing eigenvalues of large non hermitian
matrices. The nice properties of this method is that the convex polygon Q constructed from the outermost
unwanted eigenvalues approximated by Arnoldi’s method is always feasible, and that the associated
Faber polynomial is asymptotically optimal even in the neighborhood of the the boundary of Q. The
numerical tests show that the method performs well and overcomes the acceleration based on Chebyshev
polynomials.
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