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2 A. Dupuis, F. Guillemin and B. Sericola

Abstract: The M/PH /oo system is introduced in this paper to analyze the superposition of
a large number of data connections on an ATM link. In this model, information is transmitted
in bursts of data arriving at the link as a Poisson process of rate A and burst durations
are PH distributed with unit mean. Explicit methods of computing the distributions of
some transient characteristics related to excursions by the occupation process {A;} of the
M/PH/oo queue above the link transmission capacity C are described. Given that such
an excursion represents a congestion period for the system, the transient characteristics
considered are the duration # of a congestion period, the area V' swept under process {A;}
above C in such a congestion period (V represents the volume of information lost in an
overflow period ), and the number N of bursts arriving in a congestion period. It is then
shown that, as conjectured in earlier studies, the random variables C'§, CV, and N converge
in distribution, as ' tends to infinity while the utilization factor of the link defined by
v = A/C is fixed, towards the duration © of the busy period of an M/M/1 queue with input
rate v and unit service rate, the area V swept under the occupation process of this M/M/1
queue in a busy period, and the number NV of customers served in a busy period, respectively.
Further simulation results show that after adjustment of the load of the M/M/1 queue, a
similar convergence result holds for the superposition of a large number of On/Off sources
with deterministic, exponential, and hyperexponential On and Off period distributions. This
shows that the random variables ©, V, and N of the M/M/1 queue can be used in the
characterization of open loop multiplexing of a large number of On/Off sources on an ATM

link.

Key-words: ATM, M/PH /oo queuing system, statistical multiplexing, transient charac-
teristics.

(Résumé : tsvp)
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Résultats asymptotiques pour la superposition d’un

grand nombre de connexions de données sur un lien
ATM

Résumé : La file M/PH/oo est introduite dans cet article pour analyser la superposition
d’un grand nombre de connexions de données sur un lien ATM. Dans ce modele, I'information
est transmise en rafales de données arrivant au lien comme un processus de Poisson de taux
A et les durées des rafales sont distribuées selon une loi PH de moyenne 1. On décrit des
méthodes explicites de calcul des distributions de certaines caractéristiques transitoires en
relation avec les excursions du processus d’occupation {A;} de la file M/PH/oo au dessus
de la capacité C' du lien de transmission. Etant donné qu’une telle excursion représente
une période de congestion pour le systeme, les caractéristiques transitoires considérées sont
la durée 6 d’une période de congestion, 1'aire V' balayée par le processus {A;} au dessus
de C' durant une période de congestion (V représente le volume d’information perdue du-
rant une période de congestion) et le nombre N de rafales arrivant pendant une période de
congestion. On montre alors que, comme conjecturé dans de précédentes études, les variables
aléatoires CH, C'V et N convergent en distribution, quand C' tend vers 'infini et que le facteur
d’utilisation du lien défini par v = A/C est fixé, vers la durée © de la période d’occupation
d’une file M/M/1 avec taux d’arrivée v et taux de service 1, 'aire V balayée par le proces-
sus d’occupation de cette file M/M/1 durant une période d’occupation et le nombre N de
clients servis durant une période d’occupation respectivement. De plus des résultats de simu-
lation montrent que, apres ajustement de la charge de la file M/M/1, des résultats similaires
semblent étre obtenus pour la superposition d’un grand nombre de sources On/Off avec des
périodes de distribution constante, exponentielle et hyper-exponentielle. Cela montre que les
variables aléatoires ©, V et N de la file M/M/1 peuvent étre utilisées pour la caractérisation
du multiplexage en boucle ouverte d’un grand nombre de sources On/Off sur un lien ATM.

Mots-clé :  ATM, file M/P H/oo, multiplexage statistique, caractéristiques transitoires.
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1 Introduction

Among all the statistical multiplexing schemes, which have been introduced in the litera-
ture for Asynchronous Transfer Mode (ATM) networks, open-loop statistical multiplexing
is certainly the simplest one. Indeed, this scheme simply consists in multiplexing different
connections on an ATM link by overbooking without feedback control the link utilization
(i.e., the instantaneous cell arrival rate may be greater than the link rate). In general, the
link is equipped with a buffer intended to absorb the amount of information arriving in excess
to the link transmission capacity. The simplicity of open loop statistical multiplexing is in
that only traffic parameter enforcement at network access and suitable connection acceptance
control are sufficient to meet possible Quality of Service (QoS) requirements in terms of cell
transfer delay and cell loss ratio (CLR), say, a CLR objective about 1077.

This is typically the approach adopted by the so-called statistical bit rate capability, where
the user provides the network with information on his statistical activity via the specification
of the sustainable cell rate traffic descriptor [7] in addition of the peak cell rate. This traffic
descriptor is composed of the sustainable cell rate, which is an upper bound on the mean
cell rate achievable by the source, and of the burst tolerance, which limits the size of burst
at the peak cell rate. The network then accepts or rejects the connection on the basis of
the declared parameters and the existing traffic configuration. If the connection is accepted,
the declared parameters are enforced at network access by means of a Leaky Bucket [19] to
protect already established connections in the case of traffic parameter violations.

Instead of requesting the user to declare statistical traffic parameters, an alternative ap-
proach is to perform straightforward multiplexing by learning the user behavior. In that
case, a user may declare a service type [12] (e.g., a Frame Relay connection at 2 Mbps) and
the network roughly knows through experience how the user behaves. In particular, the net-
work is able to estimate via observation some relevant traffic parameters (e.g., the empirical
burstiness factor equal to the peak to mean ratio, etc.). The best situation, of course, is
when the cell emission process by a traffic source can be modeled by means of a mathema-
tical model (e.g., a Markov Modulated Poisson Process [11] or more generally a Markovian
Arrival Process [13]). In such a case, for a given existing traffic configuration, the network
accurately knows whether a sufficient amount of bandwidth and buffer space is available to
accommodate the connection.

In the framework of open-loop statistical multiplexing on an ATM link, the critical point
is actually to determine, for a given traffic configuration and network utilization objective,
the size of the buffer attached to the link so that the QoS objectives are met, especially
with regard to cell loss. A huge amount of work has been devoted to this issue (see [16]
for instance). Several studies [15], however, came to the conclusion that buffer dimensioning

INRIA



Asymptotic Results for the Superposition of a Large Number of Data Connections ... 5

under burst scale congestion conditions is very uncertain because the performance of a queue
in terms of cell loss and cell waiting time is then highly sensitive to the characteristics of the
input process. This phenomenon has also been observed by using very simple queuing models
[8]. In addition, Doshi [5] proved that the worst case assumption for buffer dimensioning is
not always the well-known periodic On/Off behavior.

We will suppose in this paper that the buffer attached to the link is intended to absorb
cell scale congestion only. More precisely, the size r of the buffer is assessed by assuming
that all traffic sources are periodic and that the cumulative peak bit rate cannot exceed the
link transmission capacity. A simple finite capacity M/D/1/r queue can then be used to
determine the buffer size r. For instance, r may be set equal to 128 to achieve a CLR of
107! and a link utilization factor of 85%. For more general arrival processes (e.g., traffic
with bursts of data), it is assumed that all information in excess to the link rate is lost. This
assumption is known as the unbuffered assumption in the literature. Under such conditions,
Doshi [5] notably proved that in a homogeneous environment the periodic On/Off behavior
represents the worst case.

In view of the above discussion, this paper is intended to study the asymptotic behavior of
the superposition of identical On/Off sources. We specifically consider the following random
variables, which have been introduced in [10] as performance measures for characterizing
open-loop statistical multiplexing on an ATM link:

e the duration 6 of an excursion above the link transmission capacity C' by process {A;}
representing the cumulative peak bit rate of the superposition of the identical On/Off
sources; such an excursion will be referred to as congestion period since it corresponds
to an overflow period for the system;

o the area V swept under process {A;} above the link transmission capacity C in a
congestion period; owing to the unbuffered assumption, V' represents the volume of
information lost in a congestion period;

e the number N of customers arriving in a congestion period; N is the number of bursts
arriving in a congestion period.

Concerning the superposition of a large number of On/Off sources, it is known [6] that the
properly rescaled superposition process {AEM)} of M identical On/Off exponential sources
converges in distribution as M tends to infinity to the occupation process of an M/M /oo
queue. Now, convergence results in [10] claim that the random variables C6, C'V, and N in
the case of the M/M /oo system with input rate A and unit mean service time converge in
distribution as C tends to infinity, while the utilization factor of the link defined by v = \/C

RR n"3010



6 A. Dupuis, F. Guillemin and B. Sericola

is fixed in (0, 1), to the respective transient characteristics ©, V, and N of the M/M/1 queue
with unit service rate and mean arrival rate v, where

e O denotes the busy period duration of the above M/M/1 queue;
e V is the area swept under the occupation process of this M/M /1 queue in a busy period;

e VN is the number of customers served in a busy period.

This convergence result is essentially due the Markov property and the Aldous local linea-
rization property [1] satisfied by the occupation process {A;}. In [10], it was furthermore
conjectured that the above convergence should hold for more general queues of the M/G /oo
type.

In this paper, we prove the conjecture for M/PH /oo queues by taking benefit of the
Markovian structure of such systems and by using uniformization technique [17]. Given
that PH distributions are dense in the set of probability distribution functions, this allows
us to have confidence in the validity of the conjecture for M/G /oo systems. Furthermore,
we show through simulation that after adjustment of the input rate of the M/M/1 queue,
the above convergence result seems to be true for the superposition of a large number of
more general On/Off sources, namely On/Off sources with deterministic, exponentially or
hyperexponentially distributed on and off periods.

2 The M/PH/oco System

Consider an M/PH /oo queue with mean arrival rate A and PH(3,T) distributed service
times. The PH(3,T) service time distribution is constructed by considering a Markov chain
on the state space {1,...,{,{ 4+ 1}, where states 1,...,[ are transient and state [ 4+ 1 is an
absorbing state. The initial distribution of the Markov chain is (3,0) where 8 = (f1,...,01)
with 37, 8; = 1 and the transition rate matrix of the Markov chain in states 1,...,[ is the
[ x [ matrix T', whose entry (¢, j) is denoted by T'(¢,7) = p; j, for 1 <¢,5 < [. The random
variable X is said to follow the distribution PH(3,T") if X has the same distribution as the
sojourn time of the above Markov chain in states 1,...,[ until it gets absorbed in state [ + 1

[14]. In particular,
Pr{X >t} = ge’'1,

where 1 is the row vector, whose each entry is equal to 1 and whose dimension is determined
by the context.

INRIA



Asymptotic Results for the Superposition of a Large Number of Data Connections ... 7

The matrix 7" is a sub-infinitesimal generator, that is, p;; < 0 for every ¢, p; ; > 0 for every
!

1 # j and E/,Lm < 0 for every ¢ with strict inequality for at least one value of 7. Defining

i=1
!
Hio = — Z/,Lm-, we have p; 0 > 0 for every ¢ and p;0 > 0 for at least one value of i. For the
Jj=1
sake of simplicity, we also define p; = —pu;; for every 1 and p = max ;.

The mean service rate ¢ of a customer in the M/PH/oo queue is given by

1
$= —BT-11°

In the following, we assume that ¢ = 1.

Let {A:} = {(A«(1),...,A:(l))} denote the occupation process of the M/PH/oo queue,
where for ¢« = 1,...,1, Ay(2) is the number of customer in the ith service phase at time ¢.
Process {A;} is a Markov process with state space IN'. For k > 0, we denote by S, the subset
of states where k customers are in the queue, namely

l
Sk:{(sl,...,sl)eﬂ\ll| Esi:k}-

=1

We also denote by X; the total number of customers in the queue at time ¢, defined by

X = Z_: As(2).

The infinitesimal generator of process {A;} is denoted by A. Using the partition of the
state space induced by the subsets Si, the matrix A has a block tridiagonal structure given

by

Agp Ao
Arg Aig Aip
Agq Agy Ags
A= As o

. Ap_1k
Ak Arre Argsr

’

where the block A;; contains the transitions from subset 5; to subset 5.

RR n"3010
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Let the load p of the M/PH/oco queue be defined by

defi:)\

p =
¢
since ¢ = 1, and assume in the following that the M/PH/oo queue is in the stationary

?

regime.
The stationary distribution of the process {A;} is denoted by 7 and is given by

J pl Lopf
T(s1,...,8) = [[e " =[] =, (2.1)
i=1 Si! i=1 SZ‘!
where
pi = M—=BT71)(i)
and

{
A
p=pi="
P ¢

We assume that for every : = 1,...,[, we have p; > 0. Indeed, if p; = 0 for some 7 then the
customers in service never visit the phase 7 so that this phase could be removed from the
service distribution.

The distribution 7 can be decomposed in subvectors as

T = (7o, T1, T2y . .),

where for & > 0, the subvector 7, is the projection of vector m over the subset S;. Note that
for every £ > 0, we have

o
Tl = e_pﬁ. (2.2)

Let the link transmission capacity C be a positive integer. We denote by B and B’ the
following subsets

C o
B=U5kandB'= U Sk

k=0 k=C+1

Using the partition {B, B'}, the infinitesimal generator A can be written as

AB ABB’
A=
(AB’B AB’ )

INRIA
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and the stationary distribution = as
T = (’,TB, ’,TBl).

With regard to the excursions by {A;} above C, a key quantity is the row vector probability
distribution v over subset B’ given by

v = (vc41,0,0,...),

where for s € B’ vo41(s) is the probability that the excursion by process {A;} above C' starts
in state s = (s1,...,8) € Sc41, given that the M/PH/oo queue is in stationary regime. In
[18], it is shown that the vector v is given by
A !
v = BOBB (2.3)
ﬂ-BABBI]_
Using relations (2.3) and (2.1), we can state the following result for vey1, whose proof is
given in the Appendix.

Proposition 2.1 The probability that an excursion by process {A;} above C starts in state
s =1(81,...,8) € Scy1 is given by

GG
UC+1 Zﬁ Cl>—— 1[{5 >0} H ‘ (2-4)

) k#z

3 Distribution of the Volume V' of Lost Information
Using the results of [4, 18], the distribution of random variable V' satisfies
Pr{V >t} = veM'1, (3.1)
where v is given by Proposition 2.1 and matrix M is defined by
M = R™'Ap, (3.2)

with reward matrix R being a diagonal matrix over subset B’, such that for every &k > C' +1,
R(s,s) =k —Cif s € S.

To compute the distribution of V' given by relation (3.1), we first need to describe the
transition rates of process {A;}. Let e; denote the ith canonical row vector of the state space

RR n"3010
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IN'; ¢; has [ entries with the ith entry being equal to 1 and the other ones being equal to 0.
For s € IN', the non-zero transition rates of matrix A from state s are

s — s+e with rate  [(0)A
s — s —e¢; with rate s 0l5513
s —s+e; —e;  withrate s 051y T 20

By definition of matrix M, its non-zero transition rates from a state s € S¢y,,, n > 1, are

Bi)A
n
Sii,0
n
Silli g
n

s — s+ e, with rate

Iisi>13 Linsay (3.3)

s — s —e; with rate

s — s+ e; —e; with rate | FPSTY IR

The distribution of V' can be obtained by uniformization [17] as follows. Let us denote by
v the uniformization rate associated to the matrix M given by

v = sup | M(s, )] = sup v,
seB’ n>1

where voy, 1s given for n > 1 by

{ . { { {
B(i)A Sifki, Siflij
Vorn= sup {z T D) I ey S

=1 i=1 i=1 j=1

Since Z pi g Ly = — i — Hio = [i — 40,

i=1

1 !
Veyn = SUp — (A + Zsmﬂl{sizl}) :

s€Scqn T i=1
Using the definition of p, which is the maximum of the y;’s, we obtain
1
Votn = g()\ + (C + n)l“’)?
and then,

v=XA+(C+1)pu.

INRIA
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From eq. (3.1), we have
00 (I/t)k

Pr{V >t} = veM'1 = ];)e_”t I vP*1, (3.4)
where P = I 4+ M/v is a sub-stochastic matrix over subset B’. The-non zero transition

probabilities of matrix P from a state s € S¢y,, n > 1, are

s — s+ ¢; with probability &

nv
s — s —e; with probability M][{Spl}ll{nn}
nv = =
s —» s+ e; —e; with probability Sillisi | FPSTY F (3.5)
nv =
!
A sl s
s — s with probability 1 — =1
nv

Using relation (3.4), we can compute the distribution of V with an arbitrary error tolerance
¢. Indeed, let

k Y
K=min<{kelN Z e_”t(y,’) >1—c;. (3.6)
j=0 J:
We then have
K (I/t)k .
Pr{V >t} =>" e_”tT'UP 1+ e(K), (3.7)
k=0 :

where e(K') is the rest of the series which verifies e(K) < e.

Matrix P has the same structure as matrices Az et M. Defining the row vectors Uy over

subset B’ as U, = vP*, we have the recurrence relation U, = U,_; P for k > 1 and Uy = v.
As in the case of vector v, the vector Uy can be decomposed over the partition {Scy,,n > 1}
of subset B’ as

Ur = Ukcs1,Urcs2y oo s Urcny -+ )
It is easily checked that for £ > 0, we have Uy ¢y, = 0. This is due to the particular structure
of vector v (namely vey, = 0 for n > 2) and to the block tridiagonal structure of matrix P.
We thus obtain the following recurrence relations for k > 1

Upct1 = Upmictr1Potio41 + Ukmr 42 Pos2.041

Upcen = Uk—r,c4n-1Posn—1.04n + Usc1,04n Posn,ctn + Uk—1,04n41 Potns1,04n
for2<n<k+1,

Ukcyn = 0forn>k+2.

RR n"3010
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Using relation (3.7), we have for every ¢ > 0 and for every € > 0,

(vt)*

K
0<P{V >t} > ™ x

k=0

Uk,C+11 S e.

If we set z, = U411, the distribution of V can be obtained, for a fixed value of ¢ and
a fixed value ¢ of the error tolerance, by using the algorithm, whose pseudocode is given in

Table 1.

Compute K using Relation (3.6)
zo =1

U1,C+1 = ’UC+1PC+1,C+1

U1,0+2 = ’UC+1PC+1,C+2

T = U1,C+11

for k=2 to K do

Ukct1 = Ui o1 Povi,c41 + Upmr,042 Poyo.o41
forn=2tok—1do
Uk ctn = Up—1,04n-1Posn—1.04n + Up—1,04n Posn,c+n + Uk—1,04n41 Potns1,04n
endfor
Uict+r = Uk—1,048—1 Poyk—1,04% + Up—1,046 Posr,o+k
Ui ctit1 = U1 046 Posk,othst
zp = Ukcopl
endfor
K ()t
vt)
Pr tl = eV g
{V >t} kz% oLk

Table 1: Pseudocode of the algorithm for computing the distribution of random variable V.

4 Distribution of the Congestion Duration ¢
Using again the results of [18], the distribution of random variable 6 is given by
Pr{f > t} = ve?s''1 for t >0,

where v is defined in Proposition 2.1. The uniformization technique used to compute the
distribution of V' is unfortunately not applicable for the computation of the distribution of

INRIA
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0. This is due to the fact that the uniformization factor

sup |Api(s,s)| = oo.
seB’

To overcome this problem, we introduce as in [9] two auxiliary random variables, denoted by
0t and @5UP, such that

Pr{f > 1} < Pr{f >t} < Pr{6*"P > ¢},

and
lim Pr{ff > ¢} = lim Pr{63* >t} = Pr{0 > t},

and for which the uniformization technique applies.

4.1 Distribution of Random Variable #"f

For every n > 1, we consider the M/PH/C + n/C + n loss system with C + n servers. We
denote by {A}} the occupation process of that queue. This process is a Markov process over

the finite state space S given by
C+n

Sinf — U Sk
k=0
Its infinitesimal generator Ai;‘f is
Aoo Aoa
Ao A1 Aip
Ainf — Azn Az Aggs
" Az

AC’—I—n—l,C—I—n
inf
AC—|—n,C—|—n—1 AC—I—n,C—I—n

where submatrices A; ; are defined in Section 2 and matrix Aiélin,c-m corresponds to matrix
Acin,c4n in which parameter A has been taken equal to 0.
We take as initial distribution of process {A}} the row vector « given by

a=(0,...,0,v041,0,...,0).

We then define #'" as the duration of an excursion by process {A?} in subset S = So ;U
-+ U Sein, given that the queue is in the stationary regime.

RR n"3010
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As usual, the distribution of #f is given by
Pr{6™f > ¢} = olIeBriy,

[} is the row vector over subset S defined by

"] = ('UC+1,0,---,0)

where v
|
and matrix BI" is given by

Actic41 Acti,o42
Acyacr1 Actzov2 Act2o4s
B = Actyscrz Actscrs Actscta
Actacys
AC.-}—n—l,C-}—n
AC+n,C+n—1 Alcr'lf}—n,c—}—n

Pr{6™ > t}, which depends on the truncation level n, is increasing function of n and
verifies

lim Pr{6™ > ¢} = Pr{0 > t}.

n—00

Pr{f"f > ¢} is actually an approximant from below of Pr{f > t}. The key point is that for
any value of n the distribution of " can be computed by uniformization techniques.

4.2 Distribution of Random Variable 65"

Random variable 65"P is obtained by modifying the reward matrix used in the computation
of random variable V', namely by replacing some reward coefficients by 1 so as to obtain
information on the time spent in some states during an excursion by the occupation process
{A:} of the M/PH /oo queue above level C. Given that process {A;} starts an excursion in
subspace B’ at time 0, 65" is specifically defined by

o = X [ Mgdut 3N 0 [y (1.1)

=1 SGSC+1' i=n+1 SGSC+i

where {A,} is the Markov process corresponding to process {A;} absorbed in subspace B
(i.e., At = At/\g).
It is straightforward that

o i/ >y /0 I5,—sdu — 0 a.s. when n — ooc.

1=15€EScy;

INRIA
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Moreover, write 85" = 6§/ + 65"P with

=S Y / Iz, du

1=n+1 sESc4;

and note that the volume V' of lost information over a congestion period can be expressed as

V= Z Z /z]I{Auzs}du

1=1 s€Scy;

or equivalently, using the process {A;},

v=y ¥ [ i,y (4.2)

=1 s€Scy;

A classical result in stochastic point process theory (namely the mean value formula [3])
entails that the mean value of random variable V' is given by

e P 7

e Z(C—I—z)p

E[V]=— E iToyil Oi

where A¢ is the mean intensity of the point process counting the excursions of process {A;}

in subspace B’ given by
oC

)\C = )\”Tcl = )\ae P,

and then
1 & C!

EVI=3 X e

Note that the mean value of V for the M/PH /oo queue has the same value of the corres-
ponding variable for the M/M /oo queue given in [10]. This property is due to the fact that
the respective occupation processes in both systems have the same stationary distribution.

It follows that IE[V] < oo and that the series (4.2) is a.s. converging. This entails in
particular that its remainder to order n tends a.s. to 0 as n tends to infinity, or equivalently,
0='» — 0 a.s. when n — oc. It follows that 85" is a decreasing sequence of random variables
with respect to n and that 85"° — 6 a.s. when n — oc.

By taking as initial distribution the row vector v for the process {/N\t}, the distribution of
62F is given as in [9] by

Pr{6s"P > t} = veM'1,

RR n"3010
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where matrix M, is defined by
M, = R;'Ap

with the reward matrix R, being a diagonal matrix over subset B’/ such that for every

E>C+1

R,.(s,s) = 1lifse Sy withk <C+n,
R.(s,s) = k—Cifse S, withk>C+n.

The computation of the distribution of #5"P is similar to that of the distribution of V. The
only difference is that the reward matrix R used in the computation of the distribution of V'
has to be replaced with matrix R,,.

It follows that the distribution of @ can be approximated by those of #* and 6P for n
large enough, for which uniformization techniques apply. To evaluate the distribution of 6,
we have to compute the distribution of # and 6°*P for a sufficiently large value of n so
that the difference Pr{#*"P > t} — Pr{0'™ > ¢} is less than a given error tolerance. For that
purpose the value of n can be first arbitrarily chosen and then increased until the difference
becomes small enough. The distributions of #*f and 6P are computed by using an algorithm
similar to that given in Table 1.

5 Distribution of the Number N of Bursts in a Conges-
tion Period

For convenience, instead of directly dealing with random variable N, we consider in a first
step random variable N’ describing the number of customers arriving during a sojourn of
process {A;} in the subset B’. We obviously have N = N’ + 1. Moreover, since

Pr{N =k} = > weqi(s)Pr{N =k | Ag = s}, (5.1)

s€Scy1

we are led to evaluate the conditional probabilities Pr{N' =k | Ag = s}.

For this purpose, we consider the embedded Markov chain {Z,},51 at the jump instants
of process of {A;}, with Zy = Ag. We denote by @ the transition probability matrix of {Z,}.
The restriction of matrix () over subset B’ is denoted by Q) p.

The non-zero transition probabilities of matrix () s are given for every n > 1 and s € S¢q,

by

B

s —» s+ e; with probability m
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ittiolgs, >3 0,
s —» s —e; with probability 5 Iu)\i_ {25121} {n>2} (5.2)
=1 Sils
s — s+ ¢e; —e; with probability 5 IL)L\:_ {22121} {7#4}
=1 S’i/*Li

Matrix g/ has the same tridiagonal block structure as matrix Ag,. In a similar fashion,
the blocks of matrix (Jp: are denoted by Qct1,041, Qot1,042, and for n > 2, Qctn,o4n-1,
Qc+n,C+n7 and Q0+n,C+n+1-

Since
Pr{N' =k | Zy=s} = > Qs,s)Pr{N' =k | Zy = 5}
s'€Scyn—1
+ Y Qs,Pe{N' =k | Zy =5} (5.3)
SIGSC-l-n
+ Y Q(s,8)Pr{N' =k —1]|Z, =5},
s'€Scyny1
with the initial condition Pr{N’' =k | Zy = s} = L=0 for s € S¢, we have
Ur(n) = Qcyncin1Ur(n — 1) + QcincinUk(n) + Qcincinti Us1(n + 1), (5.4)

where for £ > 0 and n > 0, Ug(n) is a column vector containing the probabilities Pr{ N’ =
k| Zo = s} when s € S¢y, and the initial condition is

1 ifk=0
Ui(0) _{ 0 otherwise, °

With this notation, we get from eq. ( 5.1) Pr{N = 0} = 0 and for every k > 1

PI’{N = k‘} = ’UC+1Uk_1(1). (55)
We now introduce the matrices P, ,_; and P, ,4; defined for n > 1 by
Pn,n—l = (][ - QC—}—n,C—}—n)_lQC—I—n,C—I—n—Ia
Pn,n—l—l - (][ - QC—}—n,C—}—n)_lQC—I—n,C—I—n—l—l;

where I is the identity matrix.
Relation (5.4) can also be written for k,n > 1 as

Uk(n) = Pop—1Us(n — 1) + Popy1Uk—1(n + 1). (5.6)
To compute the K + 1 first values of the distribution of N, we need to compute the vectors
Up(1),...,Uk(1) and then use relation (5.5). These computations can be done recursively

from relation (5.6) as shown in Table 2.
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Up(0)=1
for £k =0to K do
forn=1to K —k+1do
Uk(n) = Pn’n_lUk(n — 1) + Pn,n-}—lUk—l(n + 1)
PI’{N =k + 1} = ’Uc+1Uk(1)
endfor
endfor

Table 2: Algorithm for computing the distribution of random variable N.

6 Asymptotic Results

We prove in this section the validity of the conjecture invoked in the Introduction on the
asymptotic behavior of random variables C'8, C'V, and N as C tends to infinity while the
link utilization factor vy = A/C fixed in (0,1). First of all, let us state the following technical
lemma, which shows that the mean service rate ¢ (taken equal to 1) of the phase type service
time distribution can be written as a convex linear combination of coefficients p; o.

Lemma 6.1 The mean service rate ¢ in the M/PH /oo queue can be expressed in terms of
coefficients ;0 as

L.
Qb: Z Z/LLQ. (61)
=1

> [®

Proof. We have 1

T 3T1
Let T° be the column vector of dimension [ whose ith entry is equal to p;o. This vector
verifies 7% = —T'1 and then,

¢

{
S wio(AT (i) = BT7T° = 1.

Hence, by definition of p; and p, we get

and the result follows. [ |
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To establish the convergence result for C'V', we need the following technical lemmas concer-
ning the convergence of conditional probabilities, whose proofs can be found in the Appendix.
Moreover, to ensure convergence, we redefine for n > 0 the subset S¢4, as

!
Sctn ={(s1,...,8) € IN! | E‘Si = C + n and s;/C converges when C' — oo}.
i=1
Lemma 6.2 For every s = (s1,...,8) € Scy1, we have,

!
Pr{CV >t]| Ag =s} — Pr {V (’y,Zn,ui,o) > t} ,
=1
as C tends to oo with v = X/C fized in (0,1), where r; :Clim s;/C, for v = 1,....1
—00
and Y <7,Z§:1 ri,um) is the area swept in a busy period under the occupation process of

the M/M/1 queue with input rate vy and mean service rate S \_, riftio.

Lemma 6.3 For every: =1,...,[, we have

SESC

tog.
max |(eM/91)(s + ¢;) — Pr {V (’y, > %]/QLLO) > t}‘ — 0
7=1

as C tends to oo with v = A\/C fized in (0,1), where V (7, 2221 sj/LLO/C) is the area swept in
a busy period under the occupation process of an M/M/1 queue with input rate v and mean
service rate E;Zl SitiolC.

These two technical lemmas enable us to state the convergence result for the asymptotic
behavior of random variable C'V. The proof of the following theorem is also given in the
Appendix.

Theorem 6.1 When C tends to oo with vy = A\/C fized in (0, 1),
fort >0, Pr{CV >t} — Pr{V > t},

where V is the area swept in a busy period under the occupation process of the M/M/1 queue
with input rate v and unit service rate.
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Using representation (5.1) for the distribution of random variable N, the same arguments
as those used to obtain relation (A.4) for C'V lead to

’ L\

i=1 seSc ‘=1

Before stating the convergence result for random variable N, we need the following lemma,
whose proof can be found in the Appendix.

Lemma 6.4 For every m > 1 and for every s = (s1,...,8) € Sc41, we have,
!
fork >0, Pr{N =k | Ag=s} — Pr {N (’)/,ZTZ'ILLZ'70) = k},
i=1
as C — oo with v = A/C fized in (0,1), where rizclim s;/C, for i = 1,...,1 and
—00
N (7,2221 ri,um) is the number of customers served in the busy of the M/M/1 queue with

arrival rate v and mean service rate Zﬁ-zl Tiltio-

Invoking the same arguments as those used to obtain Lemma 6.3 (i.e., the maximum is
reached for a value s* € Sciy and the function Pr{A(v,y) = k} is continuous with respect
to y € [0,00[), an easy consequence of the previous lemma is the following result.

Lemma 6.5 For every k > 0, we have,

$€Sc+41 i=1

l .
max Pr{N:k|A0:s}—Pr{N (%Z%M,O) :k}‘ — 0

as C tends to oo with v = A/C fized in (0,1), where N (%Zé:l Sj/,LLO/C) is the number of
customers served in a busy period of an M/M/1 queue with input rate v and mean service
rate Eé’:l Sitio/C.

The same arguments as in the proof of Theorem 6.1 along with Lemma 6.5 and Weierstrass’s
Theorem allow us to state the following result.

Theorem 6.2 When C tends to oo with v = A\/C fized in (0,1),,
fork >0, Pr{N =k} — Pr{N =k}, (6.2)

where N is the number of customers served in a busy period of the M/M/1 queue with input
rate v and unit service rate.
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Finally, replacing M, V', and V with Ag/, 6, and O, respectively, a straightforward adap-
tation of the proofs of Lemmas 6.2 and 6.3, and Theorem 6.1 allows us to state the following
results for 6.

Lemma 6.6 For every s = (s1,...,81) € Scy1, we have, g

!
Pr{CO >t ]| Ag=s} — Pr{@ (%ZH/M,O) > t} ,
1=1

as C tends to oo with v = A\/C fized in (0,1), where r; = Clim s;/C, forv=1,...,1 and
— 00
C) (7,2221 ri/,cm) is the duration of a busy period of the M/M/1 queue with input rate vy and

mean Service rate Eﬁ-zl Tiltio-

Lemma 6.7 For every: =1,...,[, we have

SESC

L.
max (eMt/Cl)(s +e;) —Pr {G) (7’2 %]/,LLO) > t}‘ — 0 (6.3)
7=1
as C tends to oo with v = A/C fized in (0,1), where © (’y,Zé-:l sj,ujp/C) is the duration of
a busy period of the M/M/1 queue with input rate v and mean service rate Zé‘:l SitiolC.
Theorem 6.3 When C tends to oo with vy = A\/C fized in (0, 1),
fort >0, Pr{C8 >t} — Pr{O > t}, (6.4)

where O is duration of a busy period of the M/M/1 queue with input rate v and unit service
rate.

To illustrate from a numerical point of view the above convergence results, consider the
M/PH/oo queue with mean arrival rate A and PH(3,T') service times distribution given by

-2 2
B =(1,0) andT:( 0 _2).

Note that this distribution is an Erlang distribution with 2 phases and mean 1. It follows
that the service rate is ¢ = 1. We consider two cases: C' = 100 and C' = 200 and we fix the
value of v to y = A/C = 0.85. For C = 100, we have A = 85 and for C' = 200, A = 170.
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Figure 1: From top to the bottom : Pr{V > t}, Figure 92: Pr{V >t} — Pr{200V > t}.

Pr{100V > t}, and Pr{200V > t}.

Figure 1 shows the distributions of the random variables 100V and 200V and the distri-
bution of random variable V corresponding to the volume of information lost during a busy
period of the M/M /1 with mean arrival rate v and unit mean service time. The distribution
of V clearly appears to be the limit of the distributions of random variables 100V and 200V'.

Figure 2 shows the difference between the distribution of the random variable 200V and
the distribution of random variable V. In both figures, the value of the error tolerance ¢ has
been chosen equal to 107°.

7 Further Simulation Results

Since the introduction in the literature of the celebrated Anick, Mitra, and Sondhi model [2]
for the analysis of a system handling multiple data sources, a huge amount of work has been
devoted to the study of the superposition of a large number of On/Off sources on an ATM
link, especially under the buffered assumption (see [16] for instance). In this section, going
further in the investigation on the asymptotic behavior of random variables C'8, C'V, and N,
we consider under the unbuffered assumption the superposition on an ATM link of a large
number of On/Off sources with constant, exponential, and hyperexponential distributions
and we study via simulation the distributions of the above random variables.

In the previous sections, it has been shown that the local linearization property conjectured
by Aldous in [1] for M /M /oo queues and rigorously proved via Laplace transform analysis in
[10] holds for M /G /oo type queues. Similarly, if we consider now the superposition of On/Off
sources with general arrival processes and general burst durations, we first examine the case
of S exponential On/Off sources. Assuming that the mean burst duration and the peak bit
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rate of a source are equal to 1, the infinitesimal generator of process {A;} representing at
time ¢ the number of active sources is given by

—SA SA 0
1 —(S—DA=1 (S—1)A 0
0 ..
c  —(S-0)n-cC (S —C)A 0
0 0 C+1 —(S=C—-1A-C—-1 (S—=C-1Ar 0
0 0 0 - .
0 0 S -8

(7.1)
where 1/X is the mean silence duration and the number S of On/Off sources is assumed to
be much greater than the link transmission capacity C.

Using the same arguments as in [1], the excursion process above level C' associated with
process {A;} can be approximated via local approximation by process {C'A}} with infinitesi-
mal generator

—(E-1)ar-1  (2-1)A 0
1 —(E-1)r-1 (2-1)A 0 73
0 1 —(E-D)ar-1 (E-D)xr 0 .. |7

which is the infinitesimal generator of the process describing the number of customers in the
M/M/1 queue with unit service rate and input rate

1 S . 1_7 .
7—<——1))\—’Y—m7 (7.3)

where b is the peak to mean rate coefficient of a source, which satisfies b= (1 + A)/A, and v
is the link utilization factor defined by
Sm S
V== —. (7.4)
C bC
with m denoting the mean rate of an individual source.
Similarly to the the M/M /oo case, one may conjecture that the transient characteristics
CO, CV, and N associated with the superposition of S On/Off sources can be approximated
by the respective transient characteristics ©, V, and A of the M/M/1 queue with input rate
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7' defined by eq. (7.3) and unit service rate. In the following, we show via simulation that
this conjecture seems to be valid for the superposition of a large number of On/Off sources.

For this purpose, we consider an ATM link of transmission capacity ¢ = 600 Mbps, 5 =
1400 On/Off sources with an individual mean rate of about m = 364 Kbps and an individual
peak bit rate of A = 2 Mbps, which result in a link utilization factor v = 85% and a peak
to mean ratio b ~ 5.5. Note that under the above assumptions, C' = 300. An On/Off source
is furthermore characterized by the mean silence and burst durations, denoted by £.S and
E B, respectively. In the following, we will assume that the mean burst duration is 1 ms so
that the mean volume of information in a burst is 2 Kbits (256 octets). The mean silence
duration is given by

ES=(b-1)EB~ 4.5 ms (7.5)

The stationary probability Piong. that the instantaneous input rate exceeds the link trans-
mission capacity C' is given by the survivor function of the Bernoulli distribution of parameter

P = > (V)(3) (1-7) ~ w0 7

k=C+1

1/b, namely

The instantaneous number of active sources is described by process {A;} and the instanta-
neous peak bit rate is {hA;}. In the following, we consider the random variable V introduced
in the previous sections so that the volume of information in bits lost in a congestion period
isv=~hV.

For different distributions of On and Off durations the mean values of random variables 6,
V., and N, denoted by 8, V, and N, respectively are compared in Table 3 with the respective
theoretical mean values obtained via the approximation by the M/M/1 queue with input
rate 7" and unit service time [10], namely

- 1

ea rox — N1 0 7.7
PP C(l _ 7/) ( )

_ 1

‘/a rox — 471 o0 7.8
PP C(l _ 7/)2 ( )

v ! (7.9)

Napprox = (1 _7/)

Results given in Table 3 show that simulation and approximation results are in good agree-
ment.

The distribution of C8 for different On and Off period distributions are depicted in Fi-
gures 3, 4, 5, and 8. The corresponding results for C'V (resp. N) are given in Figures 9, 10,
11, and 14 (resp. Figures 15, 16, 17, and 20). All these figures show that the distributions
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On and Off duration distributions 0 1% N
Exponential On periods
Exponential Off periods 1.69 x 1072 | 7.85 x 1072 | 5.20
Constant On periods
Exponential Off periods 1.63 x 1072 | 7.85 x 1072 | 5.00
Exponential On periods
Constant Off periods 1.61 x 1072 | 7.77 x 1072 | 4.91
Hyperexponential (Cv? = 5) On periods
Hyperexponential (Cv? = 5) Off periods | 1.91 x 1072 | 1.12 x 10~ | 5.81

Approximations ‘ 1.82 x 1072 ‘ 9.93 x 1072 ‘ 5.45 ‘

Table 3: Mean values

of C#, CV,and N can be well approximated by those of variables ©, V, and N associated
with the M/M/1 queue with input rate v and unit service rate.

Now, it is worthwhile to note that the freeze-out fraction, which represents the fraction of
lost information, is given by

E[A(Ar — C)]  Prong.

= ~ 4.6 x 107° 7.10
E[hA,] oC 8 (7.10)

TMloss =

and the mean volume v of information lost in a congestion period is

v~ h X ﬁ ~ 296.3 Kbits ~ 700 cells (7.11)
by using the convergence of C'V to V, whose mean value is given by 1/C(1 —~')2.

It follows that for a given low stationary congestion probability, the freeze-out fraction
Tloss May take a small value but the volume of information lost in a congestion period may
be large. This can be shown by considering the mean values. The situation is still worse
when we consider remote quantiles. For instance, the 1 — 107°-quantile of the distribution of
V/C is equal to 42. It thus appears that the freeze-out fraction defined as the ratio of two
long term average quantities gives only poor information on the quality of service actually
offered to the users because in congestion periods a large amount of information is lost. This
phenomenon is definitely not reflected by the value of the freeze-out fraction.
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Figure 19: Distribution of N when On periods are Figure 20: Distribution of N when both On and
hyperexponentially distributed with Cv? = 2 and Off ~ Off periods are hyperexponentially distributed with
periods are exponentially distributed. Cv? = 5.

8 Conclusion

The M/ P H /oo model has been introduced in this paper to model the superposition of a large
number of data bursts on an ATM link. Taking benefit of the Markovian structure of the
system, explicit methods have been described to compute the distributions of some transient
characteristics related to excursions of the occupation process above the link transmission
capacity . Given that such excursions represent overflow periods under the unbuffered
assumption, the transient characteristics considered are the congestion duration 6, the volume
V' of lost information, and the number N of bursts arriving in a congestion period.

Furthermore, still using the Markovian property of the system, some asymptotic results
have been established on the behavior of C8, C'V, and N when the transmission capacity C
tends to infinity while the link utilization factor v is fixed in (0,1). It turns out that C§, C'V
and N converge in distribution to the duration © of the busy period in the M/M/1 queue
with unit service rate and input rate ~, the area V swept under the occupation process of
this M/M/1 queue during a busy period, and the number A of customers served in a busy
period of this M/M/1 queue, respectively. This shows that the local linearization conjecture
stated by Aldous for M/M /oo queues holds for M/PH/oco queues. One may then reasonably
suppose that this conjecture is also valid for M/G /oo type queues.

Further simulation results show that when considering the superposition of a large number
of On/Off sources, C#, CV,and N can be quite accurately approximated, after adjustment of
the input rate of the limiting M/M/1 queue, by ©, V, and N, respectively. It thus appears
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that random variables ©, V, and A can be used to obtain robust estimates of some QoS
parameters related to statistical multiplexing on an ATM link, given that PH distributions
are dense in the set of distributions.

Even if we can exhibit an asymptotic behavior for random variables C'8, C'V, and N, it
seems very difficult to use the limiting M/M/1 queue and the Poisson clumping heuristic of
Aldous to perform buffer dimensioning. Indeed, the Poisson clumping heuristic claims that
congestion periods occur as a Poisson process of very small intensity when C' tends to infinity.
Then, one may conjecture that attaching to the link a buffer with a capacity equal to a remote
quantile of the volume of information arriving in excess to the link transmission capacity,
which can be approximated by V/C, suffices to significantly eliminate loss of information.
However, simulation results, not reported in this paper, show that the convergence of the
point process counting the number of congestion periods to the corresponding Poisson process
is very slow and then that the above buffer dimensioning principle is not valid.
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Appendix A: Proofs of Technical Results

PROOF OF PROPOSITION 2.1

The non-zero entries of matrix A¢ ¢4y are given for s € Scyq and ¢t =1,...,[, by

AC,C—I—I(S — €S ) - )‘6( )][{s >1}s

or equivalently, for s € S and 2 =1,...,[, by
Acp_}_l(s, s 4+ 62') = )\ﬁ(&)

It follows that for every s € S¢,

(Ac,c411)(s ZACC+155‘|‘€):)\,

=1

that is
AC,C—}—I]- - )\1

We then get by relation (2.2)

c
ok

7T0A07c_|_11 = )\ﬂcl = e C' .

Introducing uc41 = ¢ Ac,c41, we have for every s € Scyq,

!
uc+1(8) = ZWC(S - ei)AC,C-H(S — €4, 5)

=1

= )\Zﬂ D)7To(s — ) L1

From relation (2.1), we have for every s € S¢yq and 1 =1,...,1
Sq
mo(s — €))L >1y = Topa(s)—,

T

that is

o~

‘UC+1( = )\7TC—|—1
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and hence, for every s € Sc.1,

L B(i)s:
7TC+1(3)E _
voyi(s) = _iﬂc &

P
C!

Replacing now mc41(s) by its expression given by relation (2.1), we obtain
I
,02 Bi)s )

which can be rewritten as in equation (2.4). This completes the proof.

’UC+1( ) =

PROOF OF LEMMA 6.2

Let s = (s1,...,8) € Scy1, such that for i = 1,...,[, %—H“Z- when ¢ — oo. By

Pr{CV > t[Ag = s} = (¢M°1)(s).

Let n > 1 be fixed. Starting from a state s ¢ Scin, process {A;} will be after & > 0
transitions in a state s’ = (s{,...,s]) such that fori =1,...,1,

definition, we have

\ s’
When €' — oo, — — r; and so = — r;.

Let us define the tridiagonal block matrix H over subset B’, whose non-zero transition
rates are given for every s € Scy, (n > 1) by

Bl
Z/ZZZ 0

s —s s+ e; with rate

s — s —e¢; with rate s lns2) (A.1)

zﬂz

s — s+ e; —e; with rate 1{, >3l

where for every 1 = 1,.... 0, r; = limg_ o, s;/C.

RR n"3010



34 A. Dupuis, F. Guillemin and B. Sericola

From the definition of matrix M given in relation (3.3), we have for every n > 1, s(*) ¢
Scin, and s’ € B’
M(s,s)
C

It follows that for every s € S¢y1, we have

— H(s,s') when C' — cc.

(eMt/Cl)(s) — (thl)(s) when ¢ — o0. (A.2)

We denote by Heyp cyno1 for n > 2, Hoyp cqn for n > 1, and Heogpo4n41 for n > 1, the
blocks of the tridiagonal matrix H. From the definition of matrix H given by relation (A.1),
we have
25'21 Tili0

n

HC—I—n,C—I—n—l 1= ]-7
v+ S i
n

HC—I—n,C—I—n—I—l 1= %1

1

HC—I—n,C—I—n 1=-—

?

Let us now define the infinite tridiagonal matrix @), over the set {1,2,...} by

Y+ i Titts, o _
Qr(lal) = - nl 07 Qf’(lvz) = 57

and for n > 2,

! s ! s
Qr(nyn—1) = Lmn’”’“‘“o, Q(nyn) = ~LEZ=1 IO g () y gy 2T

n n

It follows that for every s € S¢y1, we have
(e"'1)(s) = de?'1,
where d = (1,0,0,...). We then obtain, from relation (A.2), for every s € Scy1,

(eMt/Cl)(s) — de?*1 when € — . (A.3)

Noting that we precisely have (see for instance [9])

!
Pr {V (%Zwi,w) > t} = de"'1,

=1
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the proof is done.
PrROOF OF LEMMA 6.3

The maximum is reached for a value s € S¢ denoted by s* = (s7,...,s;). By definition of
Sc, we have for j = 1,...,1, s3/C converges when C' — oc. We denote by 7} the limit of
s3/C. We then have

S Z1+ZZ7

Los*
(eMt/Cl)(s* + ei) — Pr {V (’y,z %/Ljp) > t}

=1
where

Z1:

(eMC1)(s* + ¢;) — Pr {V (’y, zl:r]*-,um) > t}‘

i=1

Pr {V (7,27"]*-/%0) > t} — Pr {V (7,2 %,uj,o) > t}
J=1 7=1

From Lemma 6.2, Z; tends to 0 when C' — oco. Z; also tends to 0 when C' — oo, due to
the continuity of the function Pr{V(v,y) > t} with respect to y € [0, co|.

Z2:
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PROOF OF THEOREM 6.1

First, note that by using relation (2.4) with s = (s1,...,s), we can write

Pr{CV >t} = wvweM/%1 = > vop(s)(eM91)(s)

s€Scy1

= > Zﬁ Clo—t— <p2) ] L0 I1 <pk> | (M1)(s)

s€ESc41 1=1 ) k#z
s5;—1
!
P P Mt/C
= Zﬁz Z Cl>—r—r s>0 H 1
=1  s€Scy (si — 1)' ki !

By the variable change s; — s; 4+ 1, we have

Pr{CV >t} = Eﬂ Z H( ) (M) (s + &) (A.4)

=1 SESC

From relation (A.4) and the fact that ¢ = 1, we have
Pr{CV >t} — Pr{V >t}

Zﬁ Z 1:[ ( ) J (M) (s + ) — Pr{V > t}).

i=1 SESC

The module of the above quantity is such that

where

»n

?

XA o (2)

=1 SESC

(eMt/Cl)(s +e;)—Pr {V (fy,

l .
Z aj/ubjp) > t}

J=1

and

-yay ()

=1 SESC ]:1 P

l .
Pr {V (’y,z %Mj,o) > t} —Pr{V > t}|.
7=1
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Since

Yoy ST (2] -

i=1  s€Sc ° Tj=L AP
it is easy to show by using Lemma 6.3 and Lebesgue dominated convergence theorem that
the term ¥; tends to 0 as €' — oo under the assumptions of Theorem 6.1.
To show that ¥, — 0, we consider a continuous function ¥ on [0,1]'. Weierstrass’s
theorem states, in particular that, if 1 +...+ x; =1 then

Z syl s H 2 (Sl _) — ¥(21,...,2) when C — oo.

SESC C

If we take l
Y(xq,...,2) = Pr {V (’y, Z%Mi,o) } )
=1

which is continuous on [0, 1]', we get

S A R e |

Now since by Lemma 6.1

!
Z /,LZO— ¢ =1 and Zﬁ—l

we obtain by dominated convergence ¥ — 0 when ' — oo and the proof is done.

PrROOF OF LEMMA 6.4

Let s = (s1,...,8) € Scy1 such that for ¢ = 1,...,1, %—H“Z- when ¢ — oo. From
relations (5.5), we have
Pr{N =k | Ao = s} = (Ur(1))(s). (A.5)

Let us now define the tridiagonal block matrix F' over subset B’, whose non zero transition
probabilities are given for every s € Scyn, (n > 1) by

s — s+ ¢; with probability i)y

v + Zi:l Tils ’
itiole >0 Iy,
s —s—e with probability o0 lr>0 222t (A.6)
v + Zz 1 ik
k7 k2 ]I T ]I
s — s+ ¢€; —e;  with probability Tt Hri>0) Mi#iy
v + Zz 1 Tikki
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From the definition of matrix Qg given by relation (5.2), we have, for every n > 1,
s € Scun, and s € B,
Q(s,s') — F(s,s") when ' — cc.

It follows that Ug(n) — Vi(n), where Vi(n) is given by Vi(0) = Uk(0), Vo(n) = Up(n), and
Vi(n) = (I— FO+n,C+n)_1(FC+n,C+n—1 Vi(n — 1) + Foyncpntr Vier1(n + 1)). (A.7)

From relation (A.6), matrix F' satisfies

l .
Fomgony1 = ==t lii0_y
YA D iy il
{ A1 — 1y
Foinognl = iz TZ(/;LZ MZ’O) 1
Y+ iy Tilki
~
FO+n,O+n+11 = )
R DY E
and hence,
_ S Filtio
(][ - FC—I—n,C—I—n) 1FC—|—77,,C—I—TL—1 1= = : ,
v+ S i
~

(][ - FC—I—n,C—I—n)_lFC—I—n,C—I—n—I—l 1= 1.
Y+ Yioy Tiftio

This implies by recurrence that, for k and n fixed, all the entries of the vector Vi(n) are
equal, that is Vx(n) can be written as

Vi(n) = vi(n)1,
where vy(n) is a real number. We then have from relation (A.5), for every s € Sc1,
Pr{N = k| Ao = s} = (Ux(1))(s) — (Va(1))(s) = vx(1) when €' — oo. (A.8)
Recurrence relation (A.7) becomes

. 25'21 rifi0
vg(n) = 7
v+ 22:1 T i,0

N
Y4 S it

ve(n — 1) + vi—1(n + 1), (A.9)

with initial condition v;(0) = Ix=1} and ve(n) = 0.
Consider now the M/M/1 queue with input rate v and mean service rate Y\_, riu; 0. Let Y;
be the number of customers in that queue at time ¢. Let N(7, 25:1 rifti o) denote the number
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of customers arriving during a sojourn of Y; in the subset {1,2,...}. It is easy to verify (see
for instance [9]) that the conditional probabilities Pr{N"(v, "\, ripio) + 1 = k | Yo = n}
satisfy relation (A.9). Hence,

!
ve(n) = Pr{N"(7, X ripio) + L = k | Yo = n}
=1
and by definition of (v, ', ripi0), we have
! !
Pr {N (772”#2’,0) = k‘} = Pr {Nl (7,27}',&2‘70) + 1=k | 1/0 = 1} = 'Uk(l).
=1 =1

Using relation (A.8), the proof is done.
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