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Abstract: This paper presents a second-order analysis for a simple model optimal control
problem of a partial differential equation, namely a well-posed semilinear elliptic system with
constraints on the control variable only. The cost to be minimized is a standard quadratic
functional. Assuming the feasible set to be polyhedric, we state necessary and sufficient
second order optimality conditions, including a characterization of the quadratic growth
condition. Assuming that the second order sufficient condition holds, we give a formula for
the second order expansion of the value of the problem as well as the directional derivative
of the optimal control, when the cost function is perturbed. Then we partially extend these
results to the case of vector valued controls when the feasible set is defined by local and
smooth convex constraints. When the space dimension n is greater than 3, the results are
based on a two norms approach, involving spaces L?(Q2) and L*(2), with s > n/2.
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Analyse du deuxieme ordre pour les problemes de
commande optimale de systemes elliptiques
semilinéaires

Résumé : Cet article présente une analyse du second ordre pour un probléme modele de
commande optimale d’une équation aux dérivées partielles, & savoir une équation semilinéaire
elliptique avec contraintes seulement sur la commande. Le coit & minimiser est une fonc-
tionnelle quadratique standard. Supposant I’ensemble réalisable polyédrique, nous énoncons
des conditions nécessaires et suffisantes d’optimalité du deuxieme ordre, dont une caratéri-
sation de la condition de croissance quadratique. Supposant vérifiée la condition suffisante
du deuxieme ordre, nous donnons une formule pour le développement au deuxieme ordre de
la valeur du probléeme ainsi que pour la dérivée directionnelle de la solution, lorsque le coiit
est perturbé. Enfin nous étendons partiellement ces résultats au cas de commandes & valeur
vectorielle, ’ensemble réalisable étant défini par des contraintes locales, lisses et convexes.
Quand la dimension d’état est supérieures a 3, ces résultats sont basés sur I'approche des
deux normes associées aux espaces L?(Q2) and L*(Q2), avec s > n/2.

Mots-clé : Commande optimale, systemes elliptiques, analyse de sensibilité, dévelope-
ment de solutions, conditions d’optimalité, formes de Legendre, polyédricité, approche des
deux normes.
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1 Introduction

In this paper we discuss the second order theory for optimal control problems of partial
differential equations. This study is related with some recent results in the perturbation
theory for abstract optimization problems, [6, 8]. The results of this paper are obtained
by refining the ideas of the abstract theory and adapting them to the structure of optimal
control problems. We discuss a simple model problem, that is minimization of a standard
quadratic cost with a semilinear elliptic state equation, under various constraints on the
control.

The basic tools of our analysis are polyhedricity theory for convex sets [13, 20] and the
theory of Legendre forms [14]. Combining these tools with some recent progress in the
theory of second order conditions for optimality [8, 11], we present in section 2 a second
order theory that is complete in the sense that there is no gap between the necessary and
sufficient conditions. More precisely, we obtain a characterization of the quadratic growth
condition (i.e., in the vicinity of the solution, the cost function increases at the same rate that
the square of distance to the solution). For a space dimension larger than 3, the sufficient
conditions are formulated in terms of two norms for the control space, i.e. L?(Q) and L*(Q)
for some s > n/2. This may be compared to e.g. [9], where more general nonlinearities are
considered, but only sufficient conditions for quadratic growth, using the L>(2), are given.

In section 3, assuming a weak second order sufficient condition to hold, and the feasible
set to be polyhedric, we provide a formula for computing the directional derivative of the
optimal control (as well as a second order expansion of the value function) with respect to a
perturbation. This is a partial extension of the results of [6] to the two norms setting, and
is to be compared with [16, 23] where the derivative of solution is computed under stronger
second order conditions, whereas our theory of second order necessary conditions garanties
the fact that our sufficient condition is minimal. This result, for n > 3, takes into account
the two norms structure of the problem.

We next generalize in section 4 these results to the case of optimal control problems
when the local constraints are defined by a finite number of smooth convex functions. In
that case, polyhedricity does not hold, but we show that a theory of second order conditions
may be conducted by taking into account the curvature of the constraint functions.

2 An optimal control problem of elliptic type

Let 2 be an open and bounded subset of R", with C? boundary 052, whose generic element
is denoted w, and ¢ be a C? nondecreasing function R — IR. We consider the state equation

—-Ay+4(y) = win Q,
{ y = 0 on Of. (21)

RR n°3014



4 J. Frédéric Bonnans

Here A is the Laplacian operator and u € L*(Q) is the control variable, for some s € [2,+00).
The function y, defined a.e. over (2, is called the state, and ¢(y) is the function defined a.e.

over Q by ¢(y)(w) = ¢(y(w)), a.e. w € Q.
We recall some basic results of functional analysis. Denote the norm of L*(Q) by || - ||s,

and the scalar product in L*(2) by (-,-),. Let ¢ = (g1, -, g¢) be a vector with nonnegative
integer components. Set

dldly

= . : Diy i = ——Z
|q| QI + + Qh y amgl .. 61’?2

The Sobolev space W™*#(Q), with m a non negative integer and s € [2, +00], is defined and
endowed with a norm as follows:

Wms(Q) == {y € L*(); Dy € L*(Q) whenever |q| < m}.
Yllm,s =D 1Dl
0<[q|<m
When s = 2, we denote W™2(2) as H™(Q), and endow it with the norm
1/2
Iyllme = | > ID%I3

0<[g|<m

The space W™2(Q) (resp. H™(()), endowed with the above norm, is a Banach (resp.
Hilbert) space. By the Sobolev imbedding theorem [2, 12], we have

11
Wms(Q) C LI(Q), - = - —
() c 2@, =1

if —> <

S[3
® | =
SAE

. W) C C(Q) if

® | =
e

. (22)

the latter inclusion being compact. Let C(2) (resp. Co(f2)) be the set of continuous functions
over Q) (resp. the set of continuous functions over Q that vanish on 8f2). The set C(Q) N
W™3(Q) is dense in W™*(Q). When m > 1, the trace on 9 of an element of W™*(Q)
may be defined as a continuous extension from C(Q) N W™*(Q2) to W™*(£2) of the trace
(in the usual sense), with image in L?*(92). The set W;"*(f2) is defined as the closure in
W™3(Q) of functions of C*(Q) that vanish near the boundary.

We know [3] that for any u € L*(f2), (2.1) has a unique solution y,, € W2*(Q)NW,*(Q),
and that there exists ¢; > 0 not depending on w such that

lyll2,s < exllulls. (2.3)
In order to obtain differentiability of the mapping u — v,, it is natural to assume that

s >mn/2, (s = 2if n < 3) so that W25(Q) C C(Q) by (2.2). As ¢ is twice continuously
differentiable, it is easily proved, using the implicit function theorem, that if s > n/2, the

INRIA



Second order analysis for control constrained optimal control problems 5

mapping u — ¥, is of class C?: L*(Q) — W?22(Q). In particular, the derivative of y,, in
direction v € L*(f) is the unique solution z € W2#(Q) N W, *(Q) of the linearized system

(2.4)

—Az+¢'(y)z = v in Q,
z = 0 on Of.

Consider the quadratic cost function

T(w) =5 [ @) = r@)Pdo+ g [ ulPde.

where the target 7 € L2(Q) and N > 0 are given, as well as the set of feasible controls K.
We assume that K is a nonempty, closed and convex subset of L*(Q2). The optimal control
problem is

(P) Min J,(u,y,); subject to u € K.
u

As state and control spaces we choose
Y = W2(Q) N W, 5 (Q) = {y € W*(Q); y =0 on 9Q}, U :=L*(N).

We denote S(P;) the set of solutions of (P;), and val(P;) the value of (P;), i.e. inf{J-(u,yu);
u € K}. In order to obtain existence of solutions, we will use the coercivity hypothesis

Either n < 3 or K is bounded in L*(1). (2.5)

This hypothesis implies that a minimizing sequence {ur} of controls for problem (P;) is
bounded in L*(Q). By “5” we denote the weak convergence. Using standard techniques,
we obtain the following result:

Theorem 2.1 Problem has (at least) one solution whenever the coercivity hypothesis 2.5
holds.

Proof.Consider a minimizing sequence {u} of controls for problem (P;). By (2.5), this
sequence is bounded in L*(Q2), and the sequence of associated states {yy} is bounded in
W?24(Q). Taking a subsequence if necessary, we may assume that uj — @ in L*(Q), yp — ¥
in W24(Q) and y — 7 in Cy(Q). Passing to the limit in the state equation (2.1), we obtain
that g is the state associated with @. As J is convex and continuous, and therefore weakly
ls.c. L2(Q) x L*(Q) — IR, we obtain J,(¥,4) < limy J, (yx,ur) = val(P,). Finally, as K
is convex and closed in L*(f2), and therefore weakly closed, we have @ € K. Therefore @ is
solution of (P;). I

The adjoint equation is defined as

-Ap+¢'(Yu)p = Yu—7 in Q,
{ p =0 on ON. (2:6)

RR n~3014



6 J. Frédéric Bonnans

Its unique solution p, € H2(R) is called the adjoint state associated with u. Set
F(u) == J:(u, yu)-

Using Green’s formula and classical differential calculus arguments (e.g. [15]) we may check
that w — F(u) is a C? mapping: L*(2) — Y, with derivative

F'(u) = py + Nu. (2.7)

We recall that, if K is a convex subset of a Banach space X, and z € K, the cone of feasible
directions R, and the tangent and normal cones Tx and Nk, are defined as

Ri(z) = {yeX;do>0; z+o0y €K},
Te() = {y€X; In(o) =z +oy+o(0) € K, >0},
Ni(z) = {z" € X; (z",y—1z) <0,Vy € K},

with the convention that Nx(z) = 0 if € K. The statement below is a standard result of
optimization theory ([14, 15]):

Proposition 2.1 If u is a local solution of (P;) (in L*(Y)), then it satisfies the first-order
optimality condition
F'(u) + Nk (u) 3 0. (2.8)

Note that F”(u) belongs in principle to the space U’ = L* (), with 1/s + 1/s' = 1.
However, from u € L*(Q), p, € H*(Q) and (2.7), we get F'(u) € L?(Q). This allows to
obtain a characterization of the optimality system in terms of a projection:

Lemma 2.1 the optimality system (2.8) is equivalent to
u= PK(_Nilpu)a (2.9)

where Pk is the orthogonal projection in L?(Q) onto K.

Proof.Assume that (2.8) holds. As L*(2) C L%(f2), K is a convex (not necessarily closed)
subset of L?(2). Let v € K. Then by (2.8), (u + N~'p,,v — u), > 0 (note that this scalar
product makes sense as F'(u) € L*(Q) C L*(Q)). Therefore

o+ N7 pull3 = llu+ N""pall3 + 20w + N7 pu, v —u)y + lv —ull3 > [lu+ N""pa|5.
This implies (2.9). The converse implication is an easy consequence of the above equality. I
Using lemma 2.1, and assuming specific properties of K, some further properties of the

optimal control may be derived. Assume for instance that K is the set

Kup:={ueL’(); a <ulw) <b, a.e. w € N}, (2.10)

INRIA



Second order analysis for control constrained optimal control problems 7

with
—0<a<b< 4.

Then the projection onto K, in L?(2) coincides with the one in L*(f):
Pg, ,(u)(w) = max(a, min(u(w),b)), a.e. w €. (2.11)

It is known that W*(€2) is a Banach lattice, whence the (punctual) maximum is a conti-
nuous operator in W1#(Q) (e.g. [12, Chapter 7]). As p, € WH#(Q), it follows from (2.10)
that w € W1*(Q). Therefore Ay, € W*(Q), and if 9 is of class C3, then y, € W34(Q)
[1]. Therefore the following result holds:

Lemma 2.2 Assume that the hypothesis of theorem 2.1 holds. If K is of the form K,
defined in (2.10), and u satisfies the optimality system (2.8), then uw € W14(Q) and, if in
addition 09 is of class C®, then y, € W3*(1Q).

2.1 Second-order necessary and sufficient conditions

With « € S(P;) is associated the critical cone
Cu) = {v € U; F'(up = 0; v € Te(w)}. (2.12)

This is the set of directions that are tangent to the feasible set, and along which, up to the
first order term, the cost function does not increase. The second derivative of u — F(u) in
the direction v € U is easily checked to be

F'(u)(v,v) :/Q [No(w)?dw + (1 = pu(w)e" (y(@))) 20 (w)?] dw, (2.13)

where 2, is solution of (2.4).
We recall the concept of polyhedricity, originally defined in a Hilbert space framework
[20, 13] (see an extension of this concept in [6]).

Definition 2.1 Let K be a closed convex subset of a Banach space X, xg € K and x* €
Nk(zg). We say that K is polyhedric at x for the normal direction z* if

Tx (o) N (*)" = R (w0) N (#*) (2.14)
If K is polyhedric at each xg € K for all x* € Ng(xzo), we say that K is polyhedric.
Definition 2.2 We define the second-order necessary optimality condition as
Vv € C(u), F"(u)(v,v)>0. (2.15)

Theorem 2.2 Let u be a local solution of S(P;). If K is polyhedric, then u satisfies the
second-order necessary condition (2.15).

RR n°3014



8 J. Frédéric Bonnans

ProofLet v € R (z0) N F'(u)*. Then as u + tv is feasible for ¢+ > 0 small enough, and
F'(u)v = 0, we have

0< 21tilr{]1t_2(F(u +tv) — F(u)) = F"(u)(v,v).

By polyhedricity, the set of such v is dense in the critical cone, while v — F"'(u)(v,v) is a
continuous function L*(2) — IR. The second order necessary condition follows. I

Having motivated by this theorem the importance of polyhedricity, we check that the
concept applies to Ky p:

Proposition 2.2 The set K, is polyhedric in L*(2) for all s € (2,00), with —o0 < a <
b < 4o0.

ProofLet v € C(u). For € > 0, set v, := e }(Pk(u + ev) — u). Obviously v. € Rk (u).
Also F'(u)v. = 0, as by (2.8) and (2.10), F'(u)(w) = 0 whenever v.(w) # 0, a.e. on .
Therefore v, is a critical direction. As v € Tk(u), we have that v. — v when ¢ | 0.

Polyhedricity of K, ; follows. I
We turn now to the sufficient conditions for optimality.

Definition 2.3 We say the u satisfies the standard quadratic growth condition if
3a>0; F)>Fu)+allv—ul?+o(|lv-ul?), VveK, (2.16)
and the weak quadratic growth condition if
Je>0; Ja>0; ifvekK, |lv—uls<e¢
(2.17)
F(v) > F(u) + allv —u|3 + o(|Jv — ull3).

Definition 2.4 Let u € K satisfy the optimality system (2.8). We say that u satisfies the
standard second-order sufficient optimality condition if

Ja>0; YveC), F"(u)(v,v)>alv|? (2.18)
and the weak second-order sufficient optimality condition if
Ja>0; YweC), F'(u)(v,v)>alv|3 (2.19)

Note that the strong conditions imply the weak ones, and both are equivalent if n < 3.
We consider also the following relation, very close to the second order necessary condition:

Vo € C(w)\{0}, F"(u)(v,v) > 0. (2.20)

We first discuss the case when n < 3.

INRIA



Second order analysis for control constrained optimal control problems 9

Theorem 2.3 Assume that n < 3 (whence s = 2). If K is polyhedric, then the strong
quadratic growth condition (2.16), the second-order sufficient condition (2.18) and (2.20)
are equivalent.

Proof.We prove that (2.16)=-(2.18)=-(2.20)=(2.16). Assume that (2.16) holds. Let v €
Ri(zo) N (F'(u)))*. By (2.16), F(u +tv) — F(u) > at®||v||3 + o(t?), whence F"(u)(v,v) >
2al|v||3. The second order sufficient condition follows then by polyhedricity.

That (2.18) implies (2.20) is trivial. Assume now that (2.20) holds, while (2.16) is not
satified. Then there exists a sequence uy — u in L2(f) such that

Flus) < F(u) + 2l — ull3 (2.21)

Extracting if necessary a subsequence, we may write uy = txvg, with ¢, € Ry, &t | 0,
llvkll2 = 1, and vy = @ in L2(Q2). Using the second order expansion

F(ug) = F(u) + t, F' (u)vg, + %F"(u)(vk, vg) + o(t3), (2.22)

and (2.21), we obtain F'(u) = 0 and (as F'(u)vy > 0) limsupy, F"'(u)(vk,vr) < 0. As vg
belongs to the weakly closed set Tk (u), it follows that ¥ is a critical direction. By (2.13),
we may write
F"(u)(v,v) = N3 + Qu(v), (2.23)
where Q) (v) is a weakly continuous quadratic form. Therefore, F"' (u) is weakly 1.s.c., whence
F"(u)v9 < 0. Combining with (2.23), we obtain
Qu(?) = lim Qy(vy) < =N liminf ||og||2 = —N. (2.24)

It follows that ¥ cannot be 0. This contradicts (2.20). I
The extension of this statement when n > 3 is based on the following result:

Lemma 2.3 Whenever v remains in a bounded subset of L*(Q), the following relations
holds:

1

Yuto = Yutyuv+ 5yu(0,0) + o(|[v]|3) in H*(S), (2.25)
Flut+v) = F(u)+F(uv+ %F”(U)(v, v) +o(|Jv]13). (2.26)

Proof.Step 1. Consider the case when ¢ and ¢' are globally Lipschitz. Then y —

—Ay + ¢(y) is a C? mapping: H?(Q) — L%(Q), and the linearized equation (2.4) has a
unique solution z € H2(f2). By the implicit function theorem, (2.25) holds. Relation (2.26)
follows from the composition of u — y,, and (yu,u) — Jr(Yu,w).
Step 2. Fix r > |lulls- By (2.2) and (2.3), there exists M > 0 such that ||yu|lec < M
whenever ||v||s < 7. Therefore y, is determined only by the the value of ¢ over [-M, +M].
We may modify the value of ¢ outside [—M, +M] so that the new ¢ is nondecreasing and
is globally Lipschitz as well as its first derivative. Combining with step 1, we obtain the
conclusion. i

RR n~3014



10 J. Frédéric Bonnans

Theorem 2.4 If K is polyhedric, then the weak quadratic growth condition (2.17), the
second-order sufficient condition (2.19) and (2.20) are equivalent.

Proof.The proof is identical to the one of theorem 2.3, relation (2.22) being consequence
of lemma 2.3. |

We end this section by some remarks.

The above problem may be related to the notion of tangent quadratic problem, defined
as follows (see the related discussion in [4]):

(@) Min F'(u)o + 5 F"(u)(0,0); v € Tc(u).

Assume that u satisfies the first-order optimality system. Problems (P;) and (Q,) have the
same critical cone and same second-order expansion of the cost function. In addition, the
tangent quadratic problem is always polyhedric at v = 0. Therefore, if K is polyhedric, then
the second order necessary (resp. sufficient) conditions for optimality coincide for problems
(P;) and (Q,). By theorem 2.4, it follows that the weak quadratic growth condition holds
for (P;) iff it holds for (Q).

If @ is a local solution of (P;), then it is a local solution of (@, ), that is isolated if and
anly if the quadratic growth condition holds. That is, if the quadratic growth condition does
not holds, then there exists a nonzero solution of the tangent quadratic problem (@;). This
is similar to the Jacobi conditions in the calculus of variations.

have the following alternative : either the quadratic growth condition is satisfied or v = 0

It is not difficult to see that the Hessian of F' is a Legendre form [14] in the sense below:

Definition 2.5 We say that a quadratic QQ form on a Hilbert space X is a Legendre form if
Q is weakly L.s.c. and, whenever a sequence {x} C X satisfies tj, = = and Q(z1) — Q(z),
then x, — x.

Theorems 2.2 and 2.3 may be obtained by specializing general statements [8], where it
is assumed that the set of feasible points is polyhedric, that the cost function is of class
C? and, for the second order sufficient condition, that the Hessian of the cost function
is a Legendre form. Theorem 2.4 is new. The two norms approach is a classical idea in
the calculus of variations, the spaces used being L2(0,7) and L*°(0,T), but the classical
results concerning second order conditions essentially deal with unconstrained problems. The
extension to polyhedric constraint sets is discussed in [16, 17, 18], assuming stronger second
order conditions, that extend the strong regularity condition of [21]. Related results, in the
context of optimal control of partial differential equation, may be found in [9, 10]. These
papers consider more general nonlinearities and, therefore, use the two norms approach with
spaces L2(Q) and L*°(f2). Note also that there is no characterization of quadratic growth
in these papers.

INRIA
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3 Sensitivity analysis

We discuss in this section the dependance of a local solution of (P;) with respect to the
parameter 7. We start with a stability result. We introduce the notations

F(u,7):=J:(y,u); val(r):=inf F(u,7); u € K.
Denote by z, the solution of (2.4) for (u,y) = (@, 7), and let p the the adjoint state associated
with (%, 7). Let n € L2(2). Then
F"(u,7)((v,n), (v,n)) = /Q (No(w)? + (20(w) = 1(w))? = B(w)¢" (F(w)) 20 (w)?) dw.

We introduce the subproblem

(SP) Min P (@7)((0,0), (0,m)  subject to v € C(a).

Under the coercivity hypothesis (2.5), this problem has a finite value and a nonempty set of
solutions.

Theorem 3.1 If the coercivity hypothesis (2.5) holds, then

(i) If i« — 7 in L?(Q) and u € S(P.,), then there exists @ € S(Pr) such that, extracting
a subsequence if mecessary, @ is the weak limit in L*(Q) and strong limit in L?(Q) of a
subsequence of {u}. If in addition 4 satisfies the weak second order sufficient condition
(2.19) (for problem (P;)), then for the associated subsequence we have

llur — alla = Ol — 7|l2)- (3.27)
(ii) If 7o = T + tgn, then the above mentioned @ is solution of

Min(7 — yu,m)s; u € S(Pr). (3.28)

If in addition u satisfies (2.19), then for the considered subsequence we have the second order
expansion of the cost

t2
val(ty) = val(Py) + ti (T — ya,n)y + Ekval(SP) + o(t2), (3.29)

and if v is a weak limit-points of (uy — )/t in L?(Q) (there exist some by (i)), then v is a
strong limit point of (ur — @)/ty, in L2(Q) and is solution of (SP).

Proof.(i) That @ is the weak limit in L*(Q) and strong limit in L?(£2) of a subsequence may

be proved by arguments similar to those in the proof of theorem 2.1, the strong convergence
in L%() being a consequence of the convergence of val(ry) toward val(7).

RR n~3014



12 J. Frédéric Bonnans

Assume now that @ satisfies the second order sufficient condition (2.19) for problem (P;).
We have

val(t) < F(a,7) = F(4,7)+ F.(a,7)(r—7)+ %Hr — 7|2
Let u, € S(P;). Then
val(r) = F(u,,7),
= F(a,7)+ F'(4,7)(ur —a,7 —7) +
%F”(ﬂ, ) ((ur =@, 7 = 7), (ur — @7 = 7)) + o||lu; — @|l3 + || = 7II3).

Combining both relations, and noticing that the first order optimality system (2.8) implies
F'(a,7)(u, —a,7 —T) > Fl(a,7)(r — 7), we obtain

F"(@,7)((ur = @,7 = 7), (ur =@, 7 = 7)) + o[lur = all3 + 7 = 7II3) < [I7 = 7II3-

Consider the subsequence uy := u,, converging to % in L*(Q2) weak and L?*(Q) strong. If
(extracting if necessary a subsequence) ||up — @||2/||7x — T]l2 — 400, it follows from the
above relation that

e (8, 7) (uk = @ up — @) < o([Jug — all3).

Let © be a weak limit point in L*(Q) of vx := (ur — @)/||ur — @l]2. By arguments similar
to those of the proof of theorem 2.3 we find that F,(v,9) < 0, v € C(u) and v # 0.
This contradicts the second order sufficient optimality condition (2.20), that is equivalent
t0 (2.19) by theorem 2.4.

(ii) Let w € S(P5). As

2o
val(ty) < F(u,7y) = F(u,7) + t Fy (u, T)n + Ekllnllﬁ,
we have

val', (7,m) := limsupt, ' (val(7 + t;n) — val(7)) < 15115D )FT'(u,T)n. (3.30)
ue 7

On the other hand, as uj, € S(P;, ) converges to @ in L*(Q2) weakly, and F!(ug,T) = T — Yu,,
we have F!(uy,7) — F'(u,7) in L?(2). Therefore

F(uy, ) = F(ug,T) + tp Fy (ug, T)n + o(tr),

val(ri) =
> F(u,7)+ tp F7 (4, T)n + o(t).

(3.31)

Relation (3.28) follows.
Assume now that @ satisfies (2.19). Let v € Rk (%) N C(@). Expanding F', we find that

val(7 + tn) < F(u + tv, 7 + tn) = val(7) + tF;(u, T)n + %F"(ﬂ, 7)((v,m), (v,m)) + o(t?).
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As F"(u,7)((v,n), (v,m)) is nothing but the cost function in (SP), using polyhedricity, we

deduce that

val(7 + tn) — val(7) — tFL(a,7)n
2/2

On the other hand, by (i), the sequence vy := (ur, — @)/tr, has at least one weak limit-point
vin L?(Q). From

lim sup < val(SP). (3.32)

Flusy1i) = F(5,7) + 6 F (@, 7)(0,1) + £ (@,7) (on, 1) (0,m) + (),

and the lower semi continuity of F", we deduce that v is a critical direction, and

F(ukaTk) > F(ﬁvf) + th;(@af)ﬂ + %F”(’E,f‘)((’l}, 77)7 (Uﬂ?)) + O(ti),

2
> F(u,7)+ tpFl(u,7)n + %val(S’P) +o(t3).

Combining with (3.32), we obtain the second-order expansion of the cost, as well as
F"(a,7)(ve,n)(vk,n) — val(SP).

From the expression of F"', the latter implies that, for the considered subsequence, vy — v
strongly in L2(Q). I

Remark. Note that if @ is a local solution of S(P;) satisfying the weak quadratic growth
condition (2.17), then there exists a closed neighborhood U of u in U such that the local
problem

(Pru) Min J, (u,v,); subject to (2.1), u €Y and u >0 on {,

has, when 7 = 7, the unique solution u. The additional constraint u € I is not active for 7
close to 7. We can conduct a similar perturbation analysis for the localized problem. If in
addition problem (SP) has a unique solution v, we obtain that if u(t) € S(Pryspu), then
u(t) = u + tv + o(t), i-e. the path u(t) has a right directional derivative v.

If n < 3, theorem 3.1 is a consequence of the results in [6]. In that case it improves
the results in [23] where stronger second order conditions are assumed. The result may be
generalized in the following way: given two control spaces U; and Us, with U; C Us, and a
polyhedric convex feasible set K C Uy, we have to assume that in bounded subsets of Us,
the cost function has a second order expansion in terms of the norm of U;. Then, if the
corresponding weak second order sufficient condition applies, a similar perturbation analysis
may be conducted.

Related results are [16, 23] where the derivative of solution is computed under stronger
second order conditions, that on the other hand guarantee the uniqueness of the solution of
the perturbed problem.
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14 J. Frédéric Bonnans

4 Generalization of the previous results: beyond poly-
hedricity

We denote Lj(€2) := L*(2) x --- x L*(Q) (£ times), and || - || its associated product norm.
We adopt similar conventions for Hj(2) and W,"*(2). We consider a problem of the form

(Pl Min F(u,7); u € K,

where K is a closed convex subset of L(Q2), i.e. we have now u(w) € IR¢. All statements of
this section assume the following on F:

Assumption A.
(i) The function F is C? : L{(Q) — R.
(ii) If w € L°(9Q), then F, is a Legendre form on L7(Q) and F'(u) € H; (Q).
These hypotheses are satisfied in the case of problem (P;) studied before, with £ = 1.

Let us give an example that motivates the study of the case £ > 1. Consider the coupled
system

—Ay1 +¢1(y1) —y2 = wp in Q,
—Ays + ¢a(y2) +y1 = wup in Q, (4.33)
yrn=y2 = 0 on 9.

Here y(w) = (y1(w),y2(w)) € IR?, while ¢ and ¢ are C? nondecreasing mappings IR — IR.
In the sequel, by |- | we denote the Euclidean norm as well as absolute value of scalars, and
by {-,-) the associated scalar product. We denote by y, the solution of this system (whose
existence and uniqueness is discussed in the following lemma) and consider the cost function

=5 [ ) = r)Pdo+ 5 [ fue)Pd.

Lemma 4.1 For each w € L}(2), with s > 2, system (4.33) has a unique solution y, €
WE’S(Q). In addition

(i) the mapping u — y, is of class C*: Li(Q) — W;’S(Q),

(ii) Assumption A is satisfied.

Proof.(i) We may assume for simplicity that ¢;(0) = ¢2(0) = 0. Multiplying the first
(resp. second) equation by y; (resp. w2) and integrating over ), we obtain the a priori
estimate (i.e. estimate satisfied by any sufficiently smooth solution of (4.33)):

/Q (IVy1 )] + Vg2 (w)*) dw < /Q(yl (W)ur (@) + ya(w)us(w))de,
< llyallzllullz + ly2ll2lluz|l2-
By a; and af, i = 0,1,---, we denote constants depending on Q only. Combining the above

display with Poincaré’s inequality, we obtain the estimate |y|l1,2 < aollu|l2. With (4.33) it
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Second order analysis for control constrained optimal control problems 15

follows that || — Ay + &(y)|l2 < agllul|2, whence the H7(Q) estimate ||y||2,2 < a1 ||u|2. Then
we may use a bootstrapping argument: set s; := 2. As, by (2.2), H7 () C L;*(Q) with
continuous injection, with 1/sa = 1/s; — 2/n, we have if s3 < s

= Ay + 6(y)lls, < ab (lylls, + l[ulls,) < agllulls,,

whence the estimate ||y||2,s, < az||ul|s,- We may iterate while s; < s. As1/s;41 =1/s;—2/n,
after a finite number of steps we get the final a priori estimate ||y||2,s < az||u||s. The existence

of a solution may be proved by standard fixed point arguments (e.g. [5]) while uniqueness
is proved as follows: let y and § two solutions, and set z := y — . Then z is solution of

—Azy+ Y121 —22 = 0 in Q,
—Azy+Pozo+21 = 0 in Q, (4.34)
z1=22 = 0 on 09,

where for i = 1,2

$i(yi(w)) — #i(9:(w))

zi(w)

pi(w) = if zi(w)#0, ¢}(yi(w)) otherwise.

As 1); is nonnegative, i = 1,2, multiplying the first (resp. second) equation by z; (resp. 22)
we obtain

/Q (V21 (w)]* + |Vz2(w)[?) dw < 0.

This with Poincaré’s inequality, implies z = 0, as desired.

(ii) The result is obtained by combining point (i) and the techniques of section 2.
Consider the case when K is defined by local constraints:

K :={u e L;(N); u(w) € K(w), a.e. we N}, (4.35)

where K (-) is a closed convex subset of IR¢, a.e. on 2. The following statement is a classical
result [22].

Lemma 4.2 Let K be a closed convex subset of Li(Q) satisfying (4.35), where K(w) is a
closed and convex set, a.e. w € Q). Then

(i) Tk (u) = {v e Ljy(Q); v(w) € Tk(w), a-e. we€ Q};
(i) Nk (u) = {z€L§(Q); 2(w) € Ng(n), a.e. w€ Q}, (4.36)
(iii) Tk (w) N (u*)t = {ve TK(u), (u*(w),v(w)) =0, a.e. weN}.

We now study the case when K(w) is defined by a finite number of linear constraints.
For the sequel it is useful to deal with the case of a variable set of constraints.
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16 J. Frédéric Bonnans

Proposition 4.1 Assume that

K(w) = {z € R% {ai(w),2) < bi(w

)i
Here J(w) is a finite set included in {1,---,q}, w — J(w) i
ai(w) (resp. bi(w)) belongs to L(Q) (resp. LP(Q)), i =
convez polyhedric subset of L}(Q).

J(w)}-

is a measurable mapping, and
1,---,q. Then K is a closed

Proof.It is easily checked that K is a closed convex subset of L(2). By the above
lemma, (4.36) applies. Let us prove that K is polyhedric. Fix u € K and u* € Nk (u), and
let v € Tr(u) N (u*)*. Given € > 0, set

Ve(w) = v(w) if u(w)+ ev(w) € K(w); 0 otherwise, a.e. = € Q.

From (4.36iii) it follows that v. € Tk(u) N (u*)*. Also |ve(w)| < |v(w)| and by (4.36i),
v:(w) — v(w) a.e. on €); Lebesgue’s theorem implies that v. — v in Lj(Q). The result
follows. |

We now extend our results to the case of nonlinear local constraints. We first give a
formula for normal cones.

Lemma 4.3 Let g : IRY — IR be a C? conver mapping with uniformly bounded first and
second order derivatives, such that

g9(xo) < 0 for some zy € RY, (4.37)
and that {z; g(x) < 0} is bounded. Assume that
K(w) =K :={z € R g(2) <0}, (4.38)
is independant of w. Let u € K. Set

I(w)={i=1,"-,¢ gi(u(w)) = 0}. (4.39)
Then
(i) Tk(u) = {veL}Q); gi(uw))v(w) <0,i € I(w) a.e weQ};
(il) Ng(u) = {u*eLi(Q); Ire L (Q ZA, ),

i=

Aw) >0,Aiw)=014f i & I(w), a.e. w€ N}
Let u* € Nk (u), and X € Lil (Q) be associated with u* by the above formula. Then
[A(w)| < a|u*(w)| a.e. on Q, (4.40)
for some a > 0 not depending on uv*, and

Tk (u) N (u*)* = {v € Tk(u); Mi(w)gi(u(w))w(w) =0, a.e weQ}. (4.41)
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Proof.The formula for Tk is proved in e.g. [22]. By lemma 4.2, we have that u* € Ng(u)
if and only if w* € L7 () and u*(w) € Ng(,), a-e. w € ). By (4.37), we have a.e. on §

(e.g. [22]) )
Ni(w) = {D_ Mi(@)gi (u(@)); AMw) > 0,\i(w) = 0if i & I(w)}.
i=1
As g is convex, g(zo) < 0 and g;(u(w)) = 0 whenever i € I(u,w), we have
gi(u)(zo — w(w)) < —a if i € I(u,w). (4.42)
It follows that
q
(), (20 — u(w))) = D Xi(w){gi(u(w)), (zo — u(w))) < —a ) Xi(w).
i i=1
Therefore,
q
D Aiw) < amHut()]|zo — u(w)]-
i=1
This proves that A € L3(2) whenever u* € Lj(Q2), as well as (4.40). Relation (4.41) is a

consequence of (4.36iii). The conclusion follows. J
We consider the Lagrangian function and the set of Lagrange multipliers

LluMT) = Flu)+ / (), g(u(w)))d,
Ar(w) = {XeLj(Q) Fu(u,7) + 3 Milw)gi(u(w)) =0,

AMw) >0,Ai(w) =01if i ¢ I(w), a.e. w € N}.

The second variation of the Lagrangian w.r.t. u is defined as

w (U, A, 7)(0,0) := Fijs (u, 7) (v, ) +/ (Mw), ¢" (u(w))(v(w), v(w))) dw. (4.43)
Q
Note that whenever v € K C L(f), then F,(u,7) € H;() by assumption A(ii). By
(2.2), Fl(u,7) € C¢(Q) if n < 3, and F,(u,7) € L;(2), 1/r = 1/2 — 2/n, otherwise. If A
is a Lagrange multiplier associated with u, by (4.40), A € Cg(2) if n < 3, and X € Lj(€2)
otherwise. As s =2 if n < 3, and s > n/2 otherwise, the above integral is well defined.
We introduce the second-order necessary optimality condition as

Yo € C(u), sup Lo.(u, A, 7)(v,v) > 0. (4.44)
AEA . (u)

Under the assumptions of lemma 4.3, the set A, (u) is closed and bounded in L{(2). In that
case the supremum in (4.44) is attained. Note that the critical set C(u) is here the set of
directions satisfying the r.h.s. of (4.41), for some A € A, (u).
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18 J. Frédéric Bonnans

Theorem 4.1 Let g satisfy the assumptions of lemma 4.3. If u is a local solution of S(PL),
and K is of the form (4.38), then u satisfies the second-order necessary condition (4.44).

Proof.Step 1. Denote by dist, the distance in L§(£2). We check that the following metric
reqularity hypothesis holds:

Ver > 0; My > 0; dists(u, K) < Mil||g(u)+||s whenever ||u]|oo < 1/e1. (4.45)

Remind that z¢ is such that a := — max; g;(zo) > 0. As g is convex, it follows that when
t=t(w) € (0,1),

g((1 — tyu + tzo) < (1 — Hgu) + tg(zo) < (1 - )g(u)y —ta.  (4.46)
et (u())

oy . guw))y

) = o @)y

Then g(u(w) + H(w)(zo — u(w)) < 0 by the above estimate, i.e. u+#(zo —u) € K. Therefore
dists (u, K) < [[f(zo — w)lls < a™"[lzo — ullollg(w)+[ls-

Hence (4.45) holds with M; := a !(||zo|eo + 1/€1)-
Step 2: By proposition 4.1, the set

C(u):={v e Cu); Ie>0; gi(u) +egi(u)v <0, i€ I(u,-) ae. on N} (4.47)

is dense in C(u). Furthermore, the set C'(u)N L3 (R) is dense in C(u). Indeed, let v € C(u).
Define v, by
ve(w) = v(w) if [v(w)[| <e™'; 0 otherwise.

Then by lemma 4.2, v. € C(u) N L(2) and v, — v in L() as e | 0.

The supremum in (4.44) being a continuous function of v in Lj(2) (as A,(u) is closed
and bounded), it suffices to prove that this supremum is nonnegative when v is restricted
to C'(u) N LEF(Q).

Step 3: Fix v € C'(u) N LP (). Let z € LP(Q) be such that
gi(u)z + gi'(u)(v,v) <0 whenever i € I(u,-), a.e. on (. (4.48)
We check that u; := u + tv + %z satisfies
dist, (us, K) = o(t?). (4.49)

As u, v and z belong to Ly°(f2), and g is smooth, we have

o) = 9(u) + teg’ o+ g ()00, ) + o(8) in LF(2). (450)
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Therefore, whenever i € I(u,w), we have g;(us(w)) < o01(t?), with o, (identified with its
extension by 0 if ¢ & I(u,w)) such that =20, (¢*) — 0 in L(1).

On the other hand, let € > 0 be such that (4.47) holds. If i ¢ I(u,w), then by (4.47), for
t < e/2, expanding g(u(w)) up to the second order, we have

9i(w(w)) < —Zgi(w(w)) + M,

for some M > 0 not depending on w. Therefore, t=2g;(u;); < M, and t=2g;(us)4 — 0 a-e.
on ). By Lebesgue’s theorem ¢t=2g;(us); — 0 in L(Q). This means that g(u)+02(t?) € K,
where t72||02(t2)||s — 0. By (4.45), it follows that there exists a feasible path of the form
ug + 03(t?), with t=2||oz(t?)||s — 0.

Step 4. Let v and z be as in step 3. As v is a critical direction, it follows that

t2

F(u) < Fus + 0s(t)) < F(u) + 5

(F'(u)z + F" (u)(v,v)) + o(t?),
hence F'(u)z + F"(u)(v,v) > 0. It follows from the above discussion that the following
problem parameterized by the function space Z:

(SPy) 1;/2? F'(u)z + F"(u)(v,v) s.t. gi(w)z + g} (u)(v,v) <0, i€ I(u,-).

has, for the choice Z = Lg°(2), a nonnegative value.

Let us consider now the case when Z = Lj(Q2). Denote by F(SP) the feasible set of
(SPy). We will show that F(SPy)NLg°(Q) is dense in F(SP). As the cost function of SFp)
is continuous, this will imply that the infimum of (SF) is still nonnegative when Z = L3(Q2).

So, let z € F(SP,). Consider the following truncation of z:

—1

20 := max(—e~!, min(z,e7)).

Set
e (w) == [g'(u)22 + g (u)(v,v)]+ (W) if i € I(u,w), O otherwise.

Then
a:(w) < gi(u)(2)+ + gi' (w)(v,v)4, i€ I(u,w). (4.51)

As g (u)(v,v) € LP(Q) and z € F(Sh), gj(u)(2)+ € LF(R). It follows that as e | 0, a.
is bounded in Lg°(€2). Also 20— zin L3(€2), whence a.(w) — 0 a.e. on 2. By Lebesgue’s
theorem, a,(w) — 0 in L$(Q). Therefore the function

2t =20+ %(wo —u)
a
converges to z in Lj({2), and by (4.42), belongs to F(SFy) N L°(9).

Step 5: we use duality theory in order to show that the value of (SFy) (with Z = Lj(Q)) is
the supremum in (4.44). Indeed, this supremum is the dual (in the sense of convex duality)
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of (SPy). A sufficient condition for the primal and dual values to be equal is that the
perturbed problem parameterized by w € Lj3(€2)

Min F'(u)z + F" (u)(v,v) s.t. gi(uw)z + ¢i'(u)(v,v) < w whenever i € I(u,-),
is feasible whenever ||w||, is small enough [22]. Set
20 := a " (w — g} (u)(v,v)) 4 (zo — u).

In view of (4.42), 2o € Lj(f2), and is a feasible point of the above problem. The result
follows.

Counsider now the weak quadratic growth condition (note that we restrict v to a small
neighborhood of v in L°(€2), and not L}(f2) as in (2.17))

Je>0; Ja>0; fvekK, [|[v-ulw <¢

F(v) > Flu) +allo —ull3 + ofllv — ull3) (452)
the weak second order sufficient optimality condition
Ja>0; YveC(u), sup Ll(u,\,7)(v,0)>alv|3, (4.53)
AEA, (1)
as well as the punctual relation
Vv € C(u)\{0}, /\Es/tqz )ﬁZQ (u, A, 7)(v,v) > 0. (4.54)

Theorem 4.2 Let K be as in lemma 4.3. Then the weak quadratic growth condition (4.52),
the weak second-order sufficient condition (4.53) and (4.54) are equivalent.

Proof.By theorem 4.1, (4.52) implies (4.53). That (4.53) implies (4.54) is immediate. It
remains to prove that (4.54) implies (2.17). If this is not true, then there exists a sequence
up — win LZ(12) such that

1
Flu) < F(u) + 3 lug = ull, (4:55)

and we may assume that uy = tgvg, with t;, € Ry, t; | 0, |logllz = 1, and v, = @ in
L%(Q). On the other hand, let 8 > 0. As K is bounded in L{°(Q) and g is smooth, we have
whenever ||up — u||eo < €, for € > 0 small enough:

t2
glug) > g(u) + trg' (w)vy, + E’”g”(u)(’uk,vk) — Bti|vg|* a.e.on Q. (4.56)

Pick A € A;(u). From (4.56) and A € L(Q), it follows that

t2 A
'C(uh’\aT) > ;C(U,/\,T) + Ek£Z2 (ua)‘aT)(Ukavk) - ﬂtiH)\Hoo
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Using L(u, A\, 7) = F(u), L(ug, A, 7) < F(ug) and (4.55), we obtain F'(u)v = 0 and
lim supy, £)» (u, A, 7)(vk, V) < Bl|Alloo, for all positive 3. By (4.43) and assumption A(ii),
", (u, A, 7) is a Legendre form on L7(2). Therefore v # 0, while £, (u, A, 7)(v,v) < 0. This
contradicts (4.54). I
We now pass to the perturbation analysis. The reader has noticed that the technique
for obtaining upper (resp. lower) estimates of the value function is similar to the one for
proving second order necessary (esp. sufficient) conditions. However, the second order
sufficient condition above applies only in a small neighborhood of L§°(€2). Therefore, we
are not able to obtain lower estimates of the perturbed value function assuming (4.53). For
that reason we state the second order upper estimate only. The subproblem is now

. n —
(SP') Min xé?x?fu)ﬁ (u, A, 7)((v,m), (v,m)), s.t. (2.4) and v € C(a),

where by £" we mean the second derivative with respect to (u, 7).

Assumption A’.
Assumption A holds and, in addition, if {uy} is bounded in L*(Q) and uy — u € L?(Q),
then F'(uy) = F'(u) in HZ(Q).

This assumption is satisfied for the example discussed at the beginning of the section; in
fact we have strong convergence of F'(uy) in H;(Q2) in that case. The strenghtening of A’

is needed for obtaining the first order lower estimate of the value of the perturbed problem,
i.e. the inequality corresponding to (3.31).

Theorem 4.3 Assume that the coercivity hypothesis (2.5) holds, and that assumption A’
holds. Let 1, =7 +tyn. Let uy, € S(P), ). Then there exists & € S(P}) such that, extracting
a subsequence if necessary, u is the weak limit in L{(Y) and strong limit in L7(Q) of a
subsequence of {u}, and is solution of

Min(7 — yu,m)o; v € S(Fy). (4.57)

In addition, for the considered subsequence, we have

2
val(te) < val(P}) + 17 — yo, 1)y + Eval(SP') + o). (4.58)
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