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Abstract: We consider a certain class of vectorial evolution equations, which are linear in the
(max,+) semi-field. They can be used to model several types of discrete event systems, in particular
stochastic service systems where we assume that the arrival process of customers (tokens, jobs, etc.)
is Poisson.

Under natural Cramer type conditions on certain variables, we show that the expected waiting
time which the n-th customer has to spend in a given subarea of such a system can be expanded
analytically in an infinite power series with respect to the arrival intensity A.

Furthermore, we state an algorithm for computing all coefficients of this series expansion and
derive an explicit finite representation formula for the remainder term.

We also give an explicit finite expansion for expected stationary waiting times in (max,+)-linear
systems with deterministic service.
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Temps d’attente transitoires et stationnaires des systemes
(max, +)-linéaires avec des entrées formant un processus de
Poisson

Résumé : Nous considérons une classe d’équations d’évolution vectorielles qui sont linéaires dans
le semi-anneau (max,+), avec des entrées formant un processus ponctuel de Poisson. Cette classe
contient plusieurs exemples de systémes & événements discrets dont la classe des graphes d’événements
stochastiques.

Sous des hypotheses de type Cramer sur les variables aléatoires décrivant les temporisations in-
ternes, nous montrons que le vecteur des temps d’attente dans un tel systéme admet un développement
analytique en l’intensité A du processus de Poisson.

Nous donnons aussi un algorithme pour le calcul des coefficients de ce développement, et une
représentation explicite de l’erreur commise en remplagant la série par une somme finie.

A titre d’illustration, nous donnons une représentation explicite du temps d’attente moyen dans
le cas particulier ol les temporisations internes sont déterministes.

Mots-clé : Réseau de files d’attente, réseau de Petri stochastique, processus de Poisson, équation
de récurrence stochastique, temps d’attente stationnaire, développement de Taylor, développement
analytique.

Classification AMS: 60K25, 60G55, 90B22.



Waiting Times in (max, +)—Linear Systems 3

1 Introduction

Several types of discrete event systems, in particular stochastic service systems, can be described
in terms of linear vectorial evolution equations in the (max,+) semi-field, see [1]. In this paper we
consider the class of such vectorial evolution equations governing open systems, where we assume
that the arrival process of customers (tokens, jobs, etc.) is Poisson. For many queueing networks,
it is difficult to obtain exact analytical results for characteristics such as expectations of transient or
steady-state waiting times.

We show that under natural Cramer type conditions on certain variables, the expected waiting
time which the n-th customer has to spend in a given subarea of such a system can be expanded
analytically in an infinite power series with respect to the arrival intensity A.

Furthermore, we give an algorithm for computing all coefficients of this series expansion and
derive an explicit finite representation formula for the remainder term. Finite expansions, which
lead to approximation formulas for the expectation and for further characteristics (like higher-order
moments, Laplace transform, tail function) of stationary waiting times in (max, +)-linear systems
have already been derived in [2] and [3]. Note, however, that in [2] and [3], the remainder term has
not been analyzed.

The approach presented in this paper allows one to obtain exact analytical results for expected
transient waiting times, as well as for expected stationary waiting times for all arrival intensities
that admit a stationary regime. In particular, we give an explicit finite expansion for expected
stationary waiting times of a randomly chosen customer in a certain class of (max,+)-linear systems
with deterministic service. This class contains many important queueing systems, such as tandem
queues with various types of blocking (e.g. communication— or manufacturing—blocking), as well as
basic manufacturing systems, such as Kanban networks or Job-Shop systems.

Similar questions were discussed by various other authors in the past years. Reiman and Simon
([8], [9]) considered Poisson-driven queueing networks and first showed the existence of expansions of
performance measures and calculated derivatives with respect to the arrival rate, similar to those in
[2] and [3], but mostly for isolated queues. Gong and Hu [4] derived the MacLaurin series for the
moments of the system time and the delay in the GI/G/1 queue. Based on the recursive procedure
developed in [4], Hu [5] answers the question of analyticity of single-server queues in light traffic. The
method of [4] has also been applied to obtain series expansions for inventory systems, see [6].

Using a different approach, (max,+)-linear systems with Poisson input and known services have
recently been studied by Jean-Marie [7], where all service times are assumed deterministic. Starting
from the task graph representation of such systems, in [7] a recursive algorithm is derived for computing
distributions and Laplace transforms of response times in the transient as well as in the stationary
regime.

The basic tool for our approach is the class of polynomials introduced for the steady-state case in
[3]. In this sense, the present paper is a direct continuation of [3] and [2]. The derivation of the basic
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4 F. Baccelli, S. Hasenfuss € V. Schmidt

theorems leads us to several new properties of this class of polynomials, including new recurrence
formulas, which are of independent interest.

The evolution of open (max, +)-linear systems is described by the a-dimensional vectorial (max,+)—
linear evolution equation

Vn+1 = A,Q® C(Tn) VL ® Bn+17 (1)

with some initial condition V), where a > 1, 7, = Th,41 — T, » > 0. In this equation, X &Y denotes
the coordinate-wise maximum of the two vectors X and Y, and A ® B the (max, +) multiplication of
the two matrices A and B (see [1] for more details on this formalism). The involved variables are the
following

e {T,} is a non-decreasing sequence of real-valued random variables (the epochs of the Poisson
arrival point process);

{A,} is stationary and ergodic sequence of a X o matrix with real-valued random entries;

{B,} is a stationary and ergodic sequence of o X 1 matrix with real-valued random entries;

{V.} is a sequence of a-dimensional state vectors;

C(z) is the @ X @ matrix with diagonal entries equal to —z and all non-diagonal entries equal
to ¢ = —o00.

Throughout the paper, it is assumed that the sequences {A, } and { B, } are independent of the Poisson
process {T,}.

Several examples of such evolution equations have been discussed in [3], within the framework
of queueing theory and stochastic Petri nets. The interpretation of the components V! of the state
variables V,, in stochastic event graphs is the waiting time of the n-th token entering the system until

this token triggers the firing of transition 4, where ¢ = 1,...,a. The reader should refer to [3] for
detailed examples on the matter.
We have
n—1
Vo = B.o@C(T,~Ti)® Doy, 2)
k=0

for n > 1, where
D, = A, ®@A,_1...Q A ® By. (3)

Equation (2) is sometimes called the forward construction of waiting times. However, for our pur-
poses, it is more convenient to consider the following backward construction of the waiting times. In

INRIA



Waiting Times in (max, +)—Linear Systems 5

connection with this, we consider the two-sided infinite extensions of {A,} and {B,} and the Poisson
process on the whole real line. Then, this backward construction is given by

W, = Boes@c k) ® Dy, (4)

where we define
D, = AQA_1...QA_, ®B_4, (5)

for n > 1; Dy = By. Since under our assumptions W, 4 V., we will use the simpler backward
representation (4) of W,, from now on. In the following we still need a certain monotonicity property
of the Dy,. Namely, we assume that {A,} and {B,} are such that

0 < D) <Di < .. (6)

holds for all i = 1,...,a, where D} denotes the i-th component of the vector Dy. Sufficient conditions
for this are given in [3].

2 Main Results

2.1 Analyticity and Computation of Coefficients

The following lemma follows from §2.84 in [10], and will be instrumental in the proof of the forthcoming
theorem:

Lemma 1 Let f(\ z1,...,2,) be a continuous function of A, x1,...,%,, which is analytic in X in a
domain D, for all x; € C,...,x, € C,, where Cy,...,C, are infinite contours.
If there exists a function g(x1,...,%,) such that

[FON 21, z0)|] < g(z1,...,20), YAED,

/ / g(z1, ..., xn)dry ... de, < 00,
C Cn
/ / FfONz1,. . zn)doy ... doy
Cy Ch

is analytic in X\ € D. In addition, for all A\ € D, and k > 0,

3)‘k/c / F\ze, .., x)dey . da, = /C / 3)\kf (M1, xn)dey .. day,.

and

then the function

RR n~ 3022



6 F. Baccelli, S. Hasenfuss € V. Schmidt

We first consider the expected transient waiting time IEW} for each i € {1,...,a} and n > 0,
under some Cramer-type condition on D?. We show that IEW is an analytical function of the arrival
intensity A. For another viewpoint on the problem of analyticity of functionals of Poisson processes,
see also [11].

Theorem 1 Assume that D is such that
E [e“Di] < 00, (7

for some positive a. Then IEW! is an analytical function of the arrival intensity X in (0,00), and
this function can be continued analytically to the complex domain R(\) > —a, and in particular, it is
analytic at point A = 0.

Proof Let x1,...,z, all be positive. The density of the random vector (—=T-_1,...,—T_,) at
(z1,...,2n) is equal to

1z <22 <...<Tp) e M\ dxy ... dTy,

where 1(E) denotes the indicator function of the set E. So, (4) yields

IE[W;’] - /0 /0 IE [max{D}, Di —x1,...,D% —2,}] 1(x1 <22 < ... < )
e M\ dwy ... dx,

and consequently

IE[W:’L - W;_I] = /Oo N ./oo IE [max{0, D, — &, — max{Di, D} —,..., D} | — 2, 1}}]
0 0
1(r <2z < ... < xp)e” ™ A" day ... dx,.
The function
fvz,...,zn) = E [ma.x{O,DiL -z, — max{Dé,Di —-21,... ,D;_l - xn_l}}]
1z <22 <...<3p)e o
is continuous and such that
[FON 21, z)] < gz, .0, 20)
with
9(x1,...,zn) = E [max{O,D; — Ty — maX{Dé,Di —21,...,D" | — xn,l}}]
g <22 < ... < xp) €277,

INRIA



Waiting Times in (max, +)—Linear Systems 7

Thus
/ / g(x1, ..., xp)dry .. . dy,
0 0

IE[/ / max{0, D}, — 2, — max{D{, D} — z1,...,D%\_1 —2,_1}}
0 0

1z <22 < ... < xp)e*™ dry da:n]

D;, Dy, _ o ,
= IE[/ / max{0, D} — z, — max{Dgy, D} —1,...,D;_1 —Tn_1}}
0 0

1z <22 < ... < 2y)e*"dry dxn]

D, 4
< E / D; e dxy dx,
0 0
) aDi,_]_
< IE[(D:J”—] < o
a

where we made use of (7) to prove that the last expression is finite. In view of Lemma 1, E[W; —W} ]
is analytic for A € D, where D is the half plane R(\) > —a. Using (6), we get by the same argu-
ment that IE[W, — W} _,] is analytic in the same region for all 0 < m < n. Since IEW} is constant
in A and therefore analytic, an immediate finite induction shows that IEW is also analytic for A € D. O

Moreover, we can apply the same construction which was already used in [3] to obtain the following
expression for the coefficients of the infinite power-series expansion of IEW} 41 with respect to the
arrival intensity .

Theorem 2 For each X\ > 0,

EWiy| = Y NEpea(Dh,..DD] + > M E[pea(Di, ., Dy 1, Diso . DY), (8)
k=0 k=n+1 T’_/
+1—-n
where
L io .01 -1
Pr(Zoy Ty .oy, Tpm1) = Z (_1)%(10,11,---,%_1) 33_01'_1 .k—l" 9)
(50 481 y+-vyik—1) ESk ol 41! te—1:
with
S, = { (igyi1y- - vig_1) € {0,1,.. 3% ¢ dg+i1+...+ipy =k andif iy =1 > 1,
then iy 1 =iy 5 =...=is 131 =0 } (10)

RR n~° 3022



8 F. Baccelli, S. Hasenfuss € V. Schmidt

(the s — j are modulo k) and
k—1
gr(io, 1, ik1) = 14 1(is>0). (11)
s5=0

Proof Note that the (transient) waiting time W,,; defined above can be brought to the form of the
stationary waiting time W defined in equation (9) of [3] if we set Dy = D, for k > n, since T_j, is
non-increasing in k. Thus, proceeding in the same way as in §7 of [3] we obtain that the functional
W41 is admissible in the Reiman—Simon sense (see [9]), under the Cramer condition (7). Using the
results of §6 in [3], we therefore have the following result: For each m > 0,

min{m,n}
E[Wﬁﬂ] = kzzo N*E [pe41(Dg, - -, D))
+ Y NB[p(Di.. Dy, Dy, DE)| + O™,
k=min{m,n}+1 T—I—l’—n_J

Now, in view of Theorem 1, we obtain (8) by letting m go to oco. O

Remark Formula (8) can also be obtained by the representation of EW] — W{ in Theorem 1. Let
us exemplify this on the expansion of IEW; — W{. Using the last assertion of Lemma 1, we obtain

dk < 7 7 7 ak
/0 IE[max{DO,Dl ) - DO] o

W eiAwlAd.’I/'l

E [Wf - Wg] .

A=0

Il

/ ]E[max{Dé, Di -2} - Dé] k(=) day.
0

Finally, using the results of §6 in [3], it is easy to check that indeed

(_xl)lc—l

Elpen Dy D5, D)) = [ [max(Dj, D} a1} - Df]
S—— 0
k

For the rest of the paper we will omit the superscript ¢ in order not to overload notation but
always mean an arbitrarily chosen but fixed component of the vector (W;)i=1.. .o or (D%)i=1... a5
respectively.

2.2 Explicit Representation of the Remainder Term

We want to investigate the series expansion (8) of IE[W,,+1] more closely.

INRIA



Waiting Times in (max, +)—Linear Systems 9

Note that, for {D,} deterministic, (8) implies

]E[Wn+l] = i)\k E[pk+1(Do, .. .,Dk)}
k=0
% k:i:;_l]EI:pkH_l DO _Dn)a"wA(anl _Dn),ol;l—l;’o)jl7 (12)

where we used the translation—invariance property of the polynomials p,. Namely,
Prt1(ZT0, @1, -, k) = Pry1(@o+t,z1+6,..., 25+ 1) (13)

holds for all ¥k > 1 and t € IR. A proof of (13) is given in Section 4. Consider the remainder term
+ Rp4q involved in the righthand side of (12), where we define

Ruyi = Y pes1(A(Do = D), ... ;A (Dot — Dy),0,...,0). (14)
k=n+1 k+1—n

Then we can state a series expansion of IEW,, ;1 with the explicit representation of its remainder term
defined in (14).

Theorem 3 For each arrival intensity A > 0 and for all n > 0,
" 1
— k _
IE[WnH] = ,;:0)\ ]E[pkH(Do, .. .,Dk)] + 3 IE[Rn+1], (15)

where

n—1
Fas = 3 Taa(XPmD) -
m=0

n

)‘J Tn+1 J /\(Dm_D"))

2 n—1-m

1

3
[

0 J

{pj(Dm+1 —Dp,y...yDimyj —Dyn) = pj(0,Dmy1 — Dnyoo oy Dinyj1 — Dn)} (16)

=k I gk
and T;(e®) = Z o= ez—zﬁ.
k=j+1 k=0

We can also rewrite the remainder R, 1 and collect all coefficients of those expressions involving
the same powers of A to obtain another interesting representation of the expectation of the transient
waiting time W, ;1.

Theorem 4 For each arrival intensity A > 0 and for all n > 0,

n—j—2

] = FEEl ] wlp] + S Y B

{pj+1(Dn7Dm+17 vois Dmyj) = pjis1(Dmy1, - .. 7Dm+1+j)}] (17)

RR n~ 3022



10 F. Baccelli, S. Hasenfuss € V. Schmidt

Before stating the combinatorial properties of the polynomials which will allow one to prove Theorems
3 and 4 in Section 5, we first want to give explicit formula for the expectation of some of the transient
waiting times considered in this paper.

Examples We want to look at the expectation of the waiting times of the first four customers:

E[w] = ®m[Do],
sf] - el -]+ xo)
o] = Ll D°>—11+E[e—A<D2—DI>—4}+E[D2}
+ T [(Dy = Dy)e (P22
E[W:| = %{IE[@—’\(DS—Do)_l]+E[e—f\(Ds—Dl)_1]+IE[6—>\(D3—D2)_1]}

+ B[Ds] + B [(Ds = D) e P+ 4T [(Ds = Dy) e Pa=P)]

+A %IE [<D§ — D2 +2Dy(Dy — D3)) e—MDs—DO)] .

2.3 Expansion of Stationary Characteristics

Let a denote the maximal Lyapunov exponent of the evolution equation (1), i.e.

= lim - A_ . 1
o = Jim s <® ) 19)
1,5

)

It was shown in Chapter 7 of [1] that, for all A < a~!, the waiting times W,, have an almost surely
finite limit W as m — oo which is given by

oo

W = Byo@PC(-T_k) @ Dy (19)
k=1

Now we additionally assume that the net-topology is such that the sequence of the Dy’s is given by
Mk, for k=0,...,6—
D, = . (20)
Ne + (k - §)a7 for k Z §7

where 0 <75 < nj < ... < nf and £ € INg. This case covers many important queueing system with
deterministic service, such as tandem queues with various types of blocking (e.g. communication—

INRIA



Waiting Times in (max, +)—Linear Systems 11

or manufacturing-blocking), as well as basic manufacturing systems, such as Kanban networks or
Job-Shop systems. However, we want to mention that this assumption does not comprise all scenarios
of possible stationary behavior in (max,+)-linear system with deterministic service. More precisely,
this covers the case with deterministic matrices Ay = A, By = B, for all k, such that the cyclicity of
A is equal to 1 (see [1]).

Using the explicit representation formula given in Theorem 4 for the remainder term in the ex-
pansion of IE[W,,], we obtain the following finite expansion of the expected stationary waiting times
E [W{“l}] , where the superscript indicates the special structure of the underlying sequence {Dy} as
defined in (20).

Theorem 5 Let the sequence Dy, D1, . .. be defined according to (20) for some & € INg and g, ..., ne €
IR. Then the expectation of the stationary waiting time W1} has the following explicit representa-
tion for all arrival intensities A € [0, 1):

E [W{£+1}]
_ap 3 = =
— + Ne — = + e_>‘("lf+(m &)a—mnm) + e_)\("lﬁ‘i‘(m_f)a_"lm)
21-p) A { 0 mzzo
E—1—m
e pl{ (e + (T +m—=8)a), \mt1,-- s Mmgi-1) —Pl(/\ﬂm+1,---7)\77m+l)} } .
=1

Before we start proving this theorem, we want to look at the explicit formula for IE[W{f"‘l}] for

some particular values of £&. For small values of £ the expectation of the stationary waiting time is
given by the following formulas:

{1} = ap
U I
{2} = L — l _ _ —X(mi—a—no)
E (Wi G {r-a-pe }
By = _9 _ 2 (1-p) —A(n2—2a—mo) —X(m2—a—m)
E[W ] 21— ) + 72 )\+ 3 e +e
+ A e e |
{4} = L _ § (]‘ - P) —X(n3—3a—mop) —X(n3—2a—mn1) —A(ns—a—mn2)
]E[W ] 2(1 — )+773 D) € te +e

4 )‘(773 — 920 — m)e—)‘(ﬂs—h—ﬂo) + )\(773 —a— 772)6_)\("3_“_"1)

RR n~ 3022
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Station 1 Station 2

ielnalAraple
O | O<,I5 (590 )

~O

AERGNENE
o

~ S
e

w®)

Figure 1: Petri-net representation of a two-stage Kanban system

+ {p2(/\(773 - a), /\7}1) — pg()\nlv,\n2>}e*)\(773*a*’ﬂo) }

Examples of (max,+)-linear systems with £ small are given by tandem queues and the Kanban system
considered in Section 4.2 of [3]. Before we continue we want to give a further discussion of these
examples that show the applicability of the theorems stated in Section 2.

3 Examples

3.1 A Two-Stage Kanban System

In this section we apply the obtained results to analyze a two-stage Kanban system. A Petri-net
representation of this system is given in Figure 1. This example has already been studied in Section
4.2.4 of [3], where polynomial approximations for mean stationary waiting times were calculated.
Note, however, that the remainder term has not been considered in [3].

Alternative 1 We want to apply Theorem 5 to the stationary mean waiting time IE[W] starting
from the arrival of a customer to the system (or, equivalently, the firing of transition w), until this
customer leaves Station 1 (firing of transition ¢4). To give a numerical example we assume that the
service time 09) of the machine at Station 1 is constant and equal to 3 units of time. Also, the service

time (7,(1 ) of machine 2 at the second station is assumed to be constant and equal to 5 units of time.

INRIA



Waiting Times in (max, +)—Linear Systems 13

Thus, we can use the formulas obtained in Section 4.2.4 of [3] to learn that D§ = 3, D} =6, D =9
and D4 = 13 +5(n — 3), for n > 3, and get, for ) € [0,0.2),

250 L .3

E (W] 2-10A A

(1-5X) (e +e**+e* —3X—Ae 2r =2 \2e 57
;) .
On the other hand, if we want to investigate W7, i.e. the delay between the arrival of a customer into
the system and his departure from the system, or, equivalently, from Station 2, we find D7 = 8 +5n,
for all n > 0. Thus, in a sense, this system characteristic is much simpler, and we obtain
25\ 16 — 55 A

7 _ —_
E[WT] = 2—10,\+8 Too2-10)° (22)

(21)

for A € [0,0.2).

Alternative 2 As a next example we consider the same system as above, only that this time the
service times are given by 07(11) = 07(12) = 4. So we still have the same total service time per customer,
with the only difference that the work is now balanced symmetrically on both servers. This gives
D% =4+ 4n and D! = 8 +4n, for n > 0, respectively. Thus, Theorem 5 yields
4-8) 8—24)

1—4) 1—4X7

for 0 < A < 0.25. Next, we want to use the mean stationary waiting times computed in (21), (22) and
(23) to compare the performance of these two system configurations. Direct computation or looking
at Figure 2 yields

E [W*] and E[W] = (23)

16 — 55 A 8 —24)
5-10A ~ 1—4x
for all 0 < A < 0.2. The additional superscripts were introduced to help keeping waiting times from
different examples apart. If we look at the mean stationary waiting time until leaving Station 1, and
plot the different examples in Figure 3, the situation is as follows:

0 < XA < 0.1438
01438 < X < 0.2.

]E(3—5) [W7] — — IE(4—4) [W7] ,

EC) [W4] § EYY [W4]  for

Alternative 3 Interchanging the service times in the first system alternative yields D = 5+ 5n
and D7 = 8 4+ 5n, for n > 0, and thus

10—25A S 8—24 )
2—-10A 1—4)
for all 0 < A < 0.2. Since we have IE(®~3) [W7] = EG?) [W7], it is immediate that TE(®~3) [W7] >

E4-Y [W7] holds for all 0 < A < 0.2.

E(5—3) [W4] — — ]E(4—4) [W4:| ,

RR n~ 3022
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20 T T T 7

/
18 = Mode 35 — / ]
16 Model 4-4 --- //

Mean Stationary Waiting Time

0 0.05 0.1 0.15 0.2 0.25
Arriva Intensity

Figure 2: Mean stationary waiting times until leaving Station 2

g 18 T T T 7

= 16 |- -
o Model 3-5 — /

= 14 = Model 4-4 --- / u
g 12 -
g 10 —
ke 8 .
5 6 -
g -
= 2

0 0.05 0.1 0.15 0.2 0.25

Arrival Intensity

Figure 3: Mean stationary waiting times until leaving Station 1
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Conclusion We conclude that, compared to a balanced design, shifting service time from Station 1
to Station 2 leads to an increased overall waiting time in the system and yields a better performance at
Station 1 only if the arrival intensity is kept under a certain bound. On the other hand, shifting service
time from Station 2 to Station 1 even worsens the situation without providing any compensatory benifit
whatsoever. Thus, if we take mean stationary waiting times as the critical performance measure for
this Kanban system and if short expected delays at Station 1 are not a restriction imposed by the
system, a balanced design, where service times are chosen equal, or as close as possible, should be
prefered.

3.2 A Three-Station Tandem Queueing Network

Since in the previous example the service times were chosen to be deterministic, we want to give
another example were the service times are random. We investigate some transient characteristics
of a three-single-server FIFO tandem queue with infinite capacity and all queues initially empty. A
Petri-net representation of this system is given in Section 4.2.2 of [3]. For this example we assume that
an arriving customer experiences identical service times at all servers, i.e. 0% = o(n) for all 1 = 1,2, 3.
We investigate the mean delay between an arrival and the time that this customer starts his service
at Station 3. The first random variables D3 necessary to answer this question can also be found in

[3]:

D} = 20(0)
D3 = o(1)+2 max{o(0),0(1)}
D3 = o(1) +0(1) + 2 max{c(0),0(1),0(2)}.

If we are interested in the mean delay of the second arriving customer, Theorems 3 and 4 imply that
we have to calculate

]E[W2] = %IE I:e*A(Df*Dg) — 1] + IE [D%] ,

or, when using the structure of the D3’s given above,
|17
oo ps) 1 _)\z
= / / {Xe (2 +2x0)} dF,1)(21) dF5(0)(w0)
o Jo

+ / / {—6’)\(3(“2%) +3CE1} dFU(l)(l'l)dFa(o)(l'o) - <.
0 Jzy LA A

Now let us assume that o(n) is given by a sequence of i.i.d. random variables and that the distribution
1
function F,(,) is given by F,(,)(z) =1 —e 77, for all € [0,00) and n > 0, where 3 > 0. Then we
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16 F. Baccelli, S. Hasenfuss € V. Schmidt

can calculate IE[W5] as a function of A > 0 and obtain

128302+ 2532 X +48
32N +TBA+2

The same calculation can be done for the mean delay of the third arriving customer. According to
Theorem 4 we know that

]E[Wg] - % { E [e—MD%—DS) - 1] +E [e—MD%—Df) - 1} }

(24)

[ W:

+E[D}] + [(Dg - Df)e—MD%—D%)} ,
and therefore, in the given context,

]E[W3] + ;

[ee] ) o 1 1
= / / / - e—A(z1+zz) 4+ = €_>\I2 + (2 xo + 71 +$2) + 29 e—)\(zl+z2)
0 0 0 A A

dF,(5)(w2) dFy(1)(21) dF 40y (0)

+ / / / 1 {l e_)\(3:zl+$2—2 LL‘()) _+_ l e—)\zg + (3 1 + x2) + 2 e—)\(311+12—210)}
0 zo 0 A A

dF 9y (w2) dF5(1)(21) dF 50y (%0)

N /00/ 0/00{le_)\(zl+3z2—2zo)+le—)\(3zg—2z0)+(x1+3x2)
0 0 T A A

+ (329 — 2m) e M@ HS 22 “’)} dF,(9)(w2) dFy(1)(21) dF 40y (0)

+ /oo /OO /OO {l ei}\(zl+3w272 ZO) + l e*)\(3z272z1) + (371 + 3x2)
0 g T1 A )\

+ By — 22p) e MErH302=2 IO)} dFy(9)(22) dFy(1)(21) dF 40y (20).
If we make the same assumption on the service time distribution as we did before, we can evaluate

the integrals above. We can use a computer algebra system like MAPLE V or Mathematica to do the
symbolic integration and obtain

E [W3] - <4896 819X 4 55392 3°X% + 259504 B3\7 + 655376 87\ + 972012 BN
5y4 443 312 2
+ 864155 87\ + 451939 44\% + 132462 332 + 19980 42\ + 1296 3

( (144 Bt 4552 333 + 708 32\ 4+ 342 B\ + 54) (1 +58A+ 6ﬂ2)\2)
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12 Customer 2 —— -
Customer 3 --- -
11

10

Mean Waiting Time

O N 00 ©

0 0.05 0.1 0.15 0.2 0.25 0.3
Arriva Intensity

Figure 4: Mean waiting times of the second and third customer.

(4+4ﬁ>\+ﬂ2)\2) (m+3)) :

Both IE[WW,] and IE[W3] are plotted in Figure 4 for g = 3.

4 Combinatorial Properties of the Polynomials

The polynomials p, appearing in the coefficients of the power series expansions stated in Section 2
are of independent combinatorial interest.

In addition to (13), they have a number of further remarkable properties, which will be instrumental
to prove the theorems stated in Section 2 (see Section 5 and 6), and which are collected in the present
section. Most of these properties are new, although we also give purely combinatorial proofs of some
properties that were already mentioned in [3].

4.1 Recursion Formula

In addition to the explicit representation of the polynomials py stated in Theorem 2, another simple
recursive construction of these polynomials can be given:

Theorem 6 For all k > 1 and xo,...,xx—1 € IR, the polynomials pr(xg, 1, ..., Tr—1) defined in (9)
can be expressed recursively by p1(xo) = xo and

pk+1($0,$1, cee ,Ock)

RR n~° 3022



18 F. Baccelli, S. Hasenfuss € V. Schmidt

1 k

= k—H Z {wm - x(m—l mod k:-l—l)} pk(x(m mod k+1)s+ -+ x(m—l—k—l mod k-l—l))‘ (25)
m=0
Proof We first introduce another notation. Let I be an additional condition on the indices 4;
considered in the set Sy in the definition of the polynomials py. Then we denote with S7 41 that
subset of Sy+1 whose elements also satisfy condition I, i.e. SI£+1 = {(é0,%1,---,%%) € Sk+1 NI}. Next
we rewrite statement (25) to

1 k
Pres1(Zo, o1, .., T8) = k—+1Zxm{pk(x(mmodk+1)7-~-am(m+k—1modk+1))
m=0

— Dk (x(m—{—l mod k+1)5+ -+ x(m-l—k mod k+1))}7 (26)

a representation, which we will use from now on. Looking at the righthand side of equation (26) we
first examine the case that m = 0, i.e. expression zg {pi(zo, 21, - ., Tk—1) — Pr(z1,Z2,-..,2k)}. Using
(9) together with the notation introduced in (10), (11) and above, we get
k—1 xl;
Zo pk(-TOa-'Ela'-ka—l) = Z (_1)%(10,11,---,11@—1) H 1
3=0

75!
(40451 5-++rik—1 ) E S J

; k—1 i
20+1 l.‘J

10411 5eeyin—1) L
= Z (_1)Qk(o,1, Vik—1) 0" Hz]%

. . 0: 7
(0521, sik—1)ESk Jj=1

o . i0=0 o ; i0>0
(40571 ,+--yik—1) €S, (1031 5-eesi—1) €507

k Tj
T
= — E (_I)Qk+1(70,7—17---77k) I I J
B Tj!
j=0

(705T15-+3T)

where 79=1,7;,=0 k Tj
Qe41(70,71500s78) Z;

=i j=1, k1 + E (-1) ' To I I p—
Ts.

J

. . . ig=0 -
and (i0,71,...,ik—1) €S}’ (7057153 Tk) 7=0
where T19o=10+1>1,7,=0

Ty =Lk 1

. , ig>0
and (40,i1,---,5k—1)ES;°

on the other hand we see that

k xij
_ Cﬂopk(xlyl'% . ,CUk) = —ux E (—1)‘1k(z1,zz, Vik) H o
j=1 "7

(31,32,.++,3%) €S,
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ij
— § (-1 )qk(llﬂz, )'Lk)+1x0 H ;
(41,32,...,3% ) €Sk Jj=1 b
=0 o 0
(i1,22,...,3k)ES Ik (41,22,.. ,zk)GSz’“>
k x"'j
= E (_l)qk+1(70a7—17'“a7—k)H J
20 Tj!
(70,1 5ewesTk ) J=
where T9=1,7%=0 k 7
X
=i =1, k1 + E (_1)qk+1(70ﬂ'1,~~~7‘rk) H 73
A EN e ) !
. T
.. . i =0 - J
and (Z1,12,...,Zk)eskk (70571500, ) Jj=0

where 79=1,7;,>0

Ti=1j,5=1,...,k—1
i,>0

and (71,52,-.-,ik )ES),
Putting both results together then yields
0 {pk($07x17 oy Ti—1) — Pr(T1, T2, - - - 7$k)}

27

>1 = 1
(70,71,...,7;6)65;3_1 (70,7'1,...,7';6)65;;(_’*_1

k Tj
_ 1)2k+1(70,715-57k) _l']
- (-1) e
. T]
Jj=0

70 >0
(To,Tl,...,Tk)GSkil

Analogous reasoning for 1 < m < k gives

Z ( I)Qk+1(7’0,7'17 ,Tk),r f[ + Z ( )%+1(7077'1, ’Tk)H

xm{pk (l"(m mod k+1)s - -+ s (m+k—1mod k+1)) — Dk (x(m+1 mod k+1)y - - -y L(m+k mod k+1))}

Tj

— Z ( )q1«+1(To,T1, ,Tk)T H T'

(70,715 77'k)657m>0 7=0

and therefore, since 7o + 71 + ...+ 7 =k + 1 for (10, 71,---,7) € Sk+1,

k
Z {pk fv(m mod k+1)s - - - » L (m+k—1mod k+1))

m=0

- pk(x(m+1 mod k+1)s -+

RR n~° 3022
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20 F. Baccelli, S. Hasenfuss € V. Schmidt

k k 7
xT.
— L Z (_1)‘1k+1(7'0a7'1a~~~a7'k)7— H J
k =+ ]. o m n Tj!
m=0 (To,Tl,...,Tk)ES;$1> j=0
k Tj
1 qr 1(7’0 T1yeee Tk-) x]
S I LY ¢
(7'0,T1,...,7'k)€5k+1 7=0 J*
k Tj
— (_1)q1c+1(70,7'1,~~-7‘rk) L — (zo, 2 )
- 7_' - pk)—l—l 0, L1y---yLk)-
(70571503 T )ESk41 j=0 7’

O

The following properties of the polynomials p; can now be stated as simple consequences of the
preceeding theorem.

Corollary 1 The polynomials pr, k > 1, are invariant with respect to circular permutation, i.e.
Pe(®0, 21, Tk—1) = DPr(21,...,Tr—1,%0), (27)

for all xo,21,...,2,—1 € R.

Proof Making direct use of (25) yields

Prt1(Z1, -y Ty To)

1
— Tiyeeos X)) — Pu(ZT2, ..oy Tk, T
k+1{ 1(pr (21 k) — Pr(w2, ks T0))

+ 22(pr(x2y .. T, o) — Pr(T3,- -« s T, To, T1))
+ ...

+ zo(pe(zo, 1, Th1) — P21, - - -, 2k)) }

k
1
= —k+1 E xm{pk(x(mmodk+1)7~-~7$(m+k—1modk+1))
m=0

- pk(x(m-{—l mod k+1)» + * +» £(m+k mod k+1))}
= prs1(zo, 21,1, Tk),

where only the order of summation has been rearranged to get the second equality. O
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Corollary 2 Forallk > 1 andxg, 1, ...,z € IR, the polynomials pry1(xo, 21, ..., 2k) are translation—
invariant, i.e. the equality

pk+1($07x17"'7$k) = pk+1($0+t71’1+t7---7$k+t) (28)
holds for all t € R.

Proof by induction with respect to k. Let £k = 1. Then

1 , 1
pa(mg +t,xy +1) = 5(:1co+t)2+§($1+t)2—(xo+t)(w1+t)
1 1
= §xg+§xf—$o$1 = pa(wo,x1).

Now we assume the validity of statement (28) for some natural k¥ > 1. Using representation (25) of
Theorem 6 we get that

Prt+1(xo +t, 21 + ¢, ..,k + 1)
k

1
= i Z (Tm +t = T(m-1mod k+1) — t) Pk(T(mmod k+1) T b5+« s T(mtk—1mod kt1) + 1)
m=0
1 k
= k—+1 Z (T — Z(m—1mod k+1)) pk(ﬂc(mmod k+1)s- -+ L(m4+k—1mod k+1))
m=0
= pk+1($o,$1, s ,$k),
where the last but one equality follows from the induction hypothesis. O

The next property can immediately be seen from the definition of the polynomials but will be

stated here for completeness reasons: For all £ > 1 and zo,21,...,2x_1 € IR,
pr(two,tay, ... tox1) = t* pr(wo,o1,. ., Tk-1), (29)
forall t € R.

4.2 Differences

As one can already suspect from looking at representation (26), polynomial differences play a very
important role when investigating the polynomials p. Especially, when their explicit formula becomes
too complex to overlook.

In order to get an idea what impact on the overall value of the polynomial the variation of a single
argument has, the following result will be helpful.
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Theorem 7 For all k > 1 and xo,21,...,2r—1 € IR the following equality holds:

Pe(zo, 1y s k1) — Pe(0, 21, ..., Th—1)

k—1 k—j

- Zh {pj(xl,.fﬁg,...,xj) —pj(O,xl,‘..,xj_l) } . (30)

zg
&

j=1
Proof The summation in equation (9) of the definition of the polynomials p; can be split into the
following summands:

pk(l“o’xl, cee 7$k—1)

= 3 . > e+ + >

(0,1 ,.yik—1)ES,0 (40,81 5e-yik—1)ES,O (i04i1,e-yik—1)ES;

Looking at the first sum yields the following reasoning. In order to get those terms belonging to the
first sum, we have to take all the monomials of px(xo,z1,...,2r—1) and discard exactly those, which
have ig > 0. But since the terms are products of powers of the x;’s, this can precisely be achieved
by setting g = 0. Then all the monomials with ¢9 > 0 vanish and only those with iy = 0 remain.
Therefore

k-1

. . xr

E (—1)ak (ostaseensin—1) ” i”' = pr(0,21,.. ., Th—1).
n n

.. . in=0 -
("0’11,---,1k_1)ES;0 0

It is very easy to see that

k—1 in k
(_1)Qk(i0,i1,~--,ik—1) Zn — Zo
! k!’

in!
(205915516 —1)€ES,

ig=k n=0
k

because Si°=" = {(k,0,0,...,0)}.
Now let us look at the case ig = j, where j € {1,...,k — 1}. We see that

-1

kLl in
— 1)k (3055150 0s8k 1) n
S e i

(10+31,-wmrin—1)€SO ™’ =0

G (J5815-+50k—,0,5.--,0)

N R PR | 0
— (_1> j—1 .’L'_O Zn x_"
) 7! in! :
iy _ >0 = =k—
(st yeeesm 050, 0) €S, F 7T n=1 n=k—j+1

[l
| &
™ {

i,

(_I)Qk_]‘(il,---,ik—j)+1 H n_

)

if—j>0 n=1 tn
k—j

-~

(21yeenyi—j )ES,
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4 k—j
J ) . in
- % E (—1)<1k—j(117~~~,1k—j) H Zn
7! e’ in!

(’il,...,ik_]‘)ESk_]‘

_ Z (_1)qk_j(i1,...,ik_j) lﬁ JZL’;

(ilv--,ik_]‘)esi’“__jj =0 n=1
z
N _F {pk_j(xl""’x’“—j) — Pr—j(21, -, Tp—j—1,0) } .
Using the invariance—property stated in Corollary 1 and putting all the different cases together proves
the theorem. s

If the arguments of such polynomial differences considered in Theorem 7 have a certain structure,
the resulting expansion may simplify significantly. Two important cases which we will need in the
proofs later on are considered in the next corollaries.

Corollary 3 For all k,m € INy and xg,x1,...,2r € IR the following equality holds:

pk-l—m-l—l(oa"'aoax()axla"'axk) _pk-l-m-l-l(oa"'707x17"'7xk)
S—— N——

m m+1

k 1—j
xlg—{-m-{-l m0+m+ J

k
0 N0 p(m,aay . x) — (0,31, T } 31
A A L e S A
Proof We first realize that due to the translation-invariance property of the poloynomials p; we can
rewrite the lefthand side of (31) according to

pk+m+1(07' .. ,0,.%'0,.%‘1,.. 'axk) _pk-l-m-l-l(oa" -,0,.%'1,- .. 7xk)
S—— S——
m m-+1
= Prmt1(To, 1, Thtm) = Phtmt1(0,Z1, - -, Trgem),

ifwecall #; = z; for j =0,...,kand ; =0for j =k +1,...,k + m. But this allows us to apply
Theorem 7 to obtain

Prtm+1(To, 15y Thgm) = Phamt1(0, 81, o, Trgm)
~k+m+1 kt+m .j
- % o (o = .
(k+m+1)' ; ]' {pk-l—m-l—l—](xlvaw"axk-}-m-}-l—j)

— Pregma1—5(0,Z1, - Tpgm—j) }
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k+m+1 ktm o j
e ) % {pk+ +1-5(21, T25 - Bhpm1—j)
(k+m + 1)! , 4! M e R
j=m+1

— Phm41—5(0,Z1, .o, Thgm—j) },
where we used the fact that for j <m we have k +m+1—j > k + 1 and thus
pk-’rm-’rl*j(i’.h '%27 s 7£'k+m+1*j) = pk+m+17j(x17$27 ceey Tk, 07 ceey O)
—
m+1—j

= pk+m+1_]‘(0,1’1,.’L’2,...,ZL’k,O,...,O) = pk+m+1_j(07.’i'1,.i'2,...,.’ik+m_]‘).
——

m—j

If we substitute 5 by m + j + 1 we get the statement of this corollary. O

Corollary 4 For all k,m € INy and xo,21,.-.,Zm € IR the following equality holds:

Pr+1(T0y s Tm—1,Tm, Ly oy b —m) — ppt1(Toy -y Tm—1,0,1,...,k —m)
= {pk+1(x07...,wm,hxm,o,...,O) — pes1(Zoy -y Tm_1,0,...,0) }
—— ——
k—m k+1-m
- {pk(xo,.‘.,xm_l,xm,o,‘..,0) —pe(Zoy -+ oy Tm—1,0,...,0) } (32)
e — N —r
k—m—1 k—m

Proof by induction with respect to k.  We first apply Corollary 1 to reorder the arguments of the
polynomials on the lefthand side of (32) so as to apply Theorem 7.

Pr1(Z0y oy Tm—1,Tm, L, bk —m) — peg1(Toy - oy Zm—1,0,1,...,k —m)
= per1(Tm, 1, .. k—m,Zo,. .., Tm—1) — Pe+1(0,1,..., k6 —m, X0, ..., Tm—1)
k1
xm

= m — F — ZT{pk+1,j(1,...,k—mw’l/'(),...,.’ﬂmfj)

j=1

- pk+1,j(0,17...,k—m,l’0,...,l’m,jfl) },

where we used the fact that p;(1) — p1(0) = 1. Due to translation—invariance property (28) we used
that p;(1,...,75) —p;(0,1,...,5 — 1) = 0 to omit all terms with j =m +1,...,k — 1. After another
reordering of the arguments of the polynomials, we use the induction hypothesis on the differences in
the last line above and obtain

pk+1(x07'"7xm—17xm717"'7k_m) _pk'l'l(xov"'7xm—170717"'7k_m)
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LFH m o
= (k'—{—l)' — Z]— {pk-l-l ](xo,...,xm_j,o,...,o)—pk+1_j(:c0,...,xm_j_l,O,...,O)}
j=1 k—m k+1—m
zk "2l
— F — Zl—' {pk_j(ﬂ,‘o,...,xm_]‘,o,...,O) —pk_j(xg,...,xm_j_l,O,...,O) }
= k—m—1 k—m
= pr41(Zoy- -, Tm_1,2m,0,...,0) = Pry1(2o, ..., Tm-1,0,...,0)
—— ———
k—m k+1-—m
- { pk($07"‘7$m717xm707"'70) _pk(l.(]w"axmfho""vo) }7
—— —
k—m—1 k—m

where we can give the same arguments as before to rebuild the differences according to Theorem 7. O

Sometimes it is helpful to use a representation slightly different from the expansion stated in
Theorem 7. Since the next result can be proved following the same lines as given for Theorem 7 with
only minor modifications, an explicit proof is omitted here.

Theorem 8 For all k > 0 and x9,21,...,2x € IR the following equality holds:

Pe+1(Z0s -+ Th—1,Tk) — Pe(T0, - - -, Tp—1,0)
k+1 k k:+1 —J
Ty
G+ 1) ; k+1 {pj(xk+1 ire --axk)_pj(xk+1*j"-wl'k—170)}- (33)

Having this result we can state yet another recurrence representation of the polynomials py.

Theorem 9 For all x9,z1,...,2m € R, 0 <m < k—1 and k € IN the following equality holds:

Pra1(Zos s Tm—1,Tm, 1ok —m) — prpa1(zoy -y Tm_1,0,1,...,k—m)
m—1
= hipa(om) — Y {pj+1(mm_j,---,:vm) —Pj+1(07$m—j7---797m—1)} hie—j (Tm-1-;),
=0
where the family of functions h; : IR — R, j € {...,—-1,0,1,2,...}, is given by
Y
-y J=L
b (@) it G- (34)
() =
! 1, Jj=0,
0, otherwise.
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Proof >From Corollary 4 we know that

pk)-l-l(x()v'~~7xm—17x'ﬂh]-7"'7k_m)_pk+1(x07"'7xM—170717"'7k_m)
= {pk+1($0,...,xm_1,xm,0,...,0) — Pe+1(Zoy -y Tm—1,0,...,0) } (35)
N — N —r
k—m k+1—m
— {pk(xo,...7xm_1,ajm707...,0) —pr(zo,- -, Tm_1,0,...,0) } . (36)
—— ———
k—m—1 k—m

Let us first focus on difference (35) above. We use translation—invariance property (28) to reorder the
arguments of the polynomials to be able to apply Theorem 8 to this difference and obtain

pk+1(w07'"7$m717xm707"'70)_pk+l($07"'7$m71707"'70)
—— ——
k—m k+1—m
= pe41(0,...,0,20, -, Tme1,ZTm) — Pe+1(0,...,0,2Z0, ..., Zm—1,0)
———r ———r
k—m k—m
k41 m k+1—j
= SRl )
= - Y] (Tma1—jse s Tm) = Pj(Tmiy1—j,. - s Tm—1,0 )
(k+1)' ;(k-ﬁ-l—j)' p](a: +1-—j T ) pj(x +1-3> Tm—1, )
where we used that the summands are equal to zero for j = m + 1,...,k due to the zero factor that

shows up in these cases. For difference (36) we get the same expression except for having k instead of
k + 1. Putting these results together finally leads to

Pra1(Zos s Tm—1,Tm, 1,k —m) — pra1(zoy -y Tm—1,0,1,...,k—m)
k+1 k m
T T
S G+l R ]Zzl{pj(”’m“j""’xm)_pf(xm“j’“””“"m1’0)}'

(k+1-j)! (k=)
which is the statement of the theorem if we shift the summation index j by one and use the definition
of the functions h;(z). O

. {(wmj)k“_j (xmj)k’}’

Little extra effort is necessary to prove the next result which turns out to be the key representation
formula for the proof of Theorem 5.

Theorem 10 Let k € IN and m € INg. For all 29,21, ...,y € IR, the following equality holds:

pre(T0, 1,y Tm,m+1,... k—1)—pr(x1,. .., T, m+1,...,k)
m

= hu(0) = 3 {pil@rse s 25) = G wrs w5 1)} (w0 — ), (37)

j=1
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where the functions hj(-) are defined according to (34).

Proof We first want to consider the non-degenerate case, that is m < k. The main idea is to split
up each of the polynomials into a telescopic sum.

pr(z0, 1,y Tm,m+1,... k—1) —pr(x1,..., Tm,m+1,...,k)

= {pk(xo,...,x]-,j+1,‘..,/9—1)—pk(xo,.‘.,xj,l,j,..‘,k—1)}
j=0
— Z{pk(xl,...,l'j,j+1,...,k‘)—pk(xl,...,l‘j_l,j,...,k)}
j=1
- Z{pk(xo—j,...,a:j—j,l,...,k—j—l)—pk(:co—j,...,:cj_l—j,O,...,k—j—l)}
=0

m

- Z{pk(xl—j7...,a:j—j,1,...,k—j)—pk(x1—j,...,gcj,l—j,o,...,k—j)},
i=1

where we used the translation—invariance property of the polynomials px to bring the single differences
of these polynomials into a form where Theorem 9 can be applied. Thus,

pre(zo,Z1, -y Tm,m+1,... k—1)—pe(x1,..., Zm,m+1,...k)

m J
= Z { hie(z; — ) — z {pl(xj+1fl =Gy ®i = J) = p1(0,Tjp1—1 = J, o Tjo1 —j)}
j =1
he—i(xj—1 = j) }

7=0
m 7j—1
-> { INEETIEDS {pz(%‘ﬂfl = oo ®p = ) = (0,410 — J, -, T —j)}
1 =1
hie—1(T—1 — 7) }

Jj=1

= hi(mo) =Y {Pj(ﬂﬂl =y =) = pi (0,21 — . wi —j)} i (o — J)-
Jj=1
Shifting all the arguments of the polynomials p; by j finally yields (37). In case m > k, we actually
mean the difference py(zg,21,...,2k_1) — pr(21,...,2x). Thus, the arguments given above remain
valid with the summations ranging to k instead of m. But because of the way we defined h;(z) for
7 < 0 we can also let the summation range to m instead of k without changing the result. O
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5 Proof of Theorem 3 and 4

We are now in a position to give the proofs of Theorem 3 and 4. Since the sequence {D,,} is independent
of the Poisson process {7}, we will assume for the moment that the sequence {D, } is deterministic.
We then get the stochastic formulas of these two theorems by integrating our results w.r.t. the law of
the sequence {D,}.

5.1 Proof of Theorem 3

To simplify notation we define z; = D; — D,,, for j =0,...,n — 1. Before we look at R, as defined
n (14), we notice that we can represent the polynomials p; as follows:

p}c+1(20,...,zn_1,0,...,0) = pk+1(0,...,O,zo,...,zn_l)
N—— S——
k+1—n k+1—mn
n—1
{pk+1 e 0 2o 2n1) — Praa( 0,...,O,zm+1,...,zn,1)}. (38)
m=0
- k—n4+m+41 k—n4m+42

Thus, with the usual convention that EI; = 0 whenever b < a, and using Corollary 3 for the second
step, we obtain

Z pk+1(/\a:0,..‘,/\xn,l,O,...,O)
k=n+1

k+1—n
oo n—1
= Z Z {pk+1( O,...,O ,)\xm,...,)\xn_l) _pk+1( O,...,O ,)\.’L‘m+1,...,)\$n_1)}
k=n+1m=0 v b v g
k—n+m+1 n—m k—n+m+2 n—m-—1
[e*S) n—1 k:+1 n—m— 1 k+1 —j

. {pj()\l'm+17---7)\$m+j> —pj(O,)\xm+17...,)\mm+j_1)}}

n—1 oo )\-’L'm k n—1—-m oo )\-’L'm k
- {kz(k!)_z Z(k!)

— j=1  \k=nt2-j

) {pj()‘xm+17"'7)‘xm+j) _pj(oa)‘xm+17---7)\xm+j1)}}

n—1 n—2 n—1-m
= Topr(e¥m) = > Y N Tn+17j(€m"’){pj($m+17~-aﬂfm+j)
m=0 m=0 j=1
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- pj(07$m+17 e 7$m+j—1)}-

This completes the proof of Theorem 3.

5.2 Proof of Theorem 4

To get representation (17) as stated in Theorem 4 we have to choose another way to look at the

remainder R, 1.

2 n—1-m

— o .t - ) nil ot
R = B (-2 ) - E R (- E %)

i=0 m=0 j=1 i=0
Pi(@mt1s- s Tmtj) — Pi0, Tmy1, - .. 7$m+j—1)}
n—1 n+1 n—1 T
—_ Az, _ % -_-m
= 2t = N 3
m=0 i=1 m=0
n—2 n—1—-m
- Z Z N eAﬂCm {pj(xm—{—la .,.’Il'm+j) _pj(07xm+l7' .7.’L'm+j,1)}
m=0 j=1
n—2n—1—-m n+l—j i
+ Z Y Z A\ _T {pj(xm_;,_l, . .Tm+j) — Dy (0, Tm41y--- ,.’L'm_J,_j,l)} (39)
m=0 j=1 1=0
- I-I-TM+,

where we naturally defined I, [, Il and IV to be equal to the more complex summations showing up

n (39). We first want to focus on expression . An interchange of summation gives

n—1-—j

n—1
m = Z)\J Z eAzm {pj(xm+1,...,$m+j)—pj(0,$m+1,...,xm+j_1)}.
7j=1

m=0

(40)

A few more steps have to be taken to rewrite IV to an appropriate form. As we just did we first
interchange those summations involving m and j. Then we also interchange those involving m and ¢

which results in

n—1n+1l—j n—1—j .’L‘i

vV = Z Z )‘Z+] Z /L_?‘n {pj(xm-l-la"'vxm-l-j) _pj(oaxm-l-la"'axm-l-j—l)}
j=1 =0 m=0
n—1 i n—1—j

i ~ o
= Z)\ Z . . {pj(l'm+1,...,$m+j)—pj(O,xm+1,...,.’L’m+j,1)}

i—j)!

—~

i -’ gl
+ ) > Gi—j) {Pj(mmﬂ»---aﬂ?mﬂ) —pj(O,mm+1,‘.-,xm+jf1)},
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where we substituted ¢ — 4 — j, then split up the summation into two expressions and finally inter-
changed those summations involving j and ¢ in both expressions to come up with the second equality.
Next, we split up (41) into two parts to be able to interchange the summation over j and m, which
we also do for expression (42).

Vo= 3 N (i —J)! {p;(:cmﬂ,.-.,xm“) —pj(07$m+1»~-~’”m+ﬂ'—1)} (43

i=1 m=0 j=1

n—1 n—-2 n-—1-m i
+ Z A\ . ™ - {p](xm-l-la ,.’L'm+]) pj(o Tm+1, »Tmtj 1)} (44)

(@ =)
i=1 m=n—1i j=1
n—2n—1-m pn—J

+ )\n ﬁ {p](xm-{-l? - 7'Tm+j) - pj(07xm+l7 e ’xm+j71)} (45)

+ )‘n+1 Z Z (’I’L;—nﬁ {p]($m+17 .. 7x’m+j) - pj(07$m+17 e ,-'I»'m-l-j—l)}' (46)
=1

Note, that we can formally allow m to range to n — 1 instead of n — 2 in (44), (45) and (46) without

changing the value of IV. Furthermore, (44) and (45) can be combined to one summation over ¢ ranging
from 1 to n. Using this representation of IV we split up I accordingly to calculate

i i—j

n n—1—1 7
I-V = Z)\Z { Z {%_Zh{pj(xm+lv . 7$m+j>
—pj(0’$m+17---,wm+j71)} }
n—1 F
+ Z { Q;_T!n_ Z (ix_L.;ﬂ{pj(xm+lv"'axm+j)
_pj(0,$m+17...,xm+j,1)} } }

+An+lz { n+1 — m{pj($m+1,,xm+])

_pj(07ajm+1,..‘,l'm+j,1>} }

n ) n—1—:

Z 2\ { Z {p, xm,...,$m+i,1)—pi(l'm+1,...,l'm+i)}

+ Z { ..,0,$m,...,azn_1)—pi(O,...,O,a:m+1,..‘,xn_1)}}
— R/—/ ——

m+i—n m+i—n+1
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)\n+1 Z {pn+1 0 Tmy - ..,xn_l)—pn+1(0,...,0,xm+1,...,xn_1)}
——r
m+1 m+2

Z pi(o,- .., @ic1) + A" pai1 (0,20, ..., Tact),

where the first part of the second equality follows from Theorem 7 by noting that

%

x5, : zt I
il _Z(z’— j)! {Pg($m+1’--w$m+j)—pj(ovxmﬂ’“"xm“*”}
et 7
e il i
= 7)7;1 —Zﬁ {pj($m+17'--7$m+j) _pj(07$m+17"'7xm+j—1)}
b !

- {pi($m+17 R ) e 1 (LN S T $m+i—1)}

{pi(ﬂfma cee 7$m+i—1) - pz‘(O, Tm41ye-- 7xm+i—1)}

- {pi($m+17 ooy Tmgi) = Pi0, Ty, - - -, $m+i—1)}

forallm=0,...,n—1—4,and ¢ = 1,...,n, whereas the second and third part of this equality are
direct consequences of Corollary 3. Resubstituting D; — D, for z;, j = 0,...,n — 1, and using the
translation—invariance property (28) of the polynomials pj finally yields

n+1
I-NV = -AD,+> Mpi(Do,...,Di 1),
=1
and therefore
n—1 n
Rn+1 = {ek(Dm ") 1} + AD,, — Z Aift pi_|_1(D(]7 . 7_Dl)
m=0 =0
n—1—j

_Z/\] Z € D= {pJ(Dm+1v"'7Dm+j)_pj(Dm+1v---aDm+j*17Dﬂ)}7

(47)

which proves Theorem 4. O
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6 Proof of Theorem 5

Our starting-point is the following modification of statement (17) of Theorem 4 for the expectation
of the transient waiting time of the n + 1-th customer:

n n m—1

m=1 m=2 7=1

.{pj(pn,Dn,mH,...,Dn,mﬂ-,l) —pj(Dn,mH,...,Dn,mH)} } (48)

Remember that in this section we assume that Dy, D1, ... is a deterministic sequence having a special
structure, see (20), that originates from a (max,+)-linear systems with deterministic services. The
most simple system in this class of networks is the M/D/1 queue. We will therefore investigate this
system first with respect to the formulas derived so far, and later extend this result to more general
deterministic (max,+)-linear systems.

6.1 The M/D/1 Queue

The M/G/1 queue can be modelled as an open (max,+)-linear system with Poisson input. The
variables D,, are then given by Dy =0 and D,, = Z?zl o_;, where o; is the service time of the j-th
arriving customer, see, for example, section 4.2.1 of [3]. In the M/D/1 case this simply reduces to
D,, =na, for n € INy, since for this system the Lyapunov exponent a is equal to the constant service
time o. So we know that D,, — D,, = (n — m)a, and thus, from formula (48), with the notation
p = Aa, the expected waiting time Wﬁ_}l until service of the n + 1-th customer in the M/D/1 queue
is given by

1 n n m—1 )
S = B s e
{pj(na,(n—m+1)a,...,(n—m+j—l)a)

_pj((n—m+1)a,...,(n—m+j)a)}}

n n m—1
{ Ze‘f’m —n + pn + Ze_pmz,oj
m=2 7j=1

m=1

>| =

{pj(m,l,...,j—1)—pj(1,...,j)} } (49)

where we used the translation—invariance property (28) of the polynomials py and the fact that a
common factor of all arguments can be pulled out, see (29), to obtain the second equality. Theorem 7
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gives an explicit formula for the polynomial difference p;(m,1,...,5 —1) —p;(1,...,7), for all j > 1.
Thus,

n n m—1 1
E[w] = %{;e"’m—n+pn+26_”m lpj{g: mil)!}}

m=2 i=

1 e (pm)? 22 (pm)?
X{_"l_ Zepm{;o p]') _, (pj!) }}

7=0

Let us now investigate the summand given in the summation above a bit more closely.

(99
1
3
—N—
!
L
)
2
|
hS)
3
8
=3
——

i
=0 i=0
= (pm) " (pm)?
= (1-p)— q1—erm +p l—ePm
J! J!
j=0 =0
Com = (pm)! O~ d (pm)
= (1=p) — e m — + e M =
PV Zm

(1—p) + e ™ Z j=m )

j=m+1

Since we will need this result later on, we summarize these computations in a separate line.

e_"m{m ‘ pm } = (1-p) + e Z J; . (50)

7=0 7=0 Jj=m+1

So we conclude that the (transient) waiting time of the n + 1-th customer entering an M/D/1 queue
is given by the expression

] _ 15 pm N~ Jm(em)
[Wn+1] = ;Ze” ) m T
A :
Taking the limit » — oo we obtain, for p < 1,

lim E (W] = AZ@“”” Z J; - 2(1“_pp) = B[w®], (51)

n— 0o
Jj=m+1

the very last equality being due to the well-known Pollaczek-Khinchin formula from queueing theory,
where W19} denotes the stationary waiting time until service in an M/D/1 single-server queue. A
proof of the identity

Cm j—m )‘ P
Z Z - 2(1 _ p) (52)

m=1 Jj=m+1
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is given in the appendix, see Lemma 4. This Lemma also implies the following conclusion:

0, = e ™ Z j-m ) - 0 for m — oo, (53)
j=m+1

for all p € [0,1), an observation, which will be particularly useful in the next section.

6.2 More Complex (max,+)-Linear Systems

In this section we want to consider more general networks where the net-topology is such that the
sequence of the D,,’s is given by D,, = N, for m =0,...,§, and D, = ne + (m — §) a, for m > &,
£ € INg. We want to agree upon the convention that we will allways write as many arguments of a
sequence of polynomial p; as we think that are necessary to understand what the arguments of all the
various polynomials p; are. This notation in connection with a polynomial p;, j € IV, should be read
such that the first j arguments of this list are the arguments of p; whereas the remaining arguments
are to be ignored. For n > &, plugging in formula (48) the assumed structure of the D,,’s yields,

5]

{ Z e_pm + Z e_A(nﬁ‘I'('n‘_g)a’_""—ﬂl) —-n + Ang + p(n — 5)

m=n—§+1

n—§ m—1
+ 3 e > W {pine + (= Oa,me + (n—m+1-Ea,

m=2 7=1

e+ m—m+j—1-¢&)a)
—pj(ng+(n—m+1—§)a,...,n5+(n—m+j—§)a)}
n m—1

+ Z e~ Mmet(n—€)a=nu_m) Z N {Pj(ng +(n = &)a, Mn-m+1, - --

m=n—&+1 Jj=1

e Net+a, . me+(n—m—+j—1-E)a)

—pj(nn_mﬂ,---,ng,ng+a,---,ns+(n—m+j—§)a)} }

n—¢§
_ % { Z e P 4 Z e Mmet(n—Oa—mu-m) _ o 4 Ang + p(n = &)
m=n—§+1
m—1
e S it so0-n0.)
j=1
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n m—1
— n—¢&)a— j n—m + —n—m))a —
+ Y e mrn—tammn) Zpg{pj(m’n +1+ (€ a( ) e
m=n—§+1 Jj=1
Ne—1+ (= (n—m))a —n¢

o E—(n—m),....j—1)

(nn7m+1 + (€~ (n—m))a—n Ne—1 + (= (n—m))a —ne
- e, - ,

@—m—mwnm}}

where we used the translation—invariance of the polynomials pr when shifting all arguments by —(n¢ +
(n —m — £)a). Finally, we also extracted a’ from all polynomials p;. In the expression above we find

J

E [Wn{g}£ +1] by collecting corresponding terms, compare (49). So we are left with

511

£-1

1 — n—=¢)a—

= E[Wig}‘5+1] + X{ e Mgt (n—8a—nm) _ €+ Ane
0

m=

- = Tmi1 + (—m)a—n
+ Ze_k("lfﬁ‘(n_g)a_nm) p]{p](n_m’ m+1 57
m=0 j=1 a
Ne—1 +(E—m)a —n )
. ¢ ( ) §,§—m,...,3—1)
a
Nm+1 + (£ —m)a—n Ne—1+ (£ —m)a—n ,
(it Eomasne et € m) fi_mww”}}

where we reordered the summation by substituting the summation variable m by n —m. So we can
apply Theorem 10 and obtain

i)

£-1
0 1 - n—¢§)a—
= Bwl,] + X{ 3 e MmeHnOamm) _ ¢ 4 g

m=0
£—1 n—m—1 )
+ 3 et nOamm) o { hi(n—m)
m=0 7=1
E—1—m
- {pl(nm+1+(€—m)a—ﬂg nm+z+(§—m)a—n5)
- N -
=1
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j Mmt1 + (& —m)a—ne Nmti-1 + (£ —m)a —ne
- - 3 )

hj—i(n —m —1) } }

-1
0 — n—&)a—
= Bwl,| + A{Zewﬁ( Oa-m) _ ¢ 4 Ape
m=0

£—1 n—m—1
+ Z e Mngt(n—Ea—nm) { Z P hi(n —m)
m=0 J=1
E—1-m
+ Z { m+l—§)a),/\nm+1,...,/\nmﬂ,l)

=1

— i Mims1,-- -7)\77m+l)}

n—m—1
Y. P —m —l)}}

7j=1

£-1
0 1 — n—£)a—nm
= E[Wijg+1] + X{ Ze Almet(n=Ea=mm) _ £ 4 \pe
m=0

£—-1 n—m-—1 ]
IR = m _ (ot = )™
B ()

m=0 —
E—1—m
+ 3 OO+ (4 1= ©a), M1, Mimgi11)
=1
- pl()‘nm+la s )\nm+l)}
{ "yl m oyt NS ol —m Dy }} }
p (=0 L G-
-1
0 6 1 - m—=g)a—"m
= E [Wi—}w] +me = 2+ 2 S et
A A =
n—m—1 : n—m—2
—p(n—m) (p(n —m))’ (p(n —m))’
€ ! { Z ]' p Z ]'
7=0 j=0
£—2 E—1—m
+ Z e*>\(ﬂ5+(m*§)a*77m) {Pl()\(nm + (m +1- é.)a), >\77m+17 RN )‘nm+l—1)
m=0 =1
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— i (A1, )‘77m+l)} e !

Jp— { TS e m oy TR ot =m0 } }

=0

But in this formula we realize expressions which we have already investigated in the previous section,
namely in (50). Thus, when using the abbreviation ©,, which we introduced in (53), we see that

sy
¢, 1§
= B[] - £ X{ ks (1) 1o, )
m=0
£—2 E—1—-m
+ Z e~ Amet(m=E)a=rm) {pz(/\(nm +(m+1—8)a), Mmi1s o Mmyi-1)
m=0 =1

— (Mt 1, - - - ,/\nm+z)} e { (1=p)+On_m } }

¢ S
= B - S { - aeH(m=a-m)
m=0
£—2 E—1—m
+ Z e~ Mgt (m—E&a—mm) {pl()\(nm + (m +1— f)a)7 Almg s ey )\’I]m+1_1)
m=0 =1

- pl()‘nm-f—la ey )‘nm-l-l)} eipl }

§—1 -2
{ Z 67>‘(W€+(m75)a77]m) Gn—m + Z e*>\(ﬁ5+(m75)a*ﬂm)

m=0 m=0

E—1—-m
> PG + (1= ) M, Xt 1)
=1

- pl(/\nm+17 cee )‘nm+l)} eipl enfmfl } .

As a final step we can rewrite

E [Wig}£+l] = E [W{O}] - (E [W{O}] -B [Wi2}5+1]) - 2(1af P imznf—:&l o
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and get for the expectation of the (transient) waiting time of the n 4+ 1-th customer in a network of
the assumed structure

E [w5] (54)
£—1
I T e Mt ©a )
2(1—p) A oy
£—2 E—1—m
+ e Mot 9 ) S L (A + (m o+ 1= €)a), Mt Mii1)
m=0 =1

= pi( A1, - - -a/\ﬂmH)} e }

[eS) —1 —2
— % { Z 0,, — 8 e Amet(m—Ea—mm) g - _ 5Z:efk(ng+(mf§)aﬂym)
m=n—§¢+1 m=0 m=0
E—1—-m
Z {pl +(m+1—8a), \imit,-- ADmai—1)
=1

- pl()‘nm-l-lv LR )‘nm+l)} e—pl On_m_i }

>From (53) we know that ©,, goes to zero as m — oo and thus we see that the expectation of Wiﬁl}

converges to a finite limit, namely to the limit stated in Theorem 5. On the other hand, by the way W,
has been defined in (4) we also know that this convergence is monotone in n. So we can interchange
limit and integration by Lévy’s theorem on monotone convergence and conclude

e[l - ) - o]
which proves the theorem. O

Remark In the above proof we have actually done more than just proved the explicit representation
of the expectation for the stationary waiting times. With (54) we have also given an explicit repre-
sentation of the transient waiting times using only polynomials up to order £ — 1. Whenever n > ¢
this will clearly result in a significant reduction of computational efforts necessary to obtain the exact
solution of transient waiting times.
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Remark In [3] another property of the polynomials pj is mentioned: px(0,1,...,k—1) = % for all

k > 2. If we apply this property to the M/D/1 case, where D,, = na for all n > 0, we learn that

o0 o0 a
Z)\kpk+1(D07---aDk) = QZPkI)kH(Oal’---ak) = Tﬁp) = ]E[W{O}]7
k=0 k=1

for each arrival intensity A € [0,a~1). So this observation suggests that
E [W{Hl}] = Z A pry1(Do, ..., D) (55)
k=0

for all finite £ > 0, i.e. that the expected stationary waiting time IE [W{f"'l}] can be expanded in an
infinite power-series with respect to the arrival intensity A, where the coefficients of this expansion
are given by pr+1(Do,-..,Di). This conjecture is actually true. All the tools that are required to
prove this statement are given in this paper. But since the proof is similar to the one of Theorem 5,
perhaps even more technical, we will not outline it here.

Appendix

Before we give the proof of identity (52) we state some preliminary results:
Lemma 2 For all k > 1 the following equality holds:

e kgl 0 for 1=0,...,k—1,
Z(')(_l) r {k! =k (56)

Y for
Proof by induction with respect to k. For [ = 0 the left-hand side of (56) breaks down to a simple

binomial series which simplifies to (1 + (—=1))* = 0. Let [ > 1. It is immediate to see that (56) holds
for k = 1. Let us assume the validity of (56) for some k¥ > 1. Then

=0 N 7 = (k+1-j)t !
= (’““)2(]-:)(—1)’““’5“ = (k+1)§(’;)(—1)’”(j+1)11
= (k+1>j2ijo(§><—1>“§(l ) - (k+1)iz:§<l_il>§<§>(_1)kjji

0 for 1=0,...,k,
(k+1) for l=k+1,
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where the last equality follows from the induction hypothesis, since we assumed that the inner sum-
mation is equal to zero, whenever ¢ = 0,1,...,k — 1, and equal to k! if 4 = k, which only happens if

l=k+1.

Lemma 3 For each k > 0,

k
Z(:l)(—1)’“—m(m+1)’“+1 = %(k+2)!.

m=0

Proof by induction with respect to k. Note that

& (ot mimsat = £ (a5 ()

m=0 m=0 §=0
k+1 k
=0 N IS S\

Using Lemma 2 yields

£ (e = (e Erw

m=0

k+1'+ka:< ) DF ™ (m 4+ 1),

Assume now that (57) holds for some k& — 1. Then,

m

Z(k>(—1)’°m(m+1)’“+1 = (k+1)'+k(k+1) = %(k+2)!

m=0

and thus, (57) holds for all ¥ > 0.

Lemma 4 For all 0 < p < 1, the following identity holds:

2

om Jj—m _ P
Ze Z T 2(1-p)

j=m+1

k
(k+1)! Z( ) kemmbtl = (B +1)! +k2( ) Yt (m=1)myk

O

(58)
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Proof Let p € [0,1) and define

Zo o PFF2, for p € [0,1), (58) is proved if we show that g(p) can be
2 (p*+p®+...) for each p € [0,1). Thus, it suffices to show that

2
in h _p
Since we have S0=7)

~ N
iy

represented in the form g(p

0, for k=0,1,
= (59)
% k!, for k>2.

dk
d—p’° a(p)

p=0

For k =0, i.e. g(0) =0, there is nothing to show. The first two derivatives of g(p) are given by

e e j d2 m m 1
— —pm el —pm
) mzzzl e ];1 and i g(p Z me T (60)
Thus, < i g(,o)|p:0 = 0 also holds. Furthermore, (60) gives
d++ S (R AT & (o)
dpk+? 9lo) = Z mz ( ) dzF—3 © dpi (m—1)!

m=1 7=0

for k > 0 and, in particular,

d*+? - k k—m+1 1 =k k k+1
—— g(p = m —m)*FT"TIm™m T = ( )—1 “Mm+1
oo | = Xm(,b)em 3 ()0 o
1
from Lemma 3 which completes the proof of (58). O
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