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Abstract: We consider in this paper the simultaneous problem of optimal
robust stabilization and optimal tracking for SISO systems in an L*-setting
using a two-parameter compensator scheme. Optimal robustness is linked to
the work done by Georgiou and Smith in the L2-setting. Optimal tracking
involves the resolution of L'-optimization problems. We consider in particular
the robust control of delay systems. We determine explicit expressions of the
Bezout factors for general delay systems which are in the Callier-Desoer class
B(0). Finally, we solve several general L'-optimization problems and give an
algorithm to solve the optimal robust control problem for a large class of delay
systems.
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Facteurs de Bezout et controleurs L'-optimaux
de systemes a retards dans un contexte de
contrdleurs a deux degrés de liberté

Résumé : Nous considérons, dans le cadre L*°, le probleme simultané de
stabilisation robuste optimale et de régulation optimale de systemes scalaires
au moyen de controleurs a deux degrés de liberté. La stabilisation robuste
optimale dans ce cadre est liée a celle obtenue par Georgiou et Smith dans
le cadre L?. La régulation optimale repose sur la résolution de problémes
d’optimisation dans L!. Nous considérons en particulier le controle robuste
de systemes a retards. Nous déterminons des expressions explicites des fac-
teurs de Bezout pour des systemes a retards généraux qui appartiennent a la
classe de Callier-Desoer B(O) Enfin, nous résolvons quelques problemes géné-
raux d’optimisation dans L! et donnons un algorithme pour la résolution du
probleme de controle optimal pour une large classe de systémes a retards.

Mots-clé : Controle robuste, stabilisation, facteurs de Bezout, systemes a
retards, controle L'-optimal, controleur a deux degrés de liberté.
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Preliminaries
RHP: {x+1iy, x>0, y € R}.

L? denotes the complex-valued measurable functions on the nonnegative real
S 1/p
axis such that (/ |f(%) |pdt) < 00.

0
L*>° denotes the complex-valued measurable functions on the nonnegative real
axis such that ess sup |f(t)| < oo.

tER
C. denotes the subspace consisting of continous functions of compact support.
Let f € LP, a(f) =sup{ t € R, , f(x) =0 a.e. on (0,t)}.

A linear continuous-time system G is defined as a linear integral convolution
operator G from L? to LP.

Gz||r»
The system G is LP-stable if ||G||<,> £ sup 1G]l <
seLrao || e

A(3) denotes the space of distributions of the form g¢(t) = g.(¢)+ Z gio(t—1t;)
i=0
where t; € [0,00),0 <ty < t; < ---, 6(t—t;) is a delayed Dirac function, g; € C,

e ga() € L'[0,00) and Y |gile % < o0.
=0

A(B) is equipped with the norm : ||g||.4s) = / P ga(®)] + > lgile ™
0 1=0

A(0) is simply denoted .A.

[ee]

The Laplace transform £ of ¢ is denoted g : g§(s) = / e *'g(t)dt. Often

we shall be considering transforms of functions defined onl)_f on [0,00), in which

case we shall regard them as being defined to be zero on (—o0,0).

A (B)={g /g€ AB) forsome f; <}

RR n~°3023



4 Catherine Bonnet , Jonathan R. Partington

~

Ao(B)={ge A_(B) /| Fp st

. inf
{s € {R(s) > B}, |s|>p}

The Callier-Desoer class B(f) is defined as [1]:

19(s)| > 0}

A~

B(B) = {j = id™* where i € A_(§) and d € As(5)}.

Let T denote the space of all linear time-invariant causal continuous-time L!-
stable systems equipped with the operator norm.

Distributions in A generate a subspace T of T'. T} is isometrically isomor-
phic to A. Let G € T, we have ||G||l<1> = ||Gll<co> = llgll.a = ||d]] 4-

By a convenient abuse of notation we use the same notation G for the operator
G and the transfer function g.

Let F(T}) denote the quotient field of 7. F(T}) is the set of all systems

P
G whose transfer function is of the form %, P, Qe T)jand Q #0. We
s

denote F,(T}) the set of all causal systems in F(T) and CF(T}) the set of

all systems in F.(T%) that have a coprime factorization over Tj. The system

N
G € F,(T}) is said to have a coprime factorization (N, D) over T} if G = D’

D #0, N, D € T} and there exists X, Y € T} such that —-NX + DY = 1.

A coprime factorization (N, D) over T is said to be normalized if

N(s)N(s)+ D(s)D(s) =1

for any s = jw (as N and D are in T}, N(jw) and D(jw) are continuous and
bounded on R). We can deduce from [2] that each G € CF(T}) has a normali-
zed coprime factorization over Ty which is unique to within multiplication by
+1, as the proof of [[2], Theorem 4.2] is still valid in the complex case.

It proceeds as follows ([2] and [3]). Let (N, D) be any coprime factorization over

1 7N
1 _ : _
T}, define F'(jw) = N+ DO and write In F(jw) = V(jw) + V(jw)

NU
then U defined by U(jw) = exp V(jw) is such that G = ol is a normalized

coprime factorization.

INRIA
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1 Introduction

In this paper we consider the robust control of infinite dimensional SISO sys-
tems with a special emphasis on delay systems and particularly on the delay
integrator as it is the system which motivated our study. In fact, through
an industrial problem of car depollution we were faced with the problem of
optimally robustly stabilizing a delay integrator as well as making it optimally
track a constant signal output over time of unit amplitude. This is a simply-
stated problem, but there is no existing method for it in the literature.

Optimal robust stabilization for the standard feedback problem in the L2-
setting has been considered by Georgiou and Smith [4] when uncertainty is ba-
sed on perturbations on the coprime factors of the system (or on perturbations
in the gap metric). In the case of delay systems of the form G(s) = e™*" R(s)
where R(s) is a strictly proper rational function and 7" > 0, an explicit for-
mula for the optimal robust controller is given as well as the value of the
optimal robustness margin. However, this formula is not obtained using the
Youla parametrization of the stabilizing controllers and the resolution of an
optimization problem in H,, as set in the generic case but is a closed form
expression. Thus it is impossible to modify this expression to be able to act
on the tracking quality of this controller.

At this point, the idea is to consider a two-parameter scheme instead of the
standard feedback configuration. In this scheme too, the controllers are para-
metrized in terms of the Bezout factors of the system. Kamen, Khargonekar
and Tannenbaum [5] and more recently Brethe and Loiseau [6] and Gliising-
Luerfen [7] considered the existence of coprime factorizations of time-delay
systems with commensurate time-delays. They proved that the set of entire
functions over R(s)[e~*] is a Bezout domain. In [6] we can find an algorithm
to compute the coprime factorizations for such delay-systems. The stabilizing
controllers (of the standard feedback scheme) obtained through the standard
Youla parametrization produce control laws which contain commensurate and
distributed delays.

Now, the practical problem leads us to consider an L*-setting firstly because
we consider persistent signals and secondly because we intend to measure the

RR n~°3023



6 Catherine Bonnet , Jonathan R. Partington

L*>-quality of the tracking. It was Vidyasagar [8] and Dahleh and Pearson
[9] [10] [11] [12] who first mentioned the interest of developing an equivalent
theory to the well-known H.-theory arising in the L?-setting: in practical
situations, very often signals are naturally not of bounded energy but of boun-
ded magnitude. Moreover one might want to control the magnitude of an
error signal rather than its integral square. As L°°-optimal control gives rise

to optimization problems in the algebra L' + Z ¢;6(t—1;), they solved several
=0

L* (¢*)-optimization problems for continuous (discrete-time) finite-dimensional
systems. Staffans [13] studied equivalent problems for discrete-time infinite di-
mensional systems but as far as we know the case of continuous-time infinite
dimensional systems has not been studied. The problem of optimal robust
stabilization of infinite dimensional systems in an L*°-setting has been studied
in [3], [2], [14]. In [14] we established a link between optimal controllers in this
setting and those determined by Glover-McFarlane [15] and Georgiou-Smith
[4] in the L2-setting as well as convergence results of optimal controllers and
robustness margins of finite dimensional systems to those of infinite dimensio-
nal systems. Those results will be helpful in the study of the present paper.
The paper is organized as follows. In section 2 we formulate the double problem
of optimal robust stabilization and optimal tracking through a two-parameter
compensator scheme for general infinite dimensional systems. In section 3 we
propose a family of (eventually normalized) coprime factorizations and Bezout
factors for a class of delay systems. In section 4 we solve for different classes
of systems the L!'-optimization problem that was posed in section 2. Finally,
we give a general algorithm to solve the proposed robust control problem.

2 Robust stabilization and tracking for infi-
nite dimensional systems

We consider in this section, the simultaneous problem of robust stabilization
and tracking.

Given a linear continuous-time infinite dimensional system G defined as:

INRIA
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G: L* — L™
= g*u
we know from [3] that G is BIBO-stabilizable (by feedback) if and only if G
admits a coprime factorization over T'3°.

Now, let us suppose (N, D) is a normalized coprime factorization of G over
T¥ and (X,Y) are corresponding Bezout factors:
—-NX+DY =1
and N(s)N(—s)+ D(s)D(—s) =1 for any s = jw.
It is well-known (see [16], page 141) that, given e the plant input, y the plant
output and v the external input, the most general feedback linear compensator
scheme is given by:

e =Ciu+ Cyy
where C; and C, are linear operators on L.

Here, we denote the external inputs r (reference signal) and d (disturbance).

If we take C7 = Cy (denoted C'), we obtain the standard feedback configu-
ration below:

T 4+ €1

€2 +d

Figure 1: Standard Feedback Configuration

In this case, the set of all stabilizing compensators is parametrized as
C=(X+DN)(Y + NQ)™" where Q € A.

RR n~°3023



8 Catherine Bonnet , Jonathan R. Partington

The general feedback law can be implemented as shown below:

T + €1
C’ N
1 T G

€2 d
Cy o

Figure 2: Infeasible Implementation of a two-Parameter Compensator

As explained in [16], this implementation makes no sense unless C} is stable.

Let (V, (U1, U,)) be a coprime factorization of (Cy, Cs) so that C; = £ and

Cy = % A feasible implementation of the general feedback law is given by:

T + €1
Ul _;r'\ V—l D~ 1
€2 4 d
U2 N u_‘l_

Figure 3: Feasible Implementation of a two-Parameter Compensator

By [16] (where Theorem 15 is still valid in infinite dimensions) we know
that the set of all two-parameter compensators that §tabilize G is given by:
(U(Y-I-NQ)’I,(X—i—DN)(Y-i—NQ)’l) U Qe A

The input-output relation corresponding to Figure 3 is described as follows:

(1) = (VB gnmon -ty (1)

and it is easy to see that the stabilization is governed by Cs only.

INRIA
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N+ AN

m. In this

We suppose |G, (C1,C)| is stable and consider G; =

case the input-output matrix (mn 12) is given by:

myy = ((VD—UyN)+ (VAD+ U,AN))"" Uy (D + AD)
my = (VD —=U,N)+ (VAD +U,AN)) ' Uy(D + AD)
my = ((VD—UyN)+ (VAD +U,AN))"" U (N + AN)
my = (VD —=Uy,N)+ (VAD+U,AN)) ' V(D + AD)

The stability of [G1, (C1, C2)] depends on the invertibility of
(VD = UyN) + (VAD + U, AN)) in A.

Clearly, Proposition 6.1, Proposition 6.2 and Proposition 6.3 of [14] giving
results on the robust stabilization through a standard feedback scheme as well
as Proposition 6.4 giving convergence results are still valid here. We recall
these propositions in our context of the two-parameter compensator scheme.

1

X +DQ
Y + NQ

Proposition 2.1  a) If (||AN||f4 + ||AD||ii)1/2 <

[e o]

then [Gy, (Cy, Cy)] is stable.

b) If(Y+NQ)AD—(X+DQ)AN =1 for some sy on jR then [Gy, (Cy, Cy)]
15 unstable.

Proposition 2.2 Let C = (U(Y + NQ)™, (X + DN)(Y + NQ)™ "), with
U,Q e A. Then the following are equivalent:

a) |G, (Cy,Cy)] is stable for all transfer functions Gi = (N + AN)(D +
AD)™" where AN, AD € T} and ||(AN,AD)|| ;4 <b

X+DQ| _1
Y+NQ| — b

b)

o0

In the case of systems with kernel in L! + C§, we have:

RR n~°3023
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Proposition 2.3 Let Q" be defined by

= inf

@)+ (2)e

)+ ()]

Then X-I—DQ"Pt e L (LYo, )—|-<C(5) and Y+NQP € L (L'(0,00)+ Cb).

Moreover b"pt

H Qopt

Let (G,), be a sequence of transfers such that G,, ___. G in the BIBO

gap topology and Cy?" (respectively Cs”) be the optimal robust controller of
G, (respectively G) relatively to coprime factor perturbations.

Proposition 2.4 If the greatest singular value of D*X + N*Y is of multipli-
city one then
1) bPY(Gr) = b?H(G)

n— 00

2) CP* __ _.C?" in the BIBO gap topology.

n—oo

So, the optimal robust stabilization problem in this context does not need
further investigation beyond the work done in the standard feedback scheme
case.

Let us now state the tracking problem we want to solve.
Consider here that we want to optimally track in L*> the output reference r
defined by r(t) = 1 for t > 0. In applications, it is difficult to be sure that we
will be able to produce the precise reference output, we might as well produce
a signal which is only “near” the reference signal. So, it is more realistic to
try to track a family of reference signals. Here we choose to track the family
{r € L=, ||r||p= = 1}.

We have ey —r = (I — NU) r+ (Y +QN)D d

INRIA
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So the optimal tracking problem can be stated as:

inf max ||(I = NU) 7|
UeA |r|lzee=1

But we have

Jmax (I = NO) rllgm = | = NUJLcss
T|| oo =
|- NU 4
= 116 — nulL

and the optimal tracking problem mathematically reduces to an A (or an A)-

optimization problem:
inf ||I — NU|| 4.
UcA

It will turn out that a more realistic problem is the general one

inf [W(I - NU)| 4
UeA

where W is a weight function.

3 Coprime factorizations and Bezout factors
for a class of delay systems

3.1 Generalities on delay systems

We consider in this paper linear systems with a finite number of delays in
the state, the input and output. Such systems are described by the following
equations:

(S) { o(t) = Zf:o Ai(t —t;) + ZZO Biu(t — ;)
y(t) = Yo Cia(t —oi) + 37 diu(t — v;)

~

RR n~°3023



12 Catherine Bonnet , Jonathan R. Partington

where z(t) =€ R", u(t), y(t) € R, A;, B;, C; are n xn, nx 1 and 1 Xn matrices
and d; € R

The transfer function G of (S) is given by

o= (£ ) (-0 =) (o) + S

i=0
We denote (Sp) the system Wlthout delay:

(t) = Apx(t) + Boul(t)
(So) { y(t) = Cox(t) + dou(t) ’

with G the transfer function and hg the non atomic part of the impulse res-
ponse of the system (Sp).

Suppose that (Sy) is BIBO-stable that is hy + dyd € L' + C6.

Let us recall, for simplicity in the case n =1 (A;, B;, C; are then denoted
a;, bi, ¢;), how the different delays act on the BIBO-stability of (S).

Suppose there is no delay in the state (a; = 0,7 = 1,... k). The impulse

m-+l

response g of G is of the form g = Z a;0p, * ho + Z d;6,, with o, 3; € R
=0 =1

Obviously g € L' + Z Cd;_,: the delays 7;, 0; and v; do not change the BIBO

1=0

stability of (Sp).

To see the effect of the delays ¢; on the impulse response, we suppose that
dZIO,ZZ 1,... , P-

INRIA
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(&) (e
|y|—;ai

We have |G(iy)| =z= 0 and this means that there is no impulse term in
the impulse response. So the delays ¢; do not contribute impulse terms to the
impulse response. However they modify the L'-part of the impulse response

and can make it fail to be in L'.

Let y € R, |G(iy

We are looking here at robustness of stability relatively to coprime factor
perturbations; we recall that for strictly proper systems a change in the delay
(in the input, output or state) corresponds to a variation in the BIBO gap
topology.

Proposition 3.1 Let Gy = G° be the transfer function of the following sys-
tem:

{ i(t) = Ax(t)+ Bu(t)
yt) = Cx(t)
and G (respectively G7) be the transfer function of the delayed system :

{ () = Ax%t;+Bu(t—T) OT{ #(t) = Az(t) + Bu(t)

yit) = Cx(t—T)

(respecmely{ ;38 _ é‘iﬁi{ THBW})

then Gr — Gy ——— 0 and GT — G —_ 0 in the BIBO gap topology.

T—0 T—0
Proof Note that the transfer functions in question are

Gr(s) = C(sI —A)'BeT, and
G'(s) = C(sI — Ae*")™'B.

RR n~°3023



14 Catherine Bonnet , Jonathan R. Partington

Let (N, D) and (¢e*" N, D) be coprime factorizations over A of Gy and Gy
respectively. Note that N and D are rational, V is strictly proper and D is pro-
per but not strictly proper. Writing hy for the impulse response of N, we have:

IN = N4 = / h(t) — hy(t — T)| dt.
0
Using the fact that C,(C) is dense in L(C) it is easy to prove that

IN—e*"N|| 4 =5 O.

T—0

The transfer function of the second class of system is

GT(S) — es’TGO(SesT)
= e "N(se’)/D(se’)
= N'(s)/D"(s), say.

It is easily verified that N™ — N and D™ — D, as 7 — 0. O

More complicated results can be proven similarly, taking a collection of
different delays, all tending to zero.

3.2 Coprime factorizations and Bezout factors for a class
of delay systems

We consider the class of retarded delay systems with scalar transfer function

given by G(s) = Z?Ez; where

hi(s) = Zpi(s)e_ws and hy(s) = Zqi(s)e_ﬁis with 0 =7 < 71+ < Ynys

0< By < -+ < fh,, the p; being polynomials of degree & and & < & for
t # 0 and the ¢; being polynomials of degree d; < 6y for each 1.

This class of systems was first analyzed by Bellman and Cooke [17]. They
proved that these systems possess only finitely many poles in any right half
plane.

INRIA



Bezout Factors and L'-Optimal Controllers for Delay Systems using... 15

h2(3)

Proposition 3.2 Let G(s) = where hi(s) and hy(s) defined as above.

 u(s)
h h
There exists a polynomial r(s) such that ( 2(s) ﬁ) is a coprime factori-

r(s) " r(s)

zation of G over A.

ha(s) 2 qi(s)e P
Proof We have ——— = ————— with deg¢; < & so clearly
(s 4 1)% ; (s 4 1)%

ha(s) - hi(s) 2 pi(s)e v
— _(0). N — = ————— with d = d
Gt € A_(0). Now, GrDm ;:0 GDm with degpyg o an
) hols .
degp; < g fori=1,... ,n1, 80 ﬁ € A (0).

As h; has a finite number of unstable zeros we can test if there are common
zeros & (i = 1,...,0 with multiplicity m;) between hy and h;. If so, then
!

consider ha(s)r(s) with r(s) = H(s — &)™i(s + 1)%. From [18], Lemma

m(r(s) 1
: s—a \"™ hy(s)
_ ) A
7.1.15, we have that for o < 0, 1:[ ((S_&)> GrD® e A_(0) and
l s—a \™ his)
1:[ ((s — fz)) G j_ 1) € A_(0) from which we deduce that
: ) A (@) ad MO ¢ 4.0)

ITy(s — &) (s + 1)

have no common zero in {R(s) > 0} we deduce that

ITy(s — &) (s +1)%

Now, as hZ((“;) and hl((s‘))
(’;2(25)), }:}(g”;)) is a coprime factorization of G over /AL(O). We recall that if };2((:‘))
and ’:}(g“;) were not coprime over JA_(0) they would necessarily have a common

hs) ¢ A+ (0) the only possibility

sequence of zeroes in {R(s) > 0} and as o)
would be a finite common zero in {R(s) > 0}. O

Remark 3.1 Instead of (s + 1)% we could take any polynomial having its
inverse in Ay(0) . In fact it might be possible to chose r(s) such that

(};2(%), }:}(gs))) is a normalized coprime factorization over A (0). For example,

RR n~°3023



16 Catherine Bonnet , Jonathan R. Partington

in the case when there is just one delay in the input or output, that is G is

A
of the form G(s) = GST% where A and B are polynomials, we can deduce

from the finite dimensional case [15] that there exists a polynomial r such that
e*TA(s) B(s)
r(s) " r(s)

We now give a formula for the Bezout factors in a coprime factorization
of a retarded delay system. Recall that less explicit formulae have been given
by Brethe and Loiseau [6] in the case of delay systems with commensurate
time-delays.

) is a normalized coprime factorization of G over A.

Theorem 3.1 Let m be the number of unstable zeros o of hi(s) (which are
not zeros of hy) counted with their multiplicity.

r(s) — Bsdha(s)
Let X(s)= %S) and Y(s) = ( )hl(S;(S) )

where p is a polynomial of degree m — 1 chosen such that

at s = o for k = 0,... ,m; — 1 if 0 is a zero of multiplicity m; > 1, u
is a polynomial chosen such that its inverse is in A_(0) and X is proper

(degu > deg ).
Then X and Y are Bezout factors corresponding to the coprime factorizations

(- ey ) er @ over 4

To prove this result we need a lemma of [19] which we recall here:

Lemma 3.2 Let § be a holomorphic function on C} such that sg(s) is bounded
on CY. Then for any & > 0 there exists an h such that § = h on (C;Lng and

/ =+ h(1)|dt < oo.
0

INRIA
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Proof Clearly, X(s) = ’U’ES) € fl_(()). Let (0;)i=1,. 1 be the unstable zeros

!
of hy of multiplicity m; Zmz =m |, i is an interpolation polynomial of

=1
degree m — 1 defined by the following m equations:
Fori=1,... [,

<r(5)—%>(k)=0fork=0,... ,m; — 1 at s =o.

Note that as o is not zero of hy, for each ¢ the m; equations are solvable and
have a unique solution.
Finally, each unstable zero of h; of given multiplicity is a zero of the function

(1 - 100t

that Y(s) is analytic in {R(s) > —e}. Now, clearly Y (s) = C + Y,(s) where
C € R and sYy(s) is bounded on {R(s) > —e}. So we can deduce from
Lemma 3.2 that ¥ € A_(0). Obviously, X and Y satisfy the Bezout equation
—XN+YD=1. O

—sT

with the same multiplicity. So, there exists ¢ > 0 such

Example 3.3 Let G(s) = ‘ with ¢ € R and v = /1 4 02 we know that

S—0

e T s—o)\ . . . . X
, is a normalized coprime factorization of G over A. Corres-
s+ s+

ponding Bezout factors are given by

1— e T—0)
X(s)=e"(04+7),Y(s) =14+ (0 +7)

-0

Those factors depend on the delay but is this dependence continuous in the
BIBO gap topology as it is the case for the normalized coprime factorizations?
This continuity would be useful to establish convergence in the BIBO gap
topology for controllers of the system with delays to controllers of the delay
free system.

The next result proves more generally that Theorem 3.1 produces Bezout
factors which are continuous respectively to variations of the coprime factors
in the BIBO gap topology.

Proposition 3.3 Suppose hy has no zero on the imaginary azis and let Gao =

(hf(g), %) such that (hf(i‘;) %S)) _— (% }:}(S))) in the BIBO
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gap topology. Then the Bezout factors X and Ya given by Theorem 3.1 depend
continuously on A, in the BIBO gap topology.

Proof Let Up :C™ — C™ be the linear mapping defined by

AlS\hA(s) D)
Ealpor )8 = (2R T ), =1
u(s
where p(s) = Z;’L:_Ol 1;8°, (01, .. ,0m) denotes the unstable zeroes of h(s) ta-
ken with multiplicity and n(k) is the k th term of the finite sequence (0, ... ,m;—
1,0,...,my — 1,... ,my — 1), where [ is the total number of distinct zeroes.

The mapping W, is continuous, linear and one-one and depends continuously
on A. Thus it has a continuous inverse. The polynomial p® which performs
the interpolation is given by

put = \IIEI(T(Jl), .. ,T(ml_l)(am)),

and this also depends continuously on A.
It is now easy to see that the corresponding Bezout factors Xa = —u® /u
and YA = (r — p®(h%)/u)/h$ depend continuously on A. O

Remark 3.4 If h; has zeros on the imaginary axis, they may become stable
zeros of h2 for A arbitrarily small. To obtain Bezout factors converging in this
case, it is necessary to modify the construction of theorem 3.1, interpolating
at the corresponding stable zeros of h{, as well as the unstable ones.

hT
Example 3.5 Consider Gr(s) = 2 (5) with b2 (s) = e =T hy(s) and AT (s) =
h¥(s) 2 !
1

hi(s) where hsy(s) and hy(s) are polynomials as in remark 3.1 such that G (s)
is strictly proper. As a variation in the delay is a variation in the BIBO gap
topology, we can deduce from the above proposition that the Bezout factors
X7 and Y7 of Gr depend in a continuous fashion on the delay 7.
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4 Some L!'-optimization problems
The problem of optimal tracking is set as an optimization problem of the type

inf ||f —gr||; where f,ge€ A (4.1)
reA

We have L
inf - i=d ; ;
in [|f ~ gril4 (7.)

where (g) denotes the principal ideal {gr : r € A}.

_— ~

Moreover d (f, (g)) = 0 for all f if and only if (¢9) = A, since otherwise (g)

is contained in a proper maximal ideal, which is necessarily closed. (We refer
to [20] for general background on Banach algebras). Now, clearly (g) = A if
and only if ¢ is invertible in A.

Hille and Phillips [21] give the following invertibility condition for elements in
A:

Let f e A Then f isinvertible in A <= inf |f(s)| > 0.
{R(s)>0}

In the particular case of commensurate time delays, that is, g is of the form
g=g.+ Zgiét_’]‘i with g, € L' (and we write g € L' ® ¢!), we can give a

i=0
more explicit condition of invertibility.

Theorem 4.1 Let g = g, + Zgiét—Ti with g, € L', Z |9:| < oo.
=0 1=0

. N g 0 on {R(s) >0} and
Then g is invertible in L' @ (' <= { g(il 7 i =
! Yegi #0 on {lz| <1}
Proof We have that:
g isinvertible in L' @ (' <= ®(g) #0 V® € A,

where A is the set of all characters on L & ¢*.
Recall that a character ® is a complex homomorphism ® : L! @ ¢! — C with
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O(1) =1, &(f +g) = ©(f) + @(9), ©(f * 9) = (f)2(9).

It is well-known (cf. [20]) that any character on L' that does not va-
nish there takes the form ®(f) = f(sy) for some s, € {R(s) > 0}. Then
O(f *6_nr) = (f * 6t—n1) (50) = f(80)e T, s0 that ®(8;_n7) = e *°"T and
so ®(f) = f(so) for all f e L' & ¢*.

If ® vanishes on L' then it acts as a character on ¢! and thus takes the
form ®(6;_,r) = w™ for some w with |w| < 1.

So finally, A = {6,,w € {R(s) > 0} U{|z| < 1}} where
for w e {R(s) >0} 6,(9) = §(w)

forwe {|z] <1}  6.(9.)=01if ge L*
0uw(bt—1n) = w™ for n > 0.
So we have:

g(s)#0 on {R(s) >0} and
Dico9i? #0 on {|z] <1}
Remark 4.1 In the case of the simpler algebra L' + C6 we have g, + go0 is

invertible in L' + €6 if and only if g,(s) + go # 0 on {R(s) > 0} and gy # 0
that is g(s) # 0 on the extended right half plane.

g is invertible in L' ® ¢! <+— {

Remark 4.2 In the case where ¢ is not invertible in L' @ ¢! | the necessary

and sufficient condition of theorem 4.1 being not satisfied, we can be able to

give a lower bound for inf ||f — gr|| 4. If there is a character ® such that
A

re
®(g) =0, then ®(gr) = 0 also and so ®(f — gr) = ®(f). Hence ||f — gr| 4 >

[(f —gr)[ =)l ielf—grlla= sup [B(f)].
{@:2(9)=0}

We consider now the resolution of equations of the type 4.1 firstly in the

case which motivated our study, the delay integrator, and so consider in the
—sT

next paragraph delay systems of the type G(s) = . We will consider

more general systems in the paragraph 4.2.
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e—sT
4.1 The case when G(s) =
sS—0
e—sT
Let G(s)=——, T>0, 0 €R
S—0

A normalized coprime factorization of G is given by

(& S

N = D)=

where v = /1 + 2.
The optimal tracking problem is:

inf || — N : = inf — — —t _
inf |7 = NUl 4= inf I8 —unlla=d (& (7 * b-1))

—sT
e
By a convenient abuse of notation, we will write d (I , ( n )) instead of
ST

d ((5, (e_7t * 6t_T)). This can be easily solved using the finite dimensional re-
sults of Vidyasagar. We recall here two useful lemmas of [22]

1 \*
Lemma 4.3 [22] Suppose k > 1 is an integer, and let §(s) = ( n 1) .
s

Then (g) = L'

Lemma 4.4 [,?2] Suppose g € A, that § is rational, and construct a rational
function h € A as follows: g is a multiple of h, every zero of g in the open
RHP 1s also a zero of h with the same multiplicity, and every zero of g on the

extended Jw axis is a simple zero of h. Then (g) = (h)

€_ST

Proposition 4.1 Let N(s) = e Then we have (N) = L'[T,00) and
s+

inf ||I — NUJ| ;4 =1, the infimum being attained for UP* = 0.

UeA
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1
S+

Proof By Lemmas 4.3 and 4.4, we have ( ) = L' and obviously

—sT

<e+ ) — L'[T,00). Now, d (6, L'[T,0)) =1 and U = 0 gives
s+

I = NU| 4= 1. .

Those results on the infimum and optimal function are not surprising as
tracking in L* is very demanding. So the idea is to consider here a weighted
optimization problem of the form inf ||W (I — NU)|| ; where W is a weight

UecA

which will help minimize the tracking error particularly at low frequencies

1
rather than high frequencies. We can consider for example Wi(s) = PUE
s
s+a 1
W = ith a >0,b>0or W, = .
(5) = 25 with > 0, 0> 0 0r Was) =

Theorem 4.2 For weights W1, Wy and W3, the optimal tracking error of the
weighted problem is given by:

inf |[Wi(I-NU)||; = 1—¢7

UeA

inf [|[Wyo(I —NU)|4 = 1+ ]a—b|(1—e"T)
UeA

T
inf |[Ws(I-NU)|4 = 1—e »
UeA

Proof Fori=1,3, we have inf ||W;(I —NU)| 4 = d(W;, (W;N)). Applying
UeA

1 1
Lemma 4.4 we get (W—) = L' and (me—sT—) = LMT, 00).
s+ s+
Now,

d(Wi,(WiN)) = d(e ", L' [T, ))

T
= / etdt=1—e"T,
0

d (W, WoN)) = d(6+ (a—b)e ™ LT, 0))
= 1+ |a—0b|(1—e),
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d(Ws,(W3N)) = d(6+ (a—b)e ™, LT, 0))
= 1—67%.

O

Remark 4.5 As the infinimum is not attained, we cannot define U°" , howe-

ver it is possible to construct a sequence (U,), such that

IWAi(I = NU)|| 4 = inf [[Wi(I — NU)|| 4. For example, the sequence
UeA

€—0
Ufs)=e T 5+7 will achieve that.
€s+1

4.2 A more general case

In this section, we determine the ideal in A generated by L! functions which
are not necessarily rationals.
The case of L' functions whose Laplace transform does not vanish on {R(s) >
0} has been considered by Nymen (a simpler and more accessible proof of this
result can be found in [23]).

Theorem 4.3 [23] Let f € L. Then (f) = L' if and only if a(f) = 0 and

A

f(s) #0 i {R(s) > 0}.

Now, we want to consider the more general case where f has a finite number
of zeros in {R(s) > 0} to be able to cover for example the case of delay systems
of the type G(s) = e *TR(s) where R(s) is a rational function having zeros
in {R(s) > 0}. The next theorem shows that the result of Nymen extends
naturally to the case of zeros in {R(s) > 0}.

Theorem 4.4 Suppose g € L', a(g) =T and § has a finite number of zeros
ai, i = 1,...,1, in {R(s) > 0} and no zero on the imaginary axis. Then

(9)={k € L'[0,00),k(a;) =0,i=1,... ,l,a(k) >T}.

Proof We prove this result in the case where 7' = 0 and there is only one
zero in {R(s) > 0}, the extension to the case of several zeros is straightforward
by induction. The case T' > 0 is immediately deduced.

Let g € L', a(g) = 0 and g(ag) = 0 for ap in {R(s) > 0} otherwise g(s) # 0
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on {R(s) > 0}.

Now, let g1(s) = §(s) we show first that g; € L'[0, 00).
S — Qg
: _ [ e** on (—o0,0]
For we can write g; = g * € where €(t) = 0 on (0, )

Clearly, g € L'(—00,00) as ||g1]|11(—c0,00) < |19]l 210,00 /| €]l 22 (= 00,0)-
Now, we have g;(t) = / e(t —s)g(s)ds = / e(t — s)g(s)ds.
0

— 00

Now, let us prove that {k € L', k(ao) = 0, a(k) > 0} C (g) (the other inclusion
is obvious).

k
Let k € L' with k(ay) = 0 and ky(s) = 5
S — Qy
2 2a0k
Wehaveks+a0=k<1— fo ):k— fo® |
s — ag s — ayp s — Qg
So k2 il € L'0,00) and has no zero in {R(s) > 0}. From theorem 4.3 we
S — Qg
know there exists a sequence (¢,)% , in A such that k 5100 _ iy gs + do On
_ S — Qg n—oo S — Qg
that is k = lim g¢, and k € (g). O

The case of L' functions which have zeros on the imaginary axis is difficult
unless those functions are of the type e * R(s) with R rational in which case
we can determine (g) using the finite dimensional results of Vidyasagar.

5 Conclusion
For delay systems which have a coprime factorization (N, D) over A with

N € L' and N has only a finite number of zeros in {®(s) > 0} the robust
control problem set in section 2 can be solved using the following algorithm:

€e—0

Step 1: Find {U.}>o such that ||W(I — NU,)|| 4 = inf [|[W(I - NU)| 4.
UcA
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Step 2: Find (G,)n>0 & sequence of finite dimensional transfer function such
that G, _——- G in the BIBO gap topology.

— 00

Step 3: Find Q%" such that

X D
opt _ : n n opt
H ) QT =, <Yn> - <Nn> @n
U<

Choose ¢* small, define C"* = Y1 Now and construct the controllers:

U< Xo + DuQF

0 _ n

Cln Y +Nn Opt aIld CQn - Y +Nn Opt

Cj is a finite dimensional controller, C{ can be an infinite dimensional
controller.

Proposition 5.1 We have:

If the greatest singular value of D*X + N*Y 1is of multiplicity one then
1) bP(Gr) = b™(G)

2)CY ___.CY"" in the BIBO gap topology.

3) CY  ___.CP" in the BIBO gap topology.

TL— 00

For systems of the type G(s) = e **R(s) we might have a more direct im-
plementation. If for 5 € N, 7 big, Q" is such that ¥;, + N, Q" is invertible in

A then C’?ﬂ is stable and we can use the following two-parameter compensator
scheme:
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y, 20 G

€2
cort ik

where for C5** we can take the closed form formula of the optimal robust
controller determined by Dym, Georgiou and Smith [24] so that we get in this
scheme an optimal robust controller and suboptimal tracking controller.
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