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Sur la synthese des réseaux de Petri généraux

Résumé : Les auteurs ont donné avec Luca Bernardinello un algorithme
polynomial pour la synthese de réseaux de Petri purs a partir de systemes
de transitions. La restriction aux réseaux purs s’avere tres contraignante par
exemple lorsque 'on veut modéliser des boucles d’attente dans des protocoles
de communication. Cette limitation peut étre levée par une adaptation mi-
neure de 'algorithme, utilisable pour des réseaux de Petri généraux exécutés
de maniere séquentielle. La regle de tirage séquentielle est elle-méme limita-
tive puisqu’elle interpréte comme indépendentes en un état toutes les actions
qui y sont exécutables dans un ordre arbitraire. Cette seconde limitation
peut aussi étre levée en adaptant I'algorithme aux systemes d’hypertransitions
(step transition systems), ce qui revient a extraire le contenu algorithmique de
la coreflection établie par Mukund entre les réseaux de Petri et les systemes
d’hypertransitions de Petri. Nous indiquons également comment les corres-
pondances catégoriques entre réseaux et automates peuvent se présenter plus
simplement en terme de connexions galoisiennes.

Mots-clé : Synthese de réseaux, automate de dimension supérieure, algo-
ritmes polynomiaux, connexion galoisienne



On the synthesis of general Petri nets 3

1 Introduction

Following Ehrenfeucht and Rozenberg’s seminal work on regions in Partial
2-Structures [ER90a], various correspondences between automata and net sys-
tems, based on regions in automata, have been established and analysed. The
reference papers for the basic correspondences are [ER90b] or [NRT92] in the
frame of C/E-nets or elementary nets, and [Mu92] in the frame of P/T-nets.
Variant correspondences have been studied respectively in [NW94] [BD95a]
and in [DS93] [DS96]. According to the unified presentation of regions given
in [BD95b], a region in a fixed automaton w.r.t. a fixed type of nets is a
morphism from the underlying transition system to the marking graph of a
one-place net of that type, with one event representative of each typical re-
lationship between places and events. Regions may be seen as places with
attached flow arcs, thus nets may be assembled from subsets of regions. An
automaton gives rise in this way to an ordered family of subnets of a maxi-
mal net whose set of places is just the set of regions of the automaton. The
point is to decide whether this maximal net or some of its subnets reproduces
in turn the original automaton (up to isomorphism) as the associated graph
of reachable markings. The essential contribution of [ER90b] and [NRT92] is
the isolation of two characteristic axioms for automata isomorphic to graphs of
reachable markings. These axioms require from their models enough regions to
separate all different states in an automaton and to rule out all missing events
at each state. Based on the separation axioms, various coreflections between
categories of automata and nets have been established in the literature. These
coreflections may also be obtained in a systematic way as induced restrictions
of a general adjunction between automata and net systems, parametric on the
type of nets, restricted on models of the separation axioms [BD95b].

The effective or algorithmic contents of the above correspondences have
been analysed in a handful of papers. A crucial fact was observed in [DR96]:
any set of regions large enough to witness for satisfaction of the separation
axioms, and therefore said admissible, is the set of places of a net system
which reproduces the given automaton as a graph of reachable markings. Ex-
hibiting the net system when it exists is known as the synthesis problem. The
synthesis problem for elementary nets, examined further in the case of finite
automata in [Ber93] and [Hi%4], and proved NP-complete in [BBD95a], was
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4 E. Badouel & Ph. Darondeau

given an approximate solution in algorithmic form in [CKLY95]. The precise
problem decided upon by the algorithm is whether the given automaton has
some quotient isomorphic to the reachable marking graph of some net system.
The synthesis problem for pure Petri nets, examined further in [BDPV96] in
the frame of finite automata, was solved in [BBD95b] in time polynomial in
the size of automata.

The resulting algorithm has been used in a few experiments, carried out in
view of the automated distribution of protocols. In this context, the require-
ment to preprocess the genuine automaton which represents a given protocol,
so as to split its loops into cycles, was found inconvenient. One goal of the
present paper is to lift this impractical constraint: we provide an adaptation
of the synthesis algorithm working in polynomial time for general Petri nets
with the sequential firing rule. The other goal of the paper is to show that
the algorithm is robust, by jumping from sequential transition systems to step
transition systems, as defined by Mukund [Mu92]: we provide a second adap-
tation of the synthesis algorithm, working in polynomial time for Petri nets
with the step firing rule.

The remaining sections of the paper are organized as follows. Section 2
recalls from [BD95b] the general definition of regions, parametric on the type
of nets, and recasts in this mould the abstract correspondence between sequen-
tial transition systems and nets with the sequential firing rule. The categorical
correspondence established in [BD95b] is presented here in the simpler form of
a Galois connection. Section 3 focuses on Petri nets. A polynomial synthesis
algorithm is produced, based on the adaptation of principles inherited from
the weaker algorithm for pure Petri nets defined in [BBD95b]. Section 4 car-
ries the abstract correspondence between transition systems and nets to step
transition systems and nets with the step firing rule. Section 5 presents an
upgraded version of the algorithm which solves the synthesis problem in this
richer context.

INRIA



On the synthesis of general Petri nets 5

2 Galois connection between automata and net
systems

A dual adjunction between automata and net systems, parametric on the type
of nets, has been constructed in [BD95b]. Our purpose in this section is to ac-
count for this correspondence without the help of categories. We shall therefore
construct a Galois connection between automata and net systems. We shall
identify the kernel of the connection, yielding a relation of duality between
separated automata and saturated net systems. Given a separated automa-
ton, the dual net system is assembled from regions in the automaton, seen as
places of the net. We shall also isolate admissible subsets of regions characte-
ristic of separated automata, and thereby lay the grounds for the investigation
of algorithmic solutions to the synthesis problem, pursued in section 3.

Before stating general definitions for automata, nets and regions parametric
on the type of nets, let us indicate a slight difference between the correspon-
dences established below and in [BD95b]. Given a net system with set of events
E, the set of events of the dual automaton is £ in the present paper, while it
was a quotient of F in the former work. The import of this distinction is not
yet completely clear.

2.1 Regions in transition systems

We reserve the appellation of automata to initialized transition systems A =
(S, E,T,s0), with set of transitions T C S x E x S and initial state so € S.
The underlying transition system UA = (S, FE,T) is always assumed to be
deterministic, meaning that for any state s € S and event e € E, (s = §')
€T A (s=>s")eT = s’ =s". Recall that a morphism of transition systems
(o,m) : (S, E,T)— (S",E',T") is a pair of maps 0 : S — S" and n: £ — £’
such that (s = s') € T' = (o(s) () o(s')) € T". Automata are always assumed
to be accessible, meaning that S is the inductive closure of the singleton set
{s0} w.r.t. forward transitions in 7. Morphisms of automata are just the
morphisms of the underlying transition systems that preserve initial states. In

the sequel, notations s = and s /4 appear as shorthands for 3s’ € S (s = ')
€ETandVs'e S (s=>s)¢T.

RR n"3025



6 E. Badouel & Ph. Darondeau

We reserve the appellation of net systems to initialized nets N = (P, E, W,
My), with underlying net UN = (P, E, W) and initial marking My. In order to
give a uniform presentation for all types of nets, we depart from the traditional
definition of nets and propose now a general definition encompassing Petri
nets as a specific type of nets (fully defined afterwards). A marking is a map
M : P — LS from the set P of places to a set LS of local states (depending
on the type of nets). The places in P and the events in E are the nodes of a
complete bi-partite graph, whose edges are mapped to a set LFE of local events
(depending on the type of nets) by the weight matric W : P x F — LFE. The
set of local states, the set of local events, and the partial action of the latter
on the former, make up a type of nets.

Definition 2.1 (Type of nets) A type of nets is a (deterministic) transition
system T = (LS, LE, 1), where LS and LE are respective sets of local states and
local events, and 7 C LS x LE x LS defines the partial action of local events on
local states.

As graphs, nets are of a static nature, but types (of nets) define their dy-
namics: the partial actions of events on markings may be inferred from the
partial actions of local events on local states, using the weight matrix to control
synchronized products of local events. The following definition extends in this
way the usual sequential firing rule.

Definition 2.2 (Sequential marking graph) Given a net N = (P, E, W),
of type T = (LS, LE, 1), the (sequential) marking graph of N is the transition
system (LST, E,T) with set of transitions T' defined by :

(MSM)eT iff VeeP (M(z) ) M'(2)) er (1)
Given a net system N = (P, E, W, My), the (sequential) marking graph of N is
the automaton N* = (S, E,Ts, My) where S is the inductive closure of { Moy}
w.r.t. forward transitions in T, and Ts = T N (S x E x S).

A key example is the type of Petri nets, 7pes = (IV, IN X IN, Tpesri). Here,
the local states are natural numbers while the local events are pairs of natural
numbers, acting partially on the former according to the transition rule:

(n(L’q;n')ETpem & nzp A n'=(-p)tgq

INRIA



On the synthesis of general Petri nets 7

If we set now W(x,e) = (F(z,¢e), F(e,z)), the reader recognizes in (1) the
classical rule for the sequential firing of Petri nets, namely: M[e> M’ iff

Vee P M(z) > F(z,e) N M'(z)=M(z)— F(z,e)+ F(e, z)

A variant example is the type of pure Petri nets, 7poy; = (IV, Z, 7p,;). In this
weaker type of nets, the local events are relative numbers, acting partially on
local states according to the transition rule:

non ETthan & n=n+z
So, the local action of z is defined at n if and only if n + z > 0.

The types of pure Petri nets and general Petri nets are in fact connected
by morphisms I : 7520 — Tpei and J @ Tperi — Tpoy, such that J o [ is the
identity on 7520° ¢ J = (1, 7) where j : INX IN = Z : j(p,q) = q—p and
I'=(1y,7) where 1 : ZZ — INx IN: i(z) = (—2,0) if 2 <0 elsei(z) =(0,z2).

A synthesis algorithm for pure Petri nets was proposed in [BBD95b], based
on the principle of regions as places. The primary goal of the paper is to
extend this algorithm to (general) Petri nets. In order to get an intuitive
understanding of regions for Petri nets, let us look back to their sequential
firing rule (1). This rule means that for every place x, the pair of maps (o4, 1)
defined by o,(M) = M(z) and n,(e) = W(z,e) is a morphism of transition
systems from the marking graph of the net to 7pe.;. Let us now forget the
internal structure of states in the marking graph, thus identified with any
other isomorphic transition system (.S, £, T"). If in addition we identify places
& with their extensions (04,1, ), we can rediscover the places of the original net
(and also discover new places) as morphisms (o,n) : (S, E,T) — 7petri. This
motivates the following definition of regions for arbitrary types of nets.

Definition 2.3 (Regions) Given a transition system T = (S, E,T) and a
type of nets T = (LS, LE, T), the set R.(T') of T-type regions in T' is the set of
morphisms from T to T.

By abuse of notations, we extend the above definition to automata by setting
R;(A) =R, (UA). In the sequel, the subscript 7 is left implicit when it is equal
to Tpetri, or abbreviated to pure when it is equal to 755, .. So, pure regions
and Petri regions are connected by maps I4 : Rpure(A) = R(A) : 1a(o,n) =
To(o,n)and Js: R(A) = Rpure(A) : Ja(o,n) = Jo(o,n) such that J4 0 [4

is the identity.
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8 E. Badouel & Ph. Darondeau

2.2 Galois connection

We saw above that regions may serve to reverse the production of marking
graphs. The reversing process may also be applied to arbitrary transition
systems, leading to the following definitions.

Definition 2.4 (Dual of a transition system) Given a transition system
T =(S,E,T) and a type of nets 7, the dual of T' is the net T* = (R,(T), E, W)
with weights defined by W((o,n),e) = n(e). For any subset R of R.(T), let T}
denote the subnet of T™ with restricted set of places R.

Definition 2.5 (Dual of an automaton) Given an automaton A with ini-
tial state sq and a type of nets T, the dual of A is the net system A* composed of
the underlying net (UA)* and of the initial marking My defined by Mq(o,n) =
o(so) for every (o,n) € R,(A). For any subset R of R,(A), let A}, denote the
subnet system of A* with restricted set of places R.

We will show that the two ()* operators mapping the automaton A to the
net system A* and the net system N to its marking graph N* form a Galois
connection A < N* & N < A*. One expects in particular A < N & N, < A*
for every region x = (0,,7,) € R,;(A) where N, is the atomic subnet system
of A* with the sole place z (i.e. N, = Af,) and N; is its marking graph.
This particular case will help us to find out the appropriate order relation on
automata. Since N, is a subnet sytem of A* both N, < A* and A < N} are
expected; by definition of regions, if E is the set of events of A then (o, 1g)
is an event preserving morphism from A to N}. Moreover, if there exists an
event preserving morphism (o, 1) : Ay — Az between two automata with set of
events F/, this morphism is necessarily unique, owing to the strong properties of
determinism and accessibility we have assumed from all automata. Therefore,
if there exists morphisms (oy,1g5) : A1 = Ay and (0g,1g) : Ay — Ay, then A
and Aj are identical up to the identity of states (A1 =g Aj;), and if we let
Aut(F) be the set of (deterministic and accessible) automata with fixed set
of events E, quotiented by =g, then

A1§A2 if do: (U,lE)I A1—>A2

defines a partial order on Aut(F). This partial order is a complete lattice,
with greatest lower bounds computed as synchronized products. We remind

INRIA



On the synthesis of general Petri nets 9

the reader that the synchronized product A;c; A; of a family of automata A; =
(S, E, T, s0,) indexed by 7 € [ is the automaton (5, E, T, so) with components
as follows: sg = (sg;)icr, S is the inductive closure of the set {sq} w.r.t. the
synchronized transition rule

(si)ier 5 (S;')Z'ej iff Viel (Si 5 S/') eT;

and T is the set of occurrences of this rule at states (s;)ic; € S. So every
automaton in Aut(F) is an idempotent of the binary synchronized product A,
and the order < could as well have been defined as

A1§A2 if Al :EAl/\AQ

By definition of marking graphs, the automaton N* dual to a net system N =
(P, E,W, M) is actually the synchronized product A,cp N of the marking
graphs of its atomic subnet systems.

Our starting point for choosing the order relation on Aut(F) was to set
A < N7 for every region & € R,(A). In fact, any atomic net system N =
({z}, E, W, My) such that A < N* is isomorphic to N, for some corresponding
region (0;,1;) € R,(A) (i.e. N and N, are identical up to exchanging = and

(02, 7z))-

Lemma 2.6 The regions in R.(A) are in byective correspondence with the
(tsomorphism classes of ) atomic net systems N such that A < N*.

Proof: Let A < N*, where N = ({z}, E, W, Myp) is an atomic net system of
type 7 = (LS, LE,7). Let lsgp = My(x), hence sy € LS. By definition of
marking graphs, N* = (S, E,T,lsq) is the automaton with the least sets of

states and transitions, S (C LS) and T' (C S x F x S), such that [sg € S and

(Is — Is') € T whenever s € S A (Is %) [s") € 7. Let (04,1g) : A — N*

be the unique morphism (of transition systems) from UA to U(N*) acting as
the identity on events and mapping the initial state sq of A to [sq. Now the
maps ¢ : S — LS : «(ls) =Ilsand n, : E — LE : nz(e) = W(z,e) define a
morphism (¢,n;) : U(N*) — 7. By composing morphisms one obtains a region
in R-(A): (¢,nz)0 (0, 15) = (02,1:) : UA — 7. Let N be the marking graph
of the atomic net system N, derived from the region (o,7;). Since 0,(sq) =

RR n"3025



10 E. Badouel & Ph. Darondeau

[sg and seeing that [s Y 16 in 7 entails Is < Is” in N forlse Sande€ E,
N7 is isomorphic to N*. ]

Concerning the order relation on net systems, the central assumption that
N, < A* for every region x of A leads to choose something akin to the sub-
structure ordering: Ny <, Ny if Ny is N; restricted on a subset of places.
However replicated places may occur in a net system N = (P, E, W, My), i.e.
places which the initial marking My and the weight function W do not happen
to distinguish from one another, and we don’t care about their degree of mul-
tiplicity nor about their identities. Let morphisms of net systems with fixed
set of events be defined as follows: a morphism from Ny = (P, E, Wy, My )
to Ny = (Pa, E, Wy, Mg2) is a map 3 : P, — P, such that My;(z) = Moa(x)
and Wi(z,e) = Wy(z,e) for all € Py and e € E. Two net systems connec-
ted by morphisms in both directions are henceforth declared equivalent. Let
Nets(£) denote the set of equivalence classes of net systems with fixed set
of events F (replication free nets are the canonical representatives). One can
equip Nets(F) with a partial order relation by setting:

N1§N2 if 36§N1—>N2

This partial order is a complete lattice, with least upper bounds \/;c; N; of
families of net systems computed by amalgamation of sets of places. Told in
another way, if we identify a place x in a net system N = (P, E, W, M) with the
pair (Mo(z),n,) such that n,(e) = W(z,e) for e € E then V,;(Pi, E, W;, My,;)
= (User P, E, W, My) where W(z,e) = W;(z, €) and My(z) = My (x) for z € P;.
A net system N with set of places P is now the least upper bound \/,.cp N, of
its atomic subnet systems N,. In the particular case where N = A* is dual to
the automaton A, its set of places P is the set of regions R, (A), where 7 is the
type of N, and we get the following.

Observation 2.7 Let P C R C R;(A) then Ap = V,ep Al and Ap < Aj.

We are ready to establish the expected Galois connection between automata
and net systems.

Proposition 2.8 The two ()* operators, mapping respectively the automaton
A to the dual net system A* and the net system N to its marking graph N,

INRIA



On the synthesis of general Petri nets 11

constitute a Galois connection between the ordered sets Nets(FE) and Aut(E):
A< N* o N < A* for Ae Aut(E) and N € Nets(E).

Proof: By Lem. 2.6, A< N* & N < A* if N is an atomic net system. Now
for a net system N = V,.cp N, where N, is the atomic subnet system of N
with the unique place z, N* = A, cp N by definition of marking graphs. Thus
A< N*ifand only if A< N} for all x € P if and only if N, < A* forall x € P
(because N, is atomic) if and only if N < A*. ]

The relations A; < Ay = A} < A7 (for Ay, Az € Aut(F)) and N; < N; =
Ny < Ny (for Ny, N € Nets(E)) follow immediately from the Galois connec-
tion. It is nevertheless instructive to show directly that the ()* operators are
decreasing. Let A; < Aj then every region (o3,72) of Ay, composed on the left
with (o,15) : A1 — Aj, yields a corresponding region (o3 0 o,12) of A;; the
regions (o3,n2) and (o3 0 0,1,), taken as places of the respective net systems
A% and A7, are identical since their values are identical in the initial markings
My 1 and Mg (o maps the initial state of A; to the initial state of As); hence
A; < A%, Let Ny < N; then we can assume Py C P, without loss of generality,
where P, and P, are the respective sets of places of Ny and N,; every atomic
subnet system N, of N is therefore a subnet system of Ny; letting A, = N
(the marking graph of N;), one obtains N{ = A,cp, Ae > Asep, Az = N3

Another general property of Galois connections is to produce closure opera-
tors by conjugated composition of the dual operators. Recall that an operator
on (X, <), mapping = to T, is a closure operator if it is increasing (z; < x5 =
71 < T3), extensive (z < T), and idempotent (T = x). The double dual opera-
tors ()** acting respectively on the ordered sets (Aut(F), <) and (Nets(F), <)
are therefore closure operators. An automaton A equal to its closure A** is
said to be separated with respect to the fixed type of nets 7, while a net system
N equal to its closure N** is said to be saturated. Owing to the Galois connec-
tion, the complete lattices of separated automata and saturated net systems
are isomorphic.

2.3 Representation result

In the end of the section, we state a criterion for the recognition of separated
automata, at the basis of the synthesis algorithm proposed afterwards.

RR n"3025



12 E. Badouel & Ph. Darondeau

By definition, an automaton separated with respect to type 7 is isomorphic
to the synchronized product of marking graphs N} of atomic net systems
N, = Aj,, derived from 7-regions x of A (in formulas: A = A cr () N;).
Following [DR96], we say that a subset of regions R C R,(A) is admissible
if A= A,cpNZi So, Ais separated if and only if R.(A) is admissible, and
of course every superset of an admissible set of regions is admissible. The
marking graph N* of a net system N is separated because N* = N*** follows
from the Galois connection. In fact, the extensions (o, n;) of places x of N
form an admissible set of regions of N*. The following criterion may be used

to recognize admissible sets of regions, and consequently separated automata.

Theorem 2.9 Given an automaton A= (S, E,T,s0) and a type of nets 7, a
set of regions R C R,(A) is admissible if and only if the following separation
properties are satisfied for all states s,s" € S and for every event ¢ € E:
(SSP) s# s = d(o,n) € R: o(s) # o(s)
(read: (o,n) solves the states separation problem at (s,s'))

e n(e)
(ESSP) s/4A = d(o,n)€eR: o(s)/— wrt 7
(read: (o,mn) solves the event/state separation problem at (s,¢€))
When both properties are satisfied, A = (Ay)*, where A}, is the subnet system
of A* with restricted set of places R (also called the net synthesized from R).

Proof: Let N, = Azx} for ¢ € R, and let Np = A%. Seeing that A < N7 for
every region v, A < A_cp N = Nj. Accordingly, there exists a morphism of
automata (o,1) : A — Nj. Moreover this morphism is unique. On the other
hand, every region & = (o, 1) factors into (¢,7;) o (0, 1) where ¢ acts as the
identity on the local states in its domain, and (o, 1) lifts to the unique event
preserving morphism from A to N?. As N}, is the synchronized product of
(N?)zer, 0 must be the map that sends each state s of A to the associated
vector 0(s) = (02(5))e=(0s,m)er (the z-component is computed by evaluating
region x at state s). Since (o, 1) is the unique morphism of this form from
A to Nj, and seeing that all automata are accessible and deterministic, the
assertion A = N}, is now equivalent to (i) o is an injective map, and (i7) s =
in A whenever o(s) = in Nj. Now SSP is just another form of assertion (3).
By definition of the synchronized product, o(s) — in N}, entails o,(s) = in

INRIA



On the synthesis of general Petri nets 13

N; for all # € R, hence ESSP is just another form of assertion (ii). [

3 Synthesis of general Petri nets (sequential
firing)

3.1 The synthesis problem

Assuming the sequential firing rule, the synthesis problem for Petri nets consists
in (i) deciding whether a finite automaton A given as input is isomorphic to the
marking graph N* of some net system N = (UN, My), where UN is a Petri
net fired sequentially from the initial marking My, and if so, (i7) producing
as output a net system N such that A = N* and noproper subnet system
of N satisfies this property. On the grounds of Theo. 2.9, this amounts to
(1) deciding whether all instances of the separation problems in A are solved
by corresponding regions in R(A), and if so, (ii) synthesizing the desired net
system N = A% from a minimal admissible subset of regions R, extracted from
the set of solutions.

In an automaton A = (S, E,T, sg), there are at most |S|* — |S| possible
inputs for the states separation problem:
SSPa(s,8"): “construct from A and s # s' a region (o,n) s.t. o(s) # o(s')”

and at most |S| x |F| instances of the event/state separation problem:( )

ESSPys(s,e€): “construct from A and (s 72) a region (o,n) s.t. (o(s) ;@)”.

Part (7) of the problem will therefore be solved in time polynomial (in |S| and
|E|) as soon as SSP4(s,s’) and ESSP4(s,e) are solved in polynomial time.
Part (ii) consists in extracting from a set of regions with size polynomial
in |S| and |E| a minimal admissible subset and this certainly can be done
in polynomial time. So, a polynomial algorithm for the synthesis of Petri
nets will follow if we succeed to construct procedures that solve in polynomial
time SSP4(s,s’) and ESSPa(s,e) with respect to the type 7pey;. This is
the program of the section. The first stage of the program is to study the
algebraic properties of R(A), the set of Petri regions of A. The second stage
of the program is to elaborate decision procedures based on these properties.

RR n"3025



14 E. Badouel & Ph. Darondeau

3.2 The structure of Petri regions

From now on, A = (S, E,T,so) is a fixed automaton, finite and reduced i.e.
such that Ve € £ 3s € § s <. Of major importance for algorithms are the
algebraic properties of R(A), inherited from R,,..(A) through the embedding
/ projection pair (I4,J4) defined in section 2. Recall that 4 : Rpyu.(A) —
R(A) maps a pure region (0,1) € Ryue(A) to the region (o, (n-,n4+)) € R(A)
such that for all e € E: n(e) = ny(e) — n-(e) and n(e) < 0 = ny(e) =0
and n(e) > 0 = n_(e) = 0, while J4 : R(A) = Ryure(A) maps a region
(0,(n-,n+)) € R(A) to the pure region (o,n) € Ryur(A) such that for all
e € E: nle) =ni(e) —n-(e)

(where 0 S — INn: E - Z, n- : E — IN, and ny : £ — IN). Let
us focus on the second projections of pure regions, henceforth called abstract
regions. Let Rqps(A) denote the set of abstract regions of A, i.e. Rups(A) =
{n:E—=Z|3o:5— IN-(0,7) € Rpure(A)}. We are primarily interested
in the algebraic properties of Rups(A), with elements n € Raps(A) seen as
vectors in the Z-module (K — Z) and represented in the sequel as formal
sums n = X, - €; where n; = n(e;).

Before investigating these properties, let us establish a few notations. In
the fixed transition system UA = (S, E,T), let °,0' : T —= S and £: T - F
denote the respective source, target, and labelling functions given by 9°(t) = s,
O'(t) =5, and L(t) =efor t = s s €T. A (-chain of UA is a vector in the
Z-module Cy(UA) = (S = Z). A 1-chain of UA is a vector in the Z-module
C1(UA) = (T — Z). The boundaries of the 1-chains are the 0-chains computed
by the operator 9 :C(UA) = Co(UA) : d(Xcj-t;) = e - (9H(t;) — °(t;)). A
cycle is a 1-chain with the null boundary. The cycles of UA form a submodule
of the Z-module (T — Z), let Z(UA)= {c € C1(UA)| 9(c) =0}. The Parikh
images of cycles form in turn a submodule of the Z-module (E — 7Z), where
the Parikh image of a 1-chain ¢ = X¢; - t; is the vector 7(c) = X¢; - £(¢;). Given
vectors & = Y - z; and § = Xf; - ¢; in a finite dimensional Z-module (X — Z),
we let « - 8 denote their scalar product Xo; - ;.

Lemma 3.1 (0,n) € Ryure(A) iff 0-0(c)=n-n(c) for all c € C1(UA).

Proof: By linearity, the condition Ve € C1(UA) o-9(c) =n-7(c) is equivalent
to the condition Vt € T o-9(t) = n-n(t) where ¢ is identified with the chain
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On the synthesis of general Petri nets 15

(1.t). Now the equation o - 9(t ) =n-n(t ) is valid if and only if o(91(t)) - o(9°(t))
= n(L(t)), if and only if a(d°(¢ —2 ) w.r.t. the type 75..°., if and only
if (6,7) € Rpure(A) by deﬁnltlon of reglons. ]

Proposition 3.2 5: F - Z € Rus(A) iff n-7(c) =0 for every cycle ¢ €
Z(UA); the regions (0,n) € Ryure(A) which project on n are then characte-
rized by the condilion: o(so) + (n-7(c)) > 0 for every I-chain ¢ € C1(UA) such
that d(c) = (s — sg) for some s € S.

Proof: From Lem. 3.1, the condition on 7 must hold and whenever it does,
the scalar product (n-7(c)) takes an identical value for all 1-chains ¢ with
an identical boundary. From the definition of regions, the condition on o(sg)
must hold because the local states specified for the type of nets 75, . are the
non negative integers. Now the two conditions taken together guarantee that
one does always complete the data (o(sg),n) to a pure region by selecting for
each state s € S a corresponding 1-chain ¢, such that d(c;) = (s — sg) and then
setting o(s) = o(sg) + n - 7(cs). |

Since A is a reduced automaton, o determines n for the pure regions (o,7n) €
Rpure(A), thus o determines (ny — n-) for the Petri regions (o, (n-,n4)) €
R(A). Therefore, as observed in [DS96], the latter are fully determined from
maps o and n_. Now o in turn may be computed from o(sg) and n = (n4+ —n-),
hence a Petri region is still fully determined from o(sp) and the maps n_ and
(ny —n-). The following corollary to Prop. 3.2 states the recipe for manufac-
turing regions presented in this form from abstract regions n € Raps(A).

Corollary 3.3 (o,(n-,n4+)) € R(A) tf and only if (1) n= (ny —n-) € Raps(A)
, and (i) o(so) +n-7(c) > n-(e) for every chain c € C1(UA) and e € E such
s

n
that 3s € S d(c) = (s — s0) A s .

In order to complete the machinery, it remains to produce a linear basis for
the Z-module of abstract regions R,;s(A). We recall hereafter classical results
from graph theory and linear algebra showing that a basis may be computed
in time polynomial in |S| and |E| (since A is deterministic, |S| x |E| is an
upper bound for |T'|). First, one produces a linear basis for the Z-module
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16 E. Badouel & Ph. Darondeau

of cycles Z(UA). According to Prop. 3.4, which specializes results found in
e.g. [Lef75] or [GMB85], this amounts to construct a spanning tree for A, i.e.
a sub-automaton A = (S, E,U, sg) such that: (i) U C T (by definition of a
sub-automaton), (i) u; + -+ + u, # 0 for u; € U and n # 0 (n = 0 indicates
the empty chain), and (iii) there exists for every state s € S a unique chain
¢s = Uy + -+ -+ uy, such that u; € U and d(¢s) = s — so. A spanning tree A can
be computed in polynomial time.

Proposition 3.4 Let A = (S, F,U, sg) be a spanning tree for A, with set of
arcs U ={u; | 1 € I}, then each transition t € T\ U determines a unique cycle
¢t =t+ Yz X u; such that z; € {—1,0,1} fori € I. The set {c'|t € T\ U} is
a basis of the Z-module Z(UA).

The dimension v (A) of the module Z(U A) is therefore equal to |T'| — |U]. Now
let ¥ ={ey, -+, e}, T ={ts, -+, tn}, and let {c1, -+, ¢,(4)} be an arbitrary basis
for Z(UA). From Prop. 3.2, Rs(A) is the kernel of the linear transformation
My : Z" — Z"W defined by the v(A4) x n matrix M, with integral coefficients

MA(L,j) = E{Cz(tk” 1 § k S m A E(tk) = ej}

Let k be the dimension of Ker(My). The algorithm of von zur Gathen and
Sieveking (see [Sch86]), given My as input, produces in time polynomial in
v(A) and n (or |S] and |FE|) a basis {n,...,nx} for Ker(Ms) = Raps(A).

We have in hand all the elements needed for solving problems S.S Py (s, s')
and FSSPy(s,e) relatively to the type of Petri nets. The data needed are
the spanning tree A, or more exactly the application c () that maps each state
s € S to the unique path ¢, from sg to s in A, and the basis of abstract regions

{0, med-

3.3 Solving the states separation problem

Given s,s’ € S such that s # s', let us consider the separation problem
SSPs(s,s"). Seeing that J4(o,(n-,n4+)) = (o,n+ — n-) according to the cor-
respondence (14, .J4) between R,y,.(A) and R(A), SSP4(s,s’) has a solution
in R(A) iff it has a solution in Rpy(A). Now from Lem. 3.1 and Prop. 3.2,
SSPs(s,s") has a solution in Rpyu(A) iff n-7(cs—cy) # 0 for some abstract
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On the synthesis of general Petri nets 17

region 7 € Raps(A) tff ni-7w(es — ey) # 0 for some i € {1,---,k}, and the pure
region (o;, n;) determined from n; by setting o;(sg) = —min{n; - 7(c;) | s € S} is
then a solution. The problem SSP4(s,s’) is thus solved in R(A) by the Petri
region 14 (0;, n;). Therefore, deciding whether SSP4(s, s') has a solution and
producing it takes time polynomial in |S| and |E].

3.4 Solving the event / state separation problem

6I

Given s’ € S and €' € E such that (s /), let us consider now the separation
problem FESSP4(s',€e'). From Cor. 3.3, ESSP4(s',€¢') has a solution in R(A)
iff there exists o(sg) € IN, n € Raps(A), and 5 : E — IN such that:

1. Ye ne)+n-(e) >0

2. Vs o(so)+n-m(cs) >0

3. VsVe 55 = o(so) +7-m(cs) > n_(e)
4. o(s0) + - wl(ew) < n-(¢)

It is worth noting that (2) entails both s % = o(sg) + 1 m(cs) + n(e) > 0 and
s> = o(so) +n-m(es) > maz{0,—n(e)}, hence (1) and (3) hold automatically
for e # €’ if one sets 7_(e) = maz{0,—n(e)}. What remains after simplification
is a system of linear inequations in k& + 2 variables x,y,z; (1 = 1---k) where
x = o(sg) € IN, y = n_(¢') € IN, and n =3z (recall that {n,..., g} is
a basis for Rus(A)). In order to obtain a more compact presentation, let
wis =n; -7w(es) for 1€ {1,---,k} and s € S. The system I' to be solved is
assembled from the following inequations:

L.y+Xzn(e) >0
2. v+ Yz wis >0 (one inequation for each s € 9)
3. 2 —y+ Yz ws >0 (oneinequation for each s € S such that s il>)

1.z —y+ Xz we <0
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18 E. Badouel & Ph. Darondeau

This system augmented by the constraints z > 0 and y > 0 is homogeneous,
hence it has an integral solution iff it has a rational solution. Deciding upon
the feasability of I' in @**? and computing a rational solution when it exists
may be achieved in time polynomial in |S| and & (and thus in |S| and |E])
following the method of Khachiyan (see for instance [Sch86] p.170). Thus I' is
solved up to a multiplicative factor or shown unfeasible in polynomial time.
The above reasoning applies to any homogeneous system of linear inequa-
tions and it does not take advantage of the particular form of I'. The specific
analysis presented hereafter allows to optimize the solution. Since A is a re-

duced automaton, the set {sy,---,s,} = {s€ S5 |s i,>} is not empty. Therefore,
the system A assembled from the linear inequations X z; (w;s — w;s) < 0 deri-
ved from (3) and (4) is not trivial. Let w;; = wiy — wis; for i € {1,---,k} and
je{l,---,h}. Now A may be rewritten as W77 < (=1)*, where Z ¢ Z* is
the vector of the unknown 2z = Z(i) and (=1)* = (=1,---,—-1). A system of
this form has an integral solution iff it has a rational solution, hence it may be
solved or shown unfeasible in time polynomial in /& and & following the method
of Khachiyan.

We claim that any integral solution of A, let Z, extends to a solution of
I', let (z,y,7Z) where x,y € IN. The adequate values for  and y may be
chosen as follows. Let a = min{X z;w;s | s € S}, B = min{X z;w;s | s i,>}, and
v = Y zini(€e'). Observe the relations o < 0 (as s = s = w;s = 0), a < 3,
and o < B+ v (as s AN Y zi (wis + ni(€) =S z;wien). Now let ¢z = —a
and y =  — a. The satisfaction of the inequations (1), (2), and (4) follows
immediately. Regarding (3), observe that s LSS zi (Wi — w;s) < 0 since 7 is
a solution of A, hence X z; w;¢ < 3 as was to show. The problem ESSP4(s',¢€)
is now solved in R(A) by the Petri region (o, (n1,72)) defined by o(sg) = z,
(m(e),m(e)) =i (X zini(e)) for e # €, and (m1(e’), m2(e’)) = (y,y+ X zi m(€)).
Observe finally that (o, (ng1,1m2)) = Ia0Ja (0, (n1,m2)) iff @« < B+, in which
case FSSP4(s',€') is also solved by a pure region. The following theorem
summarizes the section.

Theorem 3.5 The synthesis problem for Petri net systems with the sequential
firing rule is polynomial in the numbers of states and events of the transition
systems taken as inputs.
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4 Galois connection between step automata
and net systems

4.1 Step transition systems

We leave now the classical frame of (sequential) transition systems for the more
expressive frame of step transition systems, defined by Mukund so as to account
fully for the independence of events in general Petri nets. A co-reflection was
established in [Mu92] between a full subcategory of step transition systems and
the category of Petri nets, according to which the co-reflective image of a net is
the marking graph of that net equipped with the step firing rule. Recalling this
rule is a prerequisite for motivating the definition of step transition systems.

Definition 4.1 Given a Petri net N = (P, E, F), where F is a partial map
from (P x E)U (E x P) to the positive integers, the concurrent marking
graph of N is the transition system (INT,IN¥ T) with set of transitions T C
(NPxINFx INT) defined as follows: (M = M'YeT iff YeeP Mz)>
Yeer ale) X F(z,e) N M'(z)= M(z)+ Ycep ale) X (F(e,z) — F(z,e)). When
these conditions are satisfied we say that the step a has concession in state M
(written also M[a> ).

It follows from Def. 4.1 that whenever a = 34+~ in £ — INand M % M’ in T,

there exists an intermediate marking M" such that M ZoM" and M" 2 M
Let us inspect the relationship between the sequential and concurrent marking
graphs of a net. On the one hand, the sequential marking graph is the induced
restriction of the concurrent marking graph on the subset of atomic steps, i.e.
steps « such that ¥ .cg a(e) = 1. On the other hand, the concurrent marking
graph cannot in general be reconstructed up to isomorphism from an arbitrary
copy of the sequential marking graph, even though additional data are provided
by a binary relation of independence on events, depending on markings, such
that el||apse’ iff M[{e,e’}>. An example borrowed from [HKT96] is shown
in Fig. 4.1. This example motivates the following definition.

Definition 4.2 (Step transition system over an abelian monoid)
A step transition system (S, M, T) over an abelian monoid M consists of a
set of states S and a deterministic transition relation T'C S x M x S, with
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Figure 1: Three nets with an identical sequential marking graph but with
different concurrent marking graphs

distinguished empty steps: s> ' iff s = s'. A step automaton A is an ini-
tialized step transition system (S, M, T, sq) with initial state so € S, such that
every state s € S is reachable from sq in UA = (S, M, T). The step automaton
A is finite if the set of transitions T s finite. When M = < E>, the free
abelian monoid freely generated from set E, the step automaton A is said to
be reduced if its skeleton (S, E, TN (S x £ x S),s0) is a reduced automaton.

The definition of step transition systems extends Mukund’s original definition,
which was restricted to free abelian monoids M = <E> = (E — IN). The
extension was not indispensable for the progress of this work, but it allows to

accomodate the idea of regions as morphisms to step transition systems which

do not present the intermediate state property: s R # 3" €S s A
s" % ¢ This aspect will be investigated in another study. The final goal of
the present paper is to adapt the synthesis algorithm for Petri nets defined in
section 3 so as to fit now step transition systems taken as inputs. This goal
will be achieved in section 5. In the meantime, we proceed to adapt regions
to step transition systems and to establish a Galois connection between step

automata and Petri net systems.

4.2 Regions in step transition systems

The definition of regions in step transition systems is parametric on enriched
types of nets defined as follows.

Definition 4.3 (Enriched type of nets) An enriched type of nets is a (de-
terministic) step transition system v = (LS, LE, 1), where LE is a commutative
monoid (LE,+,(0,0)).
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Each type of nets determines a specific concurrent firing rule and hence a
specific construction of concurrent marking graphs for nets.

Definition 4.4 (Concurrent marking graph) Given a net N = (P, E, W)
with (enriched) type 7 = (LS, LE,T), the concurrent marking graph of N is the
step transition system (LST, < E>,T) with set of transitions T defined by :

(MSM)YeT iff VeeP (M(z) ") M'(2)) e 2)

where W(z,e; +---+e,) = W(z,e1) + -+ W(z,e,). Given a net system N =
(P, E, W, My), the concurrent marking graph of N is the step automaton N* =
(S,<E>,Ts, My) where S is the inductive closure of the singleton set { Moy}
w.r.t. forward transitions in T, and Ts = T N (S x <E> x 9).

Regions may now be introduced, based on the following definition of morphisms
of step transition systems.

Definition 4.5 A morphism of step transition systems from T=(S, M,T) to
T°=(S",M',T") is a pair (o,n), made of a map o : S — S’ and a monoid mor-
phism n: M — M', such that s 5 s' = o(s) g o(s"). The morphisms of step
automata from A to A’ are the morphisms from UA to UA’' that preserve the
initial state.

Definition 4.6 (Regions in step transition systems) Given a step tran-
sition system T' = (S, M, T) and an enriched type of nets 7 = (LS, LE,T), the
set R.(T) of T-type (extended) regions in T is the set of morphisms of step
transition systems from T to 7. The set of T-type (extended) regions of a step
automaton A is the set R, (A) = R, (UA).

For the sake of illustration, let us specialize the above definitions to Petri
nets, and thereby pave the way for solving their extended synthesis pro-
blem (in section 5). The enriched type of Petri nets is just the type mpetr
= (IN, IN X IN, Tpt;) enriched with the operation of componentwise addition
in INx IN: (4,7)+ (k,1) = (i+k,j+1). This is coherent with Def. 4.6 since
(IN x IN,+,(0,0)) is the free abelian monoid generated from (0,1) and (1,0).

Now seeing that n M in Tpetrs tff m > 1, Def. 4.1 may be restored from
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Def. 4.4 by specializing 7 to 7peti. Mukund’s definition of regions may be
restored similarly from Def. 4.6.

Returning to arbitrary types of nets, observe from equation 2 that the
extension (o, n;) of a place z in the concurrent marking graph of a net N is a
region, defined by o,(M) = M(z) and n,(a) = W(z, o) = Seer ale) x W(z,e).

4.3 Galois connection and representation result

The technical development about basic transition systems conducted through
sections 2.2 and 2.3 may be reproduced nearly intact in the enriched setting
of step transition systems over a free abelian monoid. We state here the
definitions and results needed for next section, and avoid a remake of the
proofs by just indicating the adaptation.

Definition 4.7 (Dual of a step transition system) Given a step transi-
tion system over a free abelian monoid T = (S,<E>,T), and an enriched
type of nets 7, the dual of T' is the net T* = (R, (T), E, W) with weights defined
by W((o,n),e) =n(e). For any subset R of R.(T), T}, is the subnet of T* with

restricted set of places R.

Definition 4.8 (Dual of a step automaton) Given a step automaton A over
a free abelian monoid, with initial state sg, and a type of nets T, the dual of A
is the net system A* composed of the underlying net (UA)* and of the initial
marking Mo defined by My(o,n) = o(se) for every (o,n) € R,(A). For any
subset R of R, (A), A}, ts the subnet system of A* with restricted set of places
R.

Let SAut(F) denote the set of isomorphism classes of reduced step auto-
mata over < F'>. Seeing that SAut(F) is a subset of Aut(< E>), it inherits
the induced restriction of the order relation A; < Ay, if Jo: (o, lops):
A; — Ay, This order relation on SAut(E) may be equivalently defined as:
A; < Ay if there exists an event preserving morphism of step transition sys-
tems (0,1.p~): A1 = Az. Moreover the synchronized product of step au-
tomata computed in Aut(< F>) is a step automaton, and it is in fact their
greatest lower bound in SAut(F). This justifies the following transposition of
Prop. 2.8.
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Proposition 4.9 The two ()* operators, mapping respectively a step automa-
ton A over the free abelian monoid < E > to the dual net system A* and a net
system N with set of events E to its concurrent marking graph N*, consti-
tute a Galois connection between the ordered sets Nets(E) and SAut(FE):
A< N & N < A* for A € SAut(E) and N € Nets(FE).

A step automaton A over < E > is said to be separated w.r.t. an enriched type
of nets 7 if it is isomorphic to its closure A™ = A cr, (4) N; where N, = A7,
is the atomic net system derived from the extended region x. A set of extended
regions B C R.(A) is said to be admissible if A = A .pN;. The concurrent
marking graph of a net system is always separated, and the extensions of the
places of N in N* form always an admissible set of extended regions (in view of
equation 2). Next section is based upon the following counterpart to Theo. 2.9.

Theorem 4.10 Given a step automaton over a free abelian monoid, let A =
(S,<E>,T,s0), and an enriched type of nets 7, a subset of extended regions
R C R, (A) is admissible if and only if the following separation properties are
satisfied for all states s,s" € S and for every multisel o € < FE>:

(SSP) s#s = F(o,n) € R: o(s) # o(s)

(read: (o,m) solves the states separation problem at (s,s'))

(ESSP) 572 = J(o,n) e R: o(s) ;78 w.r.t. T

(read: (o,m) solves the event/state separation problem at (s,«))

When both properties are satisfied, A = (A},)*, where Ay, is the subnet system
of A* with restricted set of places R (also called the net synthesized from R).

5 Synthesis of general Petri nets (concurrent
firing)

5.1 The extended synthesis problem

Assuming the concurrent firing rule, the extended synthesis problem for Petri
nets consists in: (¢) deciding whether a finite step automaton A over < E >,
given as input, is isomorphic to the concurrent marking graph N* of some net
system N = (UN, M,), and if so: (i7) producing as output a net system N
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such that 4 2 N* and no proper subnet system of N satisfies this property.

Henceforth, A = (S,<E>,T,sg) is a finite and reduced step automaton.
Moreover, seeing that the intermediate state property is always satisfied in the
concurrent marking graph of a Petri net, we assume this property from A.
Thus, s €T = 3"eS s%s" €T A s" 55 eT. The import
is that we may further assume a compact representation for A, given by its
skeleton and the set of the maximal steps at each state s € S. This makes
sense since the set of steps of A is bounded (from the assumption that A is
finite). In the sequel, A denotes the skeleton of A, and for each state s € S,

Maz(s) denotes the set of the maximal steps with concession at s.

5.2 The structure of extended Petri regions

Let us inspect the relationship between R(A) and R(A), the respective sets
of Petri regions of A and extended Petri regions of A. A monoid morphism
n:<E>— INx INis totally defined from its restriction on generators, let ng
= (ng- ,nE+ ). The map which sends (o,7n) to (o,ng) is thus an injection from
R(A) into R(A). A Petri region (o, ng) is in the image of this map iff o(s) >
Yeer ale) x np_(e) for every state s € S and for every multiset & € Max(s).
When these conditions are met, the region (o, ng) may be identified with the
extended region (o,n) where 5 is the extension of ng to multisets in < E>.
One may therefore state without further proof the following lemma, extending

Cor. 3.3.

Lemma 5.1 Let o be a map from S to IN and n: <E> — INx IN be a mor-
phism of monoids, restricting on generators to ng = (ne— ,ne+ ) and let n' =
ng+ — NE—, then  (o,n) € R(A) if and only if (1) n' € Raps(A), and (i7)
o(so) + 7' -7w(c) > Xeer ale) x nr_(e) for every chain ¢ € C1(UA) and for every
step a € <E> such that 3s € S d(c) = (s — sg) A 5.

5.3 Solving the states separation problem

Let us recall from section 3 that computing a basis {7{,...,n;} for the Z-
module of abstract regions Rqps(A) takes time polynomial in |S| and |E|. Now
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the states separation problem SSP4 (s, s’) may be solved in R(.A) iff the states
separation problem SSP4(s,s’) is solved in R(A) by a pure region of the form
(05,7 01;), where 1 < j < k. Seeing that a pure region of A extends always
to a region of A, the separation problem SSPy (s,s') is then also solved by
(o;,i01%). Therefore, solving all the instances of the states separation problem
in A takes time polynomial in |S] and |E].

5.4 Solving the event / state separation problem

According to Lem. 5.1, an instance £SSP4 (s',a') of the event / state separa-
tion problem in A has a solution in R(A) if and only if there exist o(sg) € IV,
7" € Raps(A), and ng_ : E — IN such that the following hold, letting ¢, be the
unique path from sg to s in the spanning tree for A defined in section 3 :

1. Ve n'(e)+np—(e) >0
2. Vs Ya € Maz(s) o(so)+ 1 -7(cs) > Xeer ale) X np_(e)
3. a(s0) + 1 7(ey) < (Seer a'le) X 7€)

The expected solution is then the extended region (o,n) such that o(s) =
o(so) +n' - m(cs) and n: <E>— INx IN restricts on F to (ng—, n' + ne- ).
In order to study the existence of solutions to the above constraints, let us
introduce variables @ = o(s¢), y; = nu—(e;) with F={e1,---,e,}, and z; with
n=zn +--+ zxgn. Thusz € IN,y; € IN for 1 <1 < n,and z; € Z for
1 <7 < k. Let us define also integer constants w;, = 77;--71'(4:5) for1 < j<kand
s € S. Assuming w.l.o.g. that ¢’ = e; and letting Max denote the size of the
largest set of maximal steps Maz(s) for s € S, then the above constraints may
be rewritten into a system of at most (|F| + Maz x |S| + 1) linear inequations
in the unknowns z, y; and z;, as follows :

L.y + ;27 (e;) >0 (one inequation for each 1 <i <n)
2.2 — Yiale) Xy + Ujzjwjs >0 (for each s € S and o € Max(s))
3.z — Xd(e) Xy + Xjziwe <0

4. y; >0 (for each 1 <1< n)
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5 >0

The system is homogeneous, hence it has an integral solution ¢ff it has a ratio-
nal solution. The method of Khachiyan may again be used to decide whether
the system is feasible and to compute a solution in polynomial time. A re-
gion that solves the problem ESSPy4 (s, ) solves also all instances of the form
ESSP4(s,3) for a < [ therefore it is sufficient to solve the instances cor-
responding to minimal failures. Thus if we let Min(s) stand for the set of
minimal steps having no concession at s and Min the largest size of such set,
the following theorem summarizes the section.

Theorem 5.2 The synthesis problem for Petri net systems with the step fi-
ring rule, taking as inputs finite step transition systems is polynomial in their
numbers of states and events, in the size of the largest set of minimal failures
in one state, and in the size of the largest set of maximal steps enabled in one
state.

Notice that minimal failures cannot be determined from the maximal enabled
steps as illustrated by the third Petri net of Fig. (1) for which Max(s¢) =
{a + ¢,b+ ¢} and Min(sg) = {2a,a + b,2b} and therefore Min(s)  {a+ €|
a € Maz(s)}. Let us conclude by a comparison with [Bad96]. Every step auto-
maton may be transformed into an ordinary automaton by splitting its alpha-
bet of events. More precisely the states of the split automaton are the pairs
<s,a> where a is a step with concession at s and each transition s = s’ gives

rise to the pair of transitions <s, a> A <s,at+e>and <s,ate> <5, a>
for every step # = a + e with concession at s. In [Bad96] it is shown that
the synthesis problem for Petri nets may be reduced to the synthesis of pure
Petri nets by splitting events, and that one can derive from the algorithm
of [BBD95a] an algorithm for the synthesis of Petri nets from step automata

taking time polynomial in the size of sets of higher-dimensional states. Now
ot
if € Min(s) is a minimal failure, then <s,a> /4 for any step « and event

e such that 8 = a + e, and the problem ESSP4(s,[3) is equivalent to the
event /state separation problem ESS Py ,4(<s,a>,et) induced by the event
e and the higher-dimensional state <s,a>. Of course there is more instances
of ESSP to be solved in the split automaton since 3 can be decomposed as
(8 = a+e in several ways. Nevertheless Min and the number of instances of the
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event/state separation problem in the split automaton are both exponential
in the number of events. Actually if A is the step automaton whose skeleton
A = (S,E,T,s) is the 2n-dimensional hypercube, i.e. E = {ay,...,a2,},
S = 2F with initial state so = ) and o 5 8 iff 3 = a U {e}, and such that the
concession of steps at states is given by s 3 iff so 5" and

soh e \li<k=ale)=0 A a(a)=1 Ala|l>k+1]
k=1

then |[Min(so)| = > 5, Cé“n_k > Yy Cff =2" — 1.
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