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Abstract: We present an assertional approach to prove properties of ALPHA programs. ALPHA is a functional
language based on affine recurrence equations. We first present two kinds of operational semantics for ALPHA
together with some equivalence and confluence properties of these semantics. We then present an attempt to
provide ALPHA with an external logical framework. We therefore define a proof method based on invariants.
We focus on a particular class of invariants, namely canonical invariants, that are a logical expression of the
program’s semantics. We finally show that this framework is well-suited to prove equivalence properties between
ALPHA programs.
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Un cadre logique pour la preuve de programmes ALPHA

Résumé : Nous présentons une méthode de preuve par assertions pour les programmes ALPHA. ALPHA est
un langage fonctionnel d’équations récurrentes affines. Nous présentons tout d’abord deux types de sémantiques
opérationnelles pour ALPHA, ainsi que des propriétés d’équivalence et de confluence de ces sémantiques. Nous
munissons ensuite ALPHA d’un cadre logique externe au langage. Nous définissons pour cela une méthode de
preuve fondée sur ’'utilisation d’invariants. Nous insistons sur une classe particuliere d’invariants, les invariants
canoniques. Nous montrons finalement que ce cadre est particulierement adapté a la preuve d’équivalence de
programmes ALPHA.

Mots-clé : Programmation paralléle, équations récurrentes, spécification et validation de programmes, sé-
mantique des langages de programmation, langages data-paralléles; méthode de preuve, invariants.



A logical framework to prove properties of ALPHA programs 3

Introduction

The ALPHA programming language has been designed by Quinton and his group [3] as a basis to design, combine,
optimize and eventually compile systolic algorithms. An ALPHA program is a set of affine recurrence equations
(ARE) on multidimensional polyhedric integer domains. ALPHA is a strict, strongly typed functional language,
restricted to a very simple form of mutual recursion, and it has proved to be an unvaluable tool in this field.

Usual manipulations on systolic algorithms can be seen as textual syntactic rewritings on the text of ALPHA
programs. Parallelization amounts to reindexing the equations through a change of basis. Optimization amounts
to add, delete and combine equations and variables according to a number of equivalence-preserving rules.
Finally, compiling an ALPHA program amounts to eventually rewrite it into such a simple form that each
equation corresponds to some elementary logical operator, each indexing to some hardware connection, and one
of the component of the underlying basis to the hardware clock.

Much work has therefore been devoted to studying such transformations, and designing tools to assist the user
in applying them. Yet, the problem of abstractly proving properties of ALPHA programs has been somewhat
overlooked. In fact, a way of checking a property of an ALPHA program is to transform it into so simple a
form that the satisfaction of intended property is somehow “obvious”. But, the transformation process can
be extremely complex without any common magnitude with the property under study. Also, transformations
guarantee the exact equivalence between the original program and its transformed form, whereas much of it
may be irrelevant for the property under study. Our claim is therefore that there is room here for an alternative
approach to proofs, based on an external logical framework instead of an internal transformational one.

The situation is reminiscent of the one prevailing in the 70’s and 80’s in the field of program verification. Two
alternative directions were competing to prove sequential programs correct. 1) Internal: refine the program up
to equivalence, so that the intended property is eventually made explicit. 2) External: equip the program with
some kind of logical assertions, so that the proof of correctness boils down to checking their abstract mutual
consistency. For Pascal-like imperative programs, the balance is clearly in favor of the external approach (Floyd’s
assertions, Hoare’s logic, Gries-Owicki method, etc.). No other alternative may develop, as the transformational
calculus of such imperative programs is so poor. In contrast, more abstract frameworks such as Unity or CCS
present a balance picture: the two approaches co-exist and fruitfully interact. The ALPHAlanguage benefits
from a rich and moreover semi-automatizable transformational calculus, so that the internal approach has been
almost exclusively developed.

Yet, the internal approach is used informally in several papers such as [5] where an ALPHA program is proved
to be equivalent to its closed form, and [1] where a logical induction argument is used to prove a refinement step.
The goal of this paper is precisely to set up an external framework in which these “handwaving” manipulations
can be expressed and justified. Moreover, we show that this framework can give account of a number of methods
to prove the equivalence of ALPHA programs, and open new direction in the search for useful internal textual
transformations.

The paper is organized as follows. We briefly recall the essentials of the ALPHA language for self-
containedness, and we discuss its operational semantics as a basis to interprete logical formulae. Then, we
define our logical framework and show its completeness: all correct assertions can be proved. Finally, we show
that this framework can give account of some pragmatic methods used so far. The discussion sums up our
contribution and lists perspectives.

1 The ALPHA language

The ALPHA language has been initially designed by Mauras [3] for the synthesis of regular architectures. It is
based on the model of recurrence equations, introduced by Karp, Miller and Winograd [2]. In this section, we
briefly introduce the principles and notations of the ALPHA language. See [6] for more details. In the following,
we denote by Z and QQ the sets of integers and rational numbers, respectively.

1.1 Domains and variables

All the data structures manipulated in ALPHA are defined over polyhedral domains. We give the following
definitions.

Definition 1 (Polyhedron) A polyhedron P of dimension n is a subspace of Q™ bounded by a finite number
of hyperplanes.

RR n°3031



4 Luc Bouge, Dauvid Cachera

Definition 2 (Domain) A polyhedral domain D of dimension n is defined as
D=Z"NP,

where P is a polyhedron.

Definition 3 (Data field) A data field is a mapping from a domain to values in a given data type.
X :D—T

where T is either integer, boolean, or real.

remark: Data fields have been historically called variables in ALPHA. In this paper, we denote by variable a
single point (instance) of a data field.

remark: Scalar data fields are associated to the trivial domain Z°.

1.2 Programs

ALPHA is a strongly typed, structured equational language. A system (program) in ALPHA consists of
e the declaration of input data fields;
e the declaration of output data fields;
e the declaration of local data fields;

e a set of affine recurrence equations, delimited by the keywords let and tel, defining output and local

data fields.

As an example, we give a program that implements a convolution filter, taken from [6]. The output of this
program is computed as y[i] = Z;le aljl x z[i — j + 1].

system convolution( a : { j | 1<=j<=4 } of integer;
x : {1i] i>=1 3} of integer )
returns (y : { i | i>=4 } of integer; )

var
Y : {1i,j | 0<=j<=4 ; i>=4 } of integer;
let
Y[i,j] = case
{1 j=013%:0;
{ | 1<=j<=4 } : Y[i,j-11 + aljl * x[i-j+1];
esac;
y[il = Y[i,4];
tel
In this example, expressions such as { j | 1<=j<=4 } denote domains, X and a are the input data fields,

y is the output data field and Y is a local data field. Notice that a program may have several output data fields.
Due to the equational nature of the language, ALPHA programs respect the substitution principle: any

instance of a data field in any expression may be replaced by the right hand side of the equation defining that

data field. Moreover, ALPHA is a single assignment language, and the equations in a system are unordered.

1.3 Operators

The expressions appearing on the right hand side of equations are obtained by combining data fields or constants
by means of two kinds of operators: pointwise operators and spatial operators.

INRIA



A logical framework to prove properties of ALPHA programs )

1.3.1 Pointwise operators

These operators are the classical data-parallel componentwise generalizations of scalar operators. For instance,
X +Y denotes the mapping
X+Yy : D.NDy — T
i — XitY

where D, and D, are the domains of X and Y, X; and Y; their values at index ¢, and 7 their common data
type.

The domain of an expression defined by means of a pointwise operator is implicitely the intersection of the
domains of the subexpressions combined by that operator.

1.3.2 Spatial operators

These operators are used to manipulate domains. We have three spatial operators, namely the dependence,
restriction and case operators.

e The dependence operator. A dependence function is a mapping from Z" to Z™, where n,m € N. It is
denoted by (4,j,... — f(i,4,...)), where f is an affine function. For instance, (i,j — i —j+ 1) is a
mapping from Z? to Z.

The dependence operator “.” combines an expression and a dependence function. If E is an expression

and d a dependence function, F.d is the composition of the mapping denoted by expression E with the
affine function denoted by d. For instance, X.(i,j — j, i) is the transpose of a two-dimensional data field
X. The domain of E.d is the preimage of the domain D of E by d.

Two special cases arise when n or m is 0. For instance, 0.(i,j —) extends the constant 0 to ZZ2
Conversely, (— k), where k is a constant, denotes a mapping from Z° to Z.

e The restriction operator. It restricts the domain of an expression by means of affine constraints. For
instance, {i,j | ¢ > 0} : X restricts mapping X to the intersection of the domain of X with the half-plane
1> 0.

e The case operator. It pieces together a set of disjoint subexpressions. The value of expression case
FEyq;...F,;esac at index ¢ is the value of expression Ej if ¢ is in the domain of Ey. To be valid, the
branches of the case must have disjoint domains. The resulting domain is the union of the domains of all
subexpressions.

2 Two kinds of operational semantics

ALPHA in its definition does not specify the order of evaluation for expressions. A program may have several
evaluation paths, whose union forms an execution graph [4]. Each transition in the graph corresponds to the
evaluation of one single point of a data field. Rather than considering data fields at a programming point of
view, we thus propose a more abstract approach, using variables, i.e. instances of a data field. This enables us
to manipulate homogeneous sets.

We denote by X' the set of variables. We denote by Out the set of output variables, and by In the set of
input variables with a large sense: these variables are the usual input variables, together with those variables
whose evaluation expression is a constant one. We have In U Qut C X'. The set of values is denoted by V. An
additional value L denotes undefinedness.

An equation associates an evaluation expression to a variable. It is written z = e(y1,...,yn), or & = e(¥).
By construction, there is exactly one defining equation = e(y1,...,yn), n > 1 (or & = e(¥) for short), for each
variable z € X\ In. As a convention, the equation corresponding to  is denoted by E,.

A program is a set of equations: S = erx\m E,. Note that it is a simplification of the usual notion of an
ALPHA program, since we don’t consider here the declarations of input, local or output variables, implicitely
contained in the definition of In and Qut.

An environment o is an application from the set of variables X' to the set of values V U L. The set of
environments is denoted by ¥. The support of some environment o is the set of variables that are valued in o:
supp(c) = {z € X | o(x) # L}. We distinguish a particular subset of ¥, that is the set of initial environments
denoted by Init: ¢ € Init if and only if supp(c) = In. As usual, environments are generalized to expressions
and yield strict applications from expressions to V U L.

RR n°3031



6 Luc Bouge, Dauvid Cachera

We denote by < the reflexive, transitive closure of the dependance relation induced by the program’s equa-
tions: y < z if and only if there exists a sequence (zg,...,%,) such that zg = y, £, = #, and for all 1 < i < n,
By, =z =ce€(...,2i-1,...). Such a sequence is called a dependence path.

Two approaches have been proposed in [4] as a basis for an operational semantics of ALPHA programs. They
differ in the way the “execution graph” is generated. The first one is the dataflow approach: an expression is
evaluated as soon as its free variables have been given a value. The second one is a demand-driven approach:
an expression is evaluated when its free variables are known, but only if this evaluation is necessary to the
computation of the output variables.

2.1 The dataflow approach

In this approach, we consider that a programs produces its output values starting from the input. The most
important thing we have to know about an equation is wether its expression has all its free variables already
valued. We give the following definition.

Definition 4 (Readiness) We say that equation E; = x = e(y) is ready in o iff Vi,o(y;) # LAo(z) = L.

We can now give the formal definition of the transition function for the dataflow approach.

Transition function

Rule 1 ‘
z = e(y) ready in o
o = oz o(e(y))]
A sequence (0;)ic{o,...n} of environments such that Vi € {1,...,n},0;_1 2% o; is called a transition se-
quence.

2.2 The demand-driven approach

We don’t consider any more that an ALPHA program must “consume” its input variables, but that it must
“produce” its output variables. In that sense, we restrict computations to those which are necessary for the
evaluation of output variables.

Considering a subset V of Qut, the set of necessary variables w.r.t. V is the set of variables appearing on a
path between In and V. This is formalized in the following definition.

Definition 5 (Necessary) Let V be a subset of Out. The variables that are necessary to V are the variables
appearing on a path between In and V.

Necessary(V) ={x |Fz € n,H €V, z Sz <t}

As a convention. Necessary(Out) will simply be denoted by Necessary.

Transition function

This second rule is defined with respect to some subset V' of Out.

Rule 2
z = e(y) ready in o Az € Necessary(V)

o :;> ol — o(e(¥))]

In the case where V = Out, we simply write 0 == o' .

INRIA



A logical framework to prove properties of ALPHA programs 7

2.3 Equivalence between the two operational semantics

As the second rule is a restriction of the first one, the two operational semantics cannot be strictly equivalent.
We thus will define a notion of equivalence modulo some set of (output) variables.

Definition 6 (Equivalence modulo a set of variables) Let V' be a set of variables, and o,0’ two environ-
ments. We say that ¢ and o’ are equivalent modulo V', o ~ o’ iff
A\

V C supp(o) V C supp(c’) Ve eV, o(z) =o' ().

We now show that, from every sequence of transitions obtained by means of the first transition rule, we are
able to obtain a rearranged sequence where all variables of Necessary are valued first. More precisely, we show
the following proposition.

Proposition 1 (Rearrangement) Let V be a finite subset of Out, and oq an environment in Init. If there

exists a sequence
Tn—1

To T1
o) S0 ... o,
with V' C supp(oy), then there exists a sequence

I

; To 4 T Ty ;Th x;c+1 Ty ’
00 =00— 01— ... —> O —> 041 —> ... —> 0, =0p
v v v
such that
(G, ..., &l _q) is a permutation of (xg,...,&n_1)

Vj€{k,...,n—1}, «} ¢ Necessary(V)
oy, ~ On
The proof of this proposition requires a preliminary lemma. This lemma has been informally proved in [4].

It expresses that the value of a variable does not change once it has been computed and is different from L.

Lemma 1 (Value Preservation) Let S be an ALPHA program , oo — 01 — ... — o) a sequence of transitions
for this program, x a variable of S. If oo(z) # L, then for all 0 < j < k, we have o;(z) = oo(z).

Proof We show by induction on j in {0, ..., k} that we have oj(z) = oo(z).
It is trivially true for j = 0.
Let us assume that this property is established for j, with j < k. By induction hypothesis, we have
oj(z) = oo(x), thus o;(x) # L. Transition 0; — o;41 thus corresponds to the valuation of a variable
zj, with z; # ¢ : 0j41 = oj[z; + 0j(e(y;))]. As computations do not induce any side effects, we have
oj+1(z) = oo(z). The property is thus established for j + 1. O

We now can give the proof of Proposition 1.

Proof

The proof is done by induction on the length of the transition sequence. The result is trivial for a sequence
of length 1. Let us assume that we have established it for any sequence of length n—1, and let us consider a

sequence oy —% oy —% ... iy o, matching the hypothesis. We distinguish between two cases depending
on Ty,_1.

o If v, 1 & Necessary(V). We apply the induction hypothesis to oq 2o iy on—1. We
thus get a sequence

/%o ;T Ty ; Tk ’ x;c+1 T _, ’
0pg =0y =— 0] — ... Op —> O0py1 — 7 «o. —> Op_1 = On_1
v v v
where (zy,...,2,,_,) Is a permutation of (zg,...,2n_2) and o}, ~ 0n_1. As z,_1 & Necessary(V)
A\

and V C Necessary(V), we have ,_1 € V, so 0}, ~ 0,. Adding transition o,_1 " o, to the
v
previous transition sequence thus yields the desired sequence.
RR n~°3031



8 Luc Bouge, Dauvid Cachera

o If x,_1 € Necessary(V'). We first apply the induction hypothesis to oy 2o iy On—1-
We thus get a sequence

’ I

; To 4 T Thon , Th Thp Tn-2
o0 =0) —> 0] —> ... Op —> Oppq — oo —> Op ) = On_1
v v v
where (zg,...,z!,_,) Is a permutation of (zo, ..., 2Zn_2) and o}, ~ 0,_1. We now have two cases to
v

consider.
’ 7

' o _
—Ifk=n-1. Takingaé%a’l%...:‘/ga’

i a:":v_; o, yields the desired sequence.

— Ifk <n—1. We have z,_o & Necessary(V). Let us prove that we do not have x,_3 < &p_1. As
in the initial transition sequence ,,_5 has been valued in a sequence starting from an initial state,
Zy_o Is not in In and the set {y | y < x,_o} is finite. Let us consider a minimal element for < in
this nonempty set. We claim that this element is a variable of In. Otherwise it would depend on
some other variable and would not be minimal. We thus have some x in In such that x < z,_».
If we had zp_9 < #,_1, we would have < zp_2 <X 1. As z,_1 € Necessary(V'), we would
also have x,_o € Necessary(V'). That is impossible, and we conclude that x,_» ﬁ Tn_1.

We are now able to “permute” z,_1 and x,_5. We know that the equation defining x,_1 is
ready in o},_;. As #p_3 £ ¥n_1, this equation is also ready in o},_,. We thus can construct the
following transition sequence:

i

; To 4 T Thin 4 T Thg / Thait 4 Tniz g
Oy—> 0] — ... —> 0, —> O —> .. Op_9g = Op_1 — O,
0 1 k k+1 n—2 n—1 n
v v v v
Moreover, Lemma 1 guaranties that
1
o, = 0p.

We are brought back to the first case, where we had x,_1 & Necessary(V). We can apply the
induction hypothesis once more to get the desired result.

Proof of Proposition 1 is done. a

Proposition 1 is the key to establish the following equivalence theorem between the two operational ap-
proaches.

Theorem 1 (Equivalence) Let V be a finite subset of Out, and oo an environment in Init. If there exists a
sequence

Tn—1

To Ty
0g—> 01 — ... — Op

with V' C supp(oy), then there exists a sequence

T 4 @y Tm=1
g == 01— ... — 0,
v v v
with oy ~ or, and {zg, ...,z } C{zo,..., 2}
The converse is also true.
Proof The proof is very simple. For the first part of the theorem, it is just

a consequence of Proposition 1, since the beginning of the rearranged sequence is only made of variables
taken from Necessary(V).

For the converse part, we just have to remark that Rule 2 is a restriction of Rule 1. We thus can take the
same sequence.

0

2.4 Confluence properties

We finally give some properties of the operational semantics. These properties express the fact that, although the
computations of an ALPHA program are made in a non-deterministic manner, the result of these computations
is deterministic.

INRIA



A logical framework to prove properties of ALPHA programs 9

Proposition 2 Let 09 —* o be a transition sequence, and let x be a variable of Out. If o(x) # L, then
Yy € Necessary({z}) : o(y) # L.

Proof The proof is straightforward, by definition of the transition rule and Lemma 1. - a

Proposition 3 Let V' be a finite subset of OQut. Let og be in Init and oy ?* o a transition sequence such

that supp(o) = V. Then there does not exist any transition o :V>

Proof This is a direct consequence of Proposition 2: as supp(c) =V, we have o(z) # L for all z in

V, so o(y) # L for all y in Necessary(V). a

Proposition 4 (Confluence) Let V be a finite subset of Out. If oqg :V>* o1 and og :V>* 09, then there exists

some o' such that o1 =" ¢’ and 09 =" ¢’.
v v

* -~
Proof Let o % o1 and o % o2 be two transition sequences, where Vi = supp(o1)\ supp(c) and
Va = supp(o1)\ supp(c). We have V; U Vo C Necessary(V)
VoAV

Let o4 :V> o} be the transition sequence such that the variables of Vo\V) appear in the same order as
ino :V>* 03. As we have the same order, and as V3 N Vy C supp(o1), this is a valid transition sequence.

Moreover, we have supp (o) = V1 U Va.

ViV .. . .
Let now o4 %ﬁ 0% be the transition sequence such that the variables of V1\V, appear in the same order

asin o :V>* o1. We have supp(ch) = V1 U Va.

From Lemma 1, we get ¢’ = o] = o%,. Q

Proposition 5 (Determinism) Let V be a finite subset of Out. If
0o ?* (o5
og =" (0]
v
supp(o1) = supp(o2) =V,

then
g1 = 09

Proof __ This is a straightforward consequence of Propositions 3 and 4. - a

3 Proving ALPHA programs

In this section, we present a proof system for ALPHA. We give a general definition on the entire language, but
some interesting properties will be established only on a subset of ALPHA. This subset is composed of programs
for which we are able to give a parametrization of the set of variables into finite subsets.

3.1 Assertion language

We want to define a language that enables us to express properties about the values of the program variables.

e An index expression is an integer constant, an index variable, or the combination of index expressions
with usual arithmetical operators (including modulo).

e An arithmetic expression is an integer constant, an integer ALPHA data field indexed by a tuple of index
expressions, or the combination of arithmetic expressions with usual operators. The size of the tuple
indexing a data field corresponds to the dimension of this data field.

e A boolean expression is a boolean constant, a boolean data field indexed by a tuple of index expressions,
or the combination of arithmetic or index expressions with usual relation operators (=, <,...).

RR n°3031



10 Luc Bouge, Dauvid Cachera

e A formula of the assertion language is the combination of boolean expressions with usual boolean connec-
tives (A, V, 7, =), or a quantified formula. The usual existential and universal quantifiers apply on indices
in the domain of a data field. For instance, V¢, p : X[t, p] = 0 means that X is equal to zero on its entire
domain. Formulae must be closed, and we assume implicit external quantification.

The evaluation of a formula in a given environment has to take into account the use of quantification of
indices. We thus introduce a new kind of environments: (o, p) is a pair made from a program environment
o and an index environment p, i.e. a mapping from index names to integer values. For instance, if A is a
one-dimensional data field, the value of variable A[t] in (o, p) is o(A[p(t)]). The special index environment pg
is the empty index environment, where all index values are undefined. The validity of a closed formula P in
an environment o is denoted by ¢ = P. It corresponds to the validity of P in (o, pg) and it is defined in the
following way.

e The interpretation of arithmetic or relation operators is standard, but we assume the following: if a
variable is undefined in some (o, p), then the interpretation of any boolean expression invol-
ving this variable will be true. Within this special interpretation, it is possible to express that a given
variable is defined: for instance, expression (X[i] # X[i]) evaluates to true in o if and only if o(X[i]) = L,
that is, X[7] is undefined in o.

e We keep the usual meaning to the usual boolean connectives. For instance, (o, p) = (P = Q) iff (o,p) = P
implies (o, p) = Q.

e For the quantifiers, we have

— (0,p) |E Ji: P iff there exists some integer v such that (o, p[i + v]) = P.
— (0,p) EVi: P iff for all integers v, we have (o, p[i + v] E P.

3.2 Specifications and validity

We aim at giving ALPHA an assertional semantics inspired from the Hoare logic for imperative languages. In
classical Hoare logic, we define formulae like {P} S {Q}, where S is a program and P, @ are two assertions.
Such a formula means that, if we start from a state satisfying precondition P, execution of S yields a state
satisfying postcondition ). This gives birth to two notions of correctness of a specification formula, respectively
total or partial correctness, depending on wether we consider that S must terminate or not.

In the case of ALPHA programs, we would like to write formulae like {P} S {Q}, which would mean “If P is
true in some initial state, then @) is true in some final state after execution of S.” The notion of initial state is
not so difficult to define: we just have to take environments o € Init. But, because of the “dataflow” nature of
the language, an ALPHA program may not terminate, even if it yields the expected results. As a consequence,
the notion of terminating program and of final state are not easy to translate. As for the “demand-driven”
operational semantics, we restrict ourselves to some finite subsets of the program’s variables.

We thus can make the notion of validity (or correctness) of a specification precise. Validity is defined with
respect to a finite set of output variables.

Definition 7 (Validity on a finite subset) Let {P} S {Q} be a specification formula, and V a finite subset
of Out. We say that this specification is valid w.r.t. V', which is denoted by

Fv {P} S {Q},
if for any o € Init such that o |= P, for any sequence o —* ¢’ such that V C supp(c'), we have
o EQ.
We can give a more general definition of validity, generalizing the first one.

Definition 8 (Validity) Let {P} S {Q} a specification formula. We say that this specification is valid, which

is denoted by
F{r} s{e},
if for any V', finite subset of Out, we have

Fv {P}S{Q}

INRIA
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Validity has been defined with respect to the “dataflow” operational semantics. But if we consider only a
particular kind of postconditions, we can take into account the demand-driven operational semantics.

Definition 9 (Stability) Let @ be a predicate. We say that Q) is stable on some subset V if
Yo,o' : (0:0":>(0' EQif o EQ)).
Proposition 6 (Demand-driven validity) If Q is stable on V and
o € Init
e, A
sup‘];(o’) NOut=V

then

Fv {P}S{Q}-

Proof This is a direct consequence of Proposition 1 and of the definition of a stable
predicate. a

3.3 Invariants and provability

We now want to introduce the notion of provability for a specification. Due to the iterative and non-deterministic
nature of the operational semantics, the proof of a specification is established by producing an invariant. The
notion of invariant defined here is relative to a program, to a subset of initial states and to a subset of output
variables.

Definition 10 (Invariant) A formula I is an invariant for the program S, the set T C Init and the finite set
V C Out iff
for all o such that 3 o9 €T : 09 :V>* o, oI

where :V> denotes a transition relative to program S and subset V.

Finally, we can give the definition of provability. As for validity, provability is first defined on a finite subset,
and extended thereafter.

Definition 11 (Provability) Specification {P} S {Q} is said to be provable w.r.t. a finite subset V of Out,
which 1s denoted by

Fv {P} S {Q},
if there exists an invariant I relative to S, to Ip = {0 € Init | o |= P}, and to V such that

for all o such that supp(c) N Out =V, cEH=>(EQ).
More generally, specification {P} S {Q} is said to be provable, which is denoted by
F{P} S {Q},

iof for any finite subset V' of Out, we have
kv {P} S{@Q}.

3.4 Example

We give an example of specification and invariant for the convolution program of Section 1. We first recall the
program.
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12 Luc Bouge, Dauvid Cachera

system convolution( a : { j | 1<=j<=4 } of integer;
x : {1i] i>=1 } of integer )
returns (y : { i | i>=4 } of integer;

var
Y : {1i,j | 0<=j<=4 ; i>=4 } of integer;
let
Y[i,j] = case
{I j=0 3} : 0;
{l 1<=j<=4} : Y[i,j-11 + aljl*x[i-j+1];
esac;
y[il=Y[i,4];
tel

In this example, we have

In = {a[j]|1<j<4)Ufali] | 1< U{Yi,00| 1<)

Out = {yli]| 1<)

Let us fix a value for i, being greater or equal than 1, and let |.| denote the absolute value function. A
specification could be

P = Vj: (1<j<4)=lalj]

Alzli+j—1]] <K
lylil] < 4K M

<M

Q

Taking V' = {y[é]}, we have trivially
Fv {P}SH{Q}.
There are several invariants. For instance, a very simple one is

lyli]| < 4K M,

but it is not of much use, since its variable is defined only in a final state. There is therefore no hope to use it in
a formal proof. It is very much like selecting true as the invariant of a while loop in proving a Pascal program!
An other one, more valuable, is

Vi:(l<j<4)=([Y[ijll < jKM)

where A(z) is a shorthand for an expression meaning “z is defined”! (see Section 3.1). We will show below it
is in some sense its canonical weakest invariant.

3.5 Soundness

A crucial point now is to check that our definition of provability is valid (or sound), that is anya provable
specification is correct w.r.t. the operational semantics. This problem is adressed by the following theorem.

Theorem 2 (Soundness) Let V' be a finite subset of Out, and {P} S {Q} be a specification such that Q is
stable on V. If

Fv {P} S {Q},
then
Fv {P} S {Q}.
Proof Let Ip be the set {o € Init | o = P}. By definition of provability, there exists a formula I
such that

!Note that A(x) itself is not a formula, but just a notation.
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i. for all o such that o €Zp : 0g :V>* o, ockEI;
ii. for all o such that V = supp(c) N Out, (c = 1) = (¢ E Q).

Let us take a sequence o :V>* o’ such that o € Init, o = P and supp(c’) N Out = V. We thus have
o' |= I. Moreover, by (ii) we have ¢’ |= I = (). We have proved that

o EQ.
As @ is stable on V', Proposition 6 yields

Fv{P} S {Q}.

3.6 Unambiguous invariants

In section 3.3, we have given a general definition of an invariant. We now distinguish a special class of invariants,
i.e. the class of unambiguous invariants. These invariants will be helpful in the next sections to establish some
properties such as completeness of the proof system or equivalence between ALPHA programs.

We first give a general definition of an unambiguous assertion.

Definition 12 (Unambiguous assertion) Let P be an assertion. We say that P is unambiguous with respect
to some finite subset V of Qut if, for any pair of environments o and o', we have

ocEP

o =P
V C supp(o) = o~0o
V C supp(o’) v
o~o
In

This definition applies to any assertion, but we essentially use it for invariants. Intuitively, an invariant
is unambiguous if it catches all the semantics of the program. In other words, a computation satisfying the
invariant always yields the same single result on the considered subset.

3.7 Restricted completeness

In section 3.5, we have seen that our notion of provability was sound, i.e. that every provable specification is
valid. We now want to adress the converse problem: is any valid specification provable? In other words, are we
always able to produce an invariant for a given valid specification?

In the case of imperative languages, proving completeness of a proof system is quite complex. The proof
essentially relies on the definition of a weakest preconditions calculus and on the encoding of invariants in the
assertion language. Complexity comes from this encoding: transformations of environments must be translated
into arithmetic manipulations. In the case we consider, due to the particular form of the language based on
explicit defining equations, the expression of invariants is much simpler.

The property of completeness that we prove here is not fully general. It only concerns a certain class of
programs, depending on a property of the dependence graph. We give the following definition.

Definition 13 (Finitely closed) Let G be the dependence graph of an ALPHA program. We say that G is
finitely (left-) closed if, for every finite subset V' of G, there exists a finite subset W of G that contains V and
that is left-closed for the dependence relation:

VeeW VyeG:((y=2z)= (yeWw))
By extension, a program is finitely closed iff its dependence graph is finitely left-closed.

Proving completeness only for finitely closed programs is not too restrictive, since this class contains all
“useful” programs, i.e. programs that have computable results. We give examples in the next section.

We now just have to define a particular kind of invariants: as shown in the following definition, a canonical
invariant simply expresses that, as soon as a variable is defined, its value is equal to the value of its definition
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14 Luc Bouge, Dauvid Cachera

expression. This definition uses some additional notations and shorthands: y denotes the set of all non-input
data fields in the program; 7 € Dx is a shorthand for the set of affine constraints defining the domain of
X; A(X[) is a shorthand for the formula —(X[z] # X[¢]) meaning “X[¢] is defined” (see Section 3.1), and

A(Y[f(2)]) is a shorthand for /\‘ AYTfF@)])-
Yey

Definition 14 (Canonical invariant) Let S be a program and P an assertion.

[1 ¥7e Px : (X[ = (Y [F(D))

Xex

The canonical invariant I¢ of the pair (P,S) is defined as

Ic = A VYieDx: (X[ =eY[@))

Xex

AAX[]) = AYF@)])
AP

From this definition, we immediately deduce the following proposition.

Proposition 7 Let S be a finitely closed ALPHA program and P an assertion. For any finite subset V' of Out,
the canonical invariant of (P, S) is unambiguous w.r.t. V.

Proof Let I¢c be the canonical invariant for (P, S), and let us suppose that I¢ is not unambiguous.
There exist two environments ¢ and ¢’ such that

o ': IC

0'/ I: IC

V C supp(o) and o Ao

V C supp(o’) v

o~do

In

Let us first remark that if o = Ic and V C supp(c), then V& € Necessary(V'), we have o(z) # L and
o(x) = o(e(y). Thus there exists some variable z in V such that o(z) # o'(z), o(z) # L and o' (z) # L.
As S is finitely closed, all paths leading to z in the dependence graph are of finite length. For any variable
z & In such that o(z) # o'(z), there exists some y =< z such that o(y) # o'(y). We deduce that there
exists some variable y of In, starting point of a path leading to x, such that o(y) # o'(y), which is
impossible. a

After all these preliminary works, we can give the completeness theorem.

Theorem 3 (Restricted completeness) Let S be a finitely closed ALPHA program, {P} S {Q} a specification
for this program, and V a finite subset of Out. If

Fv {P} S {Q},

then
v {P} S {Q}

Proof Let us assume that =y {P} S {Q}, and let Ic be the canonical invariant of (P,S). We must

prove

i. for all o such that Jo¢ € Init,oo |= P and oq ?* o, okl
ii. for all o such that V = supp(c) N Out: if o |= I, then o = Q.

The first item is proved by induction on the length n of the transition sequence og :V>” o. Ifn=20, we
have 0 = 0¢. As 09 |= P and o is undefined on non-input variables, we have o |= I¢. Let us now assume
the result established for n — 1 and let us consider a sequence og :V>” o. There exist some variable x and

n—1

some state o' such that oy :V> o’ :é> o. By induction hypothesis, we know that ¢’ |= Ic. The last
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transition is valid, so o'(x) = L and o(x) = o'(e(y)). Variable z corresponds to some data field X and
some index 7. In ¢ we have A(X[1]) = true. As o(z) = o’ (e(7)), we have o = X[1] = e(Y[f(?)]). In ¢’ we
have A(?[f(i)]) = true, so it remains true in 0. Moreover, A(X[i]) has become true in o: we conclude
that

—

o E AX) = AP,
Finally, as P involves input variables only, it is left unchanged by the transition.

Let us prove the second item. Let us consider some o such that V = supp(c) N Out and o |= Ic. Let
o1 be the restriction of o to In, which is denoted by o1 = o |1,: we have supp(c1) = In and o1 ~ 0. As

In
o | Ic, we know that o1 = P. Let now o be such that V C supp(c}) and
o =" 0"1.
v

Such a o} exists because S is finitely closed. Moreover, o} satisfies the canonical invariant. As this
invariant is unambiguous, we conclude that o |y = o' |v. Finally, since specification {P} S {Q} is valid,
ol E Q, so

o EQ.

4 Finite parametrization of ALPHA programs

In Section 3.7, we have restricted ourselves to a special class of programs, i.e. finitely closed programs. We
now give a more intuitive presentation of this class. Any finitely closed program can in fact be seen as an
enumeration of “slices” | i.e. finite closed subsets of variables. We just have to remark that we are able to give
an enumeration of all finite subsets of Qut because this set is enumerable, and that any finite subset is “covered”
by a finite number of these enumerated subsets. As expressed by the following definition, such an enumeration
of finite subsets is called a parametrization.

Definition 15 (Parametrization) Let G be the dependence graph of an ALPHA program. A parametrization
of G 1s a function ¢ such that

pv: N— P(G)

ter el
with YVt € N : p(t) is finite
A Usl)=G
teN

AN YeN:Veepl):VyeG: (y2z2)=yee) (¥
A parametrization of a program is a parametrization of its dependence graph.

A parametrization is a particular ordering of finite subsets of variables for a given finitely closed program.

Proposition 8 Any finitely closed program can be given a parametrization, and conversely.

Proof Let us assume that there exists some ¢ respecting the hypothesis, and
let us fix some finite subset V. There exists some finite set {t1,...,t,} such that V C p(t1) U...Up(t,).
All p(t;) are finite and left-closed. To find W matching the hypothesis of Definition 13, we just have to
take W = p(t1)U...Up(t,).

Conversely, there exists an enumeration of all finite subsets Vi,...,V,,,... Let W; be the left-closed set
corresponding to V;. Thus, taking ¢(t) = W; yields a valid (possibly redundant) parametrization.

0
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Examples

The first example is the convolution filter, with this time a parameter N giving the width of the convolution.

system convolution( N : { N | N>=0 } parameter;
a: { j | 1<=j<=N } of integer;
x : {1i] i>=1 3} of integer )
returns (y : { i | i>=N } of integer;

var
Y : {1i,j | 0<=j<=N ; i>=N } of integer;
let
Y[i,j] = case
{I j=0 3} : 0;
{l 1<=j<=N} : Y[i,j-11 + aljl*x[i-j+1];
esac;
y[il=Y[i,N];
tel

This program is obviously finitely closed. Let us first consider that N has a fixed value. By defining? =¢—1

for i > 1, we can take

{gjli<j<i+ N1}
{a; [1<j <N}
{Y;10<j <N}

{ui}

as illustrated on Fig 4. Circled dots are vertices of ¢(t) for t =i —1=9 and for N = 6.

p(t)

cccl

. ° ° ° . . . o ... X
e o o o o e Y

. . . . . y

Figure 1: (partial) Dependence graph for the convolution filter

Now, if we consider N as a parameter, let us take any bijection ¢ from {(¢, N) | ¢ > 0, N > 0} to N. For

any t € N, we just take the same definition for ¢(¢) as in the first case, with (i, N) = ¢¥~1(¢)

The second example is one trivial case of a non finitely closed program.

system idc( a : { i | 0<=i } of integer )
returns ( x : { i | 0<=i } of integer);

var
X :{ i ]| 0<=i} of integer;
let
X[i]l = alil + X[i+1];
x[i] = Xx[il;
tel
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As we can see on Fig. 4, a parametrization of the dependence graph should give a subset containing one or
more variable z[f]. As a consequence, this subset should also contain all X[j] for j > 4, and it cannot be finite.

a X X

Figure 2: Dependence graph for the idc program

5 Application: proving the equivalence of ALPHA programs

In section 3.7, we used the notion of unambiguous invariant to prove the completeness of our proof method.
This notion turns out to be valuable for proving equivalence between programs.

We first define a precise notion of equivalence between programs. This notion applies to programs having
the same input and output, and is relative to some precondition and some set of output variables.

Definition 16 (Equivalence between programs) Let S and S’ be two programs having the same input and
output sets In and Qut. Let P be an assertion on input variables, and let V be a finite subset of Out. We

say that S and S’ are equivalent from P with respect to V', which is denoted S = S’ iff for all oq € Init such
PV

)

that oo |E P, if og :V>S o and og :V>SI o' are two transition sequences, respectively of S and S’, such that

V C supp(o) and V C supp(c’), then o ~ o'.
A\

Intuitively, the notion of unambiguous invariant means that such an invariant contains enough information
to describe the results of the program. As expressed by the following fact, two programs respecting the same
unambiguous invariant are equivalent.

Proposition 9 Let S and S’ be two programs having the same input and output sets In and Out, let P be an
assertion on input variables, and let V' be a finite subset of Out.
If there exists I, unambiguous invariant for S and S’ w.r.t. P and V, then S = 5’.

)

Proof Straightforward, from the definition of an unambiguous invariant. - a

To prove that two programs are equivalent we just have to check that they respect the same unambiguous
invariant. This can be done in two ways:

e Finding an invariant and check it for the two programs.
e Checking that one of the programs respects the canonical invariant of the other one.

Checking that a program respects some invariant can naturally be done “by hand”: starting from some
environment o derived from an initial state and assuming that the considered invariant is true in o, we have
to consider all possible transitions for the program and prove that the invariant remains true in the resulting
state. But let us remark that if I is an invariant for some program S, and if I = I’, then I’ is also an invariant
for S.

This adds thus a third possible way:
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e Check that a unambiguous invariant of one program (its canonical invariant, for instance) logically implies
an unambiguous invariant of the other one (again its canonical invariant, for instance).

Let us take an example to illustrate this point. We want to prove that the three following programs are
equivalent for any subset of their output variables.

system S1 (a : { i | 1 > 0 } of integer; )
returns ( x : { i | i >= 0 } of integer; )

var
X:9{1i| 1i> 0} of integer;
let
x[i] = X[il;
X[i] = alil;
tel

system S2 (a : { i | 1 > 0 } of integer; )
returns ( x : { i | i >= 0 } of integer; )

var
Y:{i| i> 0} of integer;
let
x[i] = Y[il;
Y[i]l = alil;
tel

system S3 (a : { i | 1 > 0 } of integer; )
returns ( x : { i | i >= 0 } of integer; )
let
x[i] = alil;
tel

Let I; be the canonical invariant for S; with precondition true.

L = Vi: z[i]= X[ AX[i] =

It is straightforward to check that

L = Vi: z[i]=alf
A A(z[i]) = A(ald])

the latter formula being the canonical invariant of Ss with precondition {rue.
More generally, if some invariant contains

Vi X[ = E(Y[F@)
AYT) = F(Z[()

X[l = A(Y[F@)])

Yl = A(Zly@)

O

AA(
AA(
these equations may be replaced by

Vi: X[ = E(F(Z[g(f(2)])
ANAX[] = A(Z[g(f(D)])

which is implied by the first formula.
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Now, we can apply the same transformation to the canonical invariant I of the second program. This yields
the same formula. We thus have proved that

I = I3 and Iy = I3.

Now, since S; is equivalent to S5 and Sy 1s equivalent to Sz, S; and Sy are equivalent.

The manipulation on invariants made above may be reflected by a manipulation on the program’s text: it
reduces to a textual substitution of definition expressions, suppressing intermediate expressions. This illustrates
the duality between logic —canonical invariants— and syntax —program text.

6 Discussion

Our goal is to provide the ALPHA language with an external logical framework to prove functional properties
of programs. The key idea is to associate to each program a logical formula, which captures its functional
behavior without ambiguity. It is called its canonical invariant. This formula can be seen as a kind of “weakest
invariant” for the program. Proving a property which does not depend on the operational scheduling of the
program amounts thus to checking that it is logically implied by this invariant.

Because of the very simple structure of the ALPHA programs, we can give an explicit form for the weakest
invariant. Surprisingly enough, it is essentially the same as the program text, up to the semantics of the “="
symbol. This is the reason why the refinement calculus on ALPHA program is so rich: most legal manipulations
on logical predicates can be carried out directly at the level of programs.

We have moreover exhibited a number of sufficient conditions for a predicate to be an unambiguous invariant
of an ALPHA program, if not its weakest canonical one. In some cases, for instance of the property under study
refers to only a subset of the program variables, it may thus be possible to use a simpler invariant: simple
properties can be proved by simpler proofs. Also, we have shown that usual methods for the equivalence proof
of ALPHA programs are in fact special cases of such use of invariants. Again, the syntactic identity between a
program and its canonical invariant is the key.

This preliminary work needs to be extended into several directions.

e Explore the equivalence proofs of ALPHA programs as found in the literature, and recast them into this
logical framework.

e Understand more precisely how simple properties can be proved by simpler proofs. For instance, if a
property is only concerned with a subset of the program variables, define a kind of “partially unambiguous
invariant” which refers only to them.

e Understand how the logical framework sketched in this paper leads to revisit the refinement techniques
for ALPHA programs. For instance, it would be interesting to design techniques to “project” an ALPHA
program onto a subset of its variables, stripping out all irrelevant details.
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