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Abstract: In this paper, we give a complete and self-contained analysis of Clark-
son’s algorithm that performs safe and efficient determinant evaluation of an n x n
matrix with integer coeflicients that can be expressed with b bits. Clarkson’s origi-
nal paper is generally felt difficult to read. We complete the gaps in his exposition,
simplifying the analysis where we can. The number of extra bits needed by this
analysis is roughly equivalent to the number of bits needed by Clarkson’s analysis.
We show that the algorithm performs sign evaluation correctly if b+ O(n) bits are
available. We give a table of the maximum numbers b of bits available for the entries
as a function of n, when the arithmetic is performed using a floating point processor
complying with the IEEE 754 standard for double precision arithmetic (with 53 bits
available for the mantissa). We also gain some insight into the practical behavior
of the algorithm by experimenting. In particular, we provide experimental evidence
that the algorithm evaluates correctly the sign of determinants of order up to 15
with 48-bit coeflicients.
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Une analyse exhaustive de I’algorithme de Clarkson pour
calculer le signe d’un déterminant

Résumé : Nous donnons une analyse complete de I’algorithme de Clarkson qui cal-
cule le signe du déterminant d’une matrice n X n de maniere exacte, si les coeflicients
de la matrice sont entiers et peuvent s’exprimer avec au plus b bits. L’analyse donnée
par Clarkson est généralement ressentie comme difficile d’acces. Bien que similaire,
notre analyse utilise des techniques plus élémentaires, une notation plus précise et se
situe & un niveau de détail plus raffiné. Le nombre de bits supplémentaires requis par
notre analyse est légérement moins bon mais comparable avec celui de ’analyse de
Clarkson. Nous donnons une table du nombre b de bits sur les entrées pour quelques
valeurs de n pour lequel ’algorithme est garanti de trouver le signe du déterminant,
si les calculs intermédiaires s’effectuent sur 53 bits (en double suivant le standard
754 A’TEEE). Des expériences pratiques donnent un peu de compréhension sur le
comportement réel de l'algorithme. En particulier, nous montrons expérimentale-
ment que ’algorithme fonctionne correctement pour des entrées sur 48 bits jusqu’a
l'ordre 15.

Mots-clé : Géométrie algorithmique, arithmétique exacte
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1 Introduction

Computing the sign of a determinant is a geometric primitive used by many geo-
metric predicates: orientation test, in-circle and in-sphere tests, etc. If computed
naively, it is well-known that roundoff errors may lead to the wrong sign and possi-
bly to inconsistencies, causing the algorithm to fail. An algorithm that avoids these
inconsistencies is called a robust algorithm. Robustness can be achieved in several
ways [11, 12, 14]. Fortune and Van Wyk [9], Yap [15], Burnikel and coll. [3]|, Av-
naim and coll. [1] and many others advocate the use of exact arithmetic to avoid all
robustness issues. Unfortunately, naive implementations of exact arithmetic can be
quite slow and two approaches have been designed, which strengthen one another.
To take advantage of the usually good precision of the fast floating-point implemen-
tation, arithmetic filters are designed that can tell whether the answer they compute
is safe. In most cases, this will provide a fast and reliable answer. This approach is
used in the LN package by Fortune and Van Wyk [9] and has been shown experi-
mentally to provide a substantial speed-up. Devillers and Preparata investigate the
theoretical behavior of some filters [5].

In near-degenerate cases, however, we must resort to exact arithmetic. Burnikel [2]
and Yap [15] provide extremely powerful exact arithmetic on algebraic numbers. To
not pay the full price of these multi-precision packages, exact implementation of
particular geometric predicates have been designed. Clarkson [4], and Avnaim and
coll. [1] have provided two completely different methods for safely evaluating the
sign of the determinant of a matrix with integer coeflicients. Shewchuk [13] derives
exact implementations of common geometric predicates with entries not necessarily
integral, but with a wide range of exponents. All these techniques are adaptive, in
that their running time depends on the input.

In this report, we focus on Clarkson’s method and provide a complete analysis,
simplifying Clarkson’s original exposition wherever we can. We close the gaps in
the argumentation. In particular, Clarkson’s algorithm does not terminate if the
determinant is null. Although not published, this feature is fixed in the robust
code written by Clarkson to compute convex hulls in any dimension, which uses his
algorithm. We discuss this issue in section 8. We also provide some experimental
insight into the behavior of the algorithm.

RR n~°3051



4 Hervé Bréonnimann

2 Overview of the algorithm

Throughout this paper, the vectors are in R", where n is fixed and small (n < 32).
The dot product of two vectors x and y is denoted by z - y. A linear combination of
Z1,...,Ty is denoted by LC(z1,...,x,) when the coefficients don’t really matter.

Reduction of two vectors. The basic operation that will be used in the algorithm
is the reduction of a vector a by a vector b. This operation takes two vectors a and

b (b # 0) and returns a scalar (%), computed by:

=2 (o)

Obviously, the following inequality is valid for any two vectors a and b (b # 0):

KE llall

bl = [[bll

The geometric meaning of this operation is depicted in the figure below. Its main
interest is that the vector a — (%)b is orthogonal to b.

Gram-Schmidt reductions. We give a complete analysis of an algorithm by
Clarkson [4]. The algorithm is based on the Gram-Schmidt orthonormalization al-
gorithm, which computes an orthogonal basis C = (¢1,...,¢,) given an independent
family of vectors A = (ay,...,a,). The family C has the additional property that
¢k = ax + LC(a,...,ar_1), and similarly that ar = ¢x + LC(c1,...,c1). If A
is not independent, then there is a subfamily of A such that LC(aq,...,ax) = 0.
For such a minimal index k, at the k=th reduction step that computes a;, the al-

gorithm can output the coefficients in the linear combination LC(aq,...,ar) = 0.
The Gram-Schmidt algorithm is given in figure 1la. The vector c,(cj ) is orthogonal to

(aj,...,ak—1), so we can think of the reduction as projecting onto the orthogonal

INRIA
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for j:=k—1 downto 1 for j =k -1 downt(;jil)
. ™ j j+1
N O
(a) (b)

Figure 1: The (a) Gram-Schmidt and (b) modified Gram-Schmidt reductions.

of ag, then (ag,ar_1), etc., by at each time subtracting the component of a; along
¢j, j = k,...,1. Since ci,...,cx—1 are orthogonal, the resulting ¢, must also be
orthogonal to these vectors. It is either null, or it extends the orthogonal family C.

Modified Gram-Schmidt reductions. Clarkson also uses a modified Gram-
Schmidt reduction [4], given in figure 1b. Even though the values of cg) and

dg ) differ for j =k —1,...,2, this procedure computes exactly the same base
{c1,...,cx} = {di1,...,dr}. Indeed, when computing di, we already know by in-
duction that a; = d; + LC(dy,...,dj—1), so that % =1 for all j < k; after the j-th
J
iteration in the loop, we have

ﬁ ) d+D ) 4+ W),
d; d; d; d; '

The major difference is that dj is computed as a linear combination: dp = ap —
LC(ay,...,ar_1), whereas c; was computed as a linear combination ¢, = aj —
LC(c1,. .. cp—1). If the coefficients in LC(aq,...,ar_1) are rounded, but the li-
near combinations are computed using exact arithmetic, the computed orthogonal
family D has exactly the same determinant as A.

Clarkson’s algorithm. The idea behind Clarkson’s algorithm is to compute a
family B that approximates C' using floating point arithmetic with b+ O(n) bits, but
not from the original family A because that can lead to unsafe evaluations. In order
to enforce that the determinant will be computed with a small relative error, we must
amplify the component of ay orthogonal to a1,...,ar_1. One simple way to do this is
to multiply ar by a huge factor, but this also increases the numbers of bits required to

RR n -~ 3051



6 Hervé Bréonnimann

for k:=1ton
loop
bgc) = Qg
for j :=k—1 downto 1

{4 ))
i fl(ax - ay) < 2fl (bg) .bgy)
by == b\

exit loop
Compute some integer s > 2

aik) =S X ag
for j :=k—1 downto 1

4 . (3+1)
al) := a0t — {ﬂ (a’“bj )Jaa‘

ag = agcl)

end loop

Figure 2: Clarkson’s algorithm.

represent ar. The solution of choice is to increase ai by an appropriate integer factor
s, and then reduce say by aq,...,ar_1 using the modified Gram-Schmidt reductions,
so as to amplify only the orthogonal component without changing the sign of the
determinant. (The choice of the appropriate value is discussed in section 5.2.) Doing
this a number of times will eventually lead to discover that ar, = LC(a1,...,ax_1), or
to reduce ay into some vector b that well approximates c;. The process is depicted
in figure 3. If the reduction of say is computed using exact arithmetic, the value of
the determinant of A is only multiplied by s, and its sign does not change, so the
algorithm is correct. The algorithm is summarized in figure 2. In the algorithm, the
notation fl(x) denotes the real which is the nearest floating point approximation of
a real z, and is extended component-wise to vectors for linear functions. The integer
part of a real z is denoted by [x] and is defined as the smallest integer greater than
or equal to z — %

Remark. We have changed Clarkson’s algorithm. In [4], Clarkson uses modified
Gram-Schmidt reductions both for b; and ag. In fact, there is no need to use the

INRIA



A complete analysis of Clarkson’s algorithm 7

...,ak_l)

Figure 3: The process of reducing vector ay is shown. At any time, aj remains in the
bounding box, but its component along the orthogonal of (ay,...,ar_1) increases at
each step. The computed vector by lies in the square box. At the first and second
steps, the box does not ensure that the sign of the determinant is known safely, but
it becomes so after the third reduction of ay.

modified orthonormalization for by, and the analysis is simpler if not. So we have
changed the reductions of b and we use the usual Gram-Schmidt algorithm.

Overview of the analysis. To analyze the algorithm, we proceed in three stages.
In a preliminary section, we first recall the tools at hand, such as the relative error
in computing dot products and reductions using floating point arithmetic.

Our first task is to bound the growth of Hbg ) H in the approximate reduction process,

and to use this bound to derive a bound on the relative error with respect to the
vectors ¢ (section 4). More precisely, our duty is to bound ||by — ck||, so as to
control the error made by the approximate reduction. For this, we introduce the
error quantities

E=B-C, ep=by—c, ) =b0
Our second task is to evaluate the size of the vectors a; and a,(cj ), so as to bound the

precision of the integer arithmetic needed by the algorithm (section 5). The bound

on a,(cj ) is given in terms of the norm of the matrix C, or more exactly of the first &

RR n° 3051



8 Hervé Bréonnimann

columns of this matrix. We introduce the quantities

Si= Y ¢ Si=1f (lej<k F (b5 - bj))'

1<j<k

In fact, Sg is an approximation of S, and we can bound the relative error using the
bounds established in the first part of the analysis (see section 5.4).

Finally, once we know that the algorithm computes the sign correctly if b4+ O(n) bits
are available for the floating point and exact integer arithmetic, we need only show
that the algorithm terminates and that its running time is roughly O(bn?).

3 Floating point arithmetic.

A binary floating point representation on b bits of a real number is a representation of
the form +1.d1ds ... dp x 2%, where each d; denotes a single binary digit and e denotes
the exponent. On most machines, the precision is fixed and b is a constant (52 for
the IEEE 754 standard). We do not address the issues of overflow and underflow
so the exponent e may vary in the range | — co,00[. Underflows and overflows do
not occur in our implementation because we consider integer input. Goldberg [10]
surveys floating point formats in detail, particularly the IEEE 754 standard.

This representation implies that only a subset F of the reals in R can be represented.
On most machines, ezact rounding is provided: this means that a number z is repre-
sented by its closest element in F, which we denote fI (z) (ties are broken arbitrarily).
When performing an arithmetic operation, the result is rounded exactly. If &, 6, ®
and © denote the four operations as implemented by the machine, this means that
for any numbers x and y in F, we have

roy=fllzr+y), z0y=fllx—-y), vy = fl(zvy), r0y = fl(z/y).

The unit roundoff u bounds the relative precision to which a number is approximated
(if no underflow occurs). Thus for any number x in R, we have |fl (z) — x| < u-|z|.
This means that the result of a machine operation is approximated with relative
error u. We will make heavy use of this property in our error analysis.

We have bounds on the relative errors made for the four operations. It remains
to obtain bounds for the two basic vector operations used by the algorithm: dot
products and reduction. The error made when computing a dot product is well
known, and can be found in the book by Forsythe and Moler [7].

INRIA



A complete analysis of Clarkson’s algorithm 9

Lemma 3.1 Assume that nu < 0.01, and that dot products of vectors in F" are
computed using the following scheme:

iz y) = fl(fl (z1y1) + fL(fl (z2y2) + -+ +))-

Then we have
|fl(z-y)—x-y| < 1.01nullz||y].

Remark 1. Since the hypothesis nu < 0.01 is as good as nu < 2746 for n < 32
and u = 27%3, we may wonder what happens on the factor 1.01 if we use a better
bound. In fact, the number 1.01 decreases but of course remains greater than 1, so
the impact on the following analysis is negligible.

We will also need a bound on the floating point approximation on the reduction
factors. This bound follows immediately from the above lemma because a reduction
factor is simply a quotient of two dot products.

Lemma 3.2 Assuming that nu < 0.01, and that reduction factors of vectors in F™
are computed using the following scheme:

n(z)=n(hEY)
OB

Remark 2. As is also stated in [7], the relative error made when computing a
dot product can be substantially decreased by using quadruple precision for the
computation of x -y, then rounding back to double precision. If we assume that
the dot products are computed in this way, although double precision is completely
encapsulated within the dot product computation and may not be otherwise assumed
in the algorithm, then this relative error becomes less than 1.01u, saving a factor of
n. Also, the bound on the error incurred when computing reduction factors drops
to 3.03u. We will see, however, that the impact on the number of extra bits needed
is negligible.

then we have

< M1.01(2n + 2)u.

~ vl

RR n~°3051



10 Hervé Bréonnimann

4 Bounding the error £ =B - C

The computation of b; is referred to as the j-th stage of the algorithm. In this
section, we assume that all the values b1,...,b,_1 have been computed in the first
k — 1 stages of the algorithm. In particular, since the algorithm exited the j-th stage
because fl(a;-aj) < 2fl(b; - b;), we must have for any 1 < j <k,

(1 —1.01nu)a;? < 2(1 + 1.01nu)b;>.
So we can assume by induction that

(1+1.01nu)

2 <gp2 T
%=1 " 1.01nu)

< 2b;%(1 + 2.05nu).

Since we assume nu < 0.01, we have:

Lemma 4.1 During the k-th stage of the algorithm we have, for all 1 < j <k,

a;® <2.05b;%,  |[lajl| < 1.44/b;]|.
If fl(ag - ax) < 2fl (bg) . bg)) is true, then also ap® < 2.05bi2, or ||ax|| < 1.44]bg]|.
Otherwise, we find that a® > 1.95b,%, or ||ag| > 1.39]|bk]|.

Clarkson gives a complicated analysis of the error made on the by computed by a
modified Gram-Schmidt reduction. Using usual Gram-Schmidt reductions yields a
straightforward bound. But we first need a weak bound on the norm of bg ). We

introduce another notation that gives the roundoff error when computing bgcj ) from

b(j+1).
b :
o = (80 - (2 (3)n) )
J

Lemma 4.2 Assume that (n + 2)u < 0.01, and that 2"u < 1. At step j of the
reduction of by, we have
il < 5(n + 2)ullaxl],

Hbg’)H < 1.03(k — j + 2)|axl.

INRIA
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This bound is obtained by standard error analysis and its proof is given in the
appendix for completeness.

We now bound the error egj ), and finally e = by — cx. Let us assume inductively
that |le;|| < 6;]/b;]|, for some values of §; defined below. Then by the definitions

b = bg+l)_'<gﬁ)bj*‘5p

b
) = Cscﬁl)_(a_k)%
¢j

and hence we have

' 1 ar  ag ak
Vo= k(5 -5)e (5o

We can thus bound

j j+1 ag ag ag
| < el {5 = L el + | el + s
J J J
(i+1) [l el
< [+ leslilesl + laell po2d + les]
S I P | T il
< V)| + 285 lanll 4 5(n + 2ulal.

By unrolling the recurrence, since egck) = bgck) — cgck) =a —ar = 0, we get
k—1
1
leell = e[| < [232 8 + 5k + 2)u | faxl.
j=1

This motivates the definition of §; by the recurrence:

& = 0,
k—1

b = 144 |2) 6;+5k(n+2)u
7=1

Finally, when the k-th loop is exited, we have |lax|| < 1.44|bk||, which proves that
llex]l < Ok|lak||- The induction is thus complete.
We recap this analysis in the following lemma.

RR n~3051



12 Hervé Bréonnimann

Lemma 4.3 Assume inductively that |lej|| < 6;]|b;||, for j < k. After the reduction
of ap by the by, ..., bx_1, we obtain a vector by which is ci + ek, where 1.44]|eg|| <
Okllak||. When the k-th stage is over, and before the k + 1-st stage begins we have
lexll < orlowll-

Remark. We can also bound the norm of the intermediate vectors bg ). We have
g ) is obtained by reducing a; along different orthogonal coor-
()
k

cg)H < |lak]|, since ¢

dinates. Using the error bound on e’ and the assumption §,, < 0.01, we can also

show that Hbg)H < 1.01||ak||- (Compare with lemma 4.2.)

Because the growth of §; is only singly exponential in £ and u is very small, we can
assume that 6, < 0.01. In section 7, we will explore the implications on n and u of
this assumption. The bound on ||e|| is expressed as a fraction & of ||bg||. In fact,
for the rest of the analysis, ¢ will be our reference rather than by so we need:

Corollary 4.4 Assume 6, < 0.01. In the k-th stage, we have the following relations
between b; and cj for all j=1,...,k—1:

0991051 < llesll < 1.01[b5ll,  0.99]lesl| < [bs]] < 1.02]|;l,
0.98b;% < ¢;? < 1.03b;%,  0.98¢;* < b;? < 1.03¢;%.

Proof. We compute (1 — ;) > 0.99, (1 —¢;)* > 0.98, (1 +6;) < 1.01, (1 +6;)? < 1.03,
(1468;)"1>0.99, (1+6;)2>0098,(1—6;)""' <1.02, (1—4§;)2 <1.03. |

5 Bounding the growth of the columns of A

We are now interested in what happens when the component of by orthogonal to
LC(aq,...,ar—1) is too small, as is indicated by the test fl (ay - ax) > 2fl (bg) . bg)).
To make the notation precise, we let a; denote the k-th column of the original matrix
ar. The new value of a; that has been reduced many times in the k-th stage is denoted
by a}.. The only sloppy part in the notation is that a}, is not always the same vector
according to how many reductions of a; have been performed in the k-th stage, but
since we only analyze one reduction step at a time, it will not lead to confusions.
The initial value of aj when entering the k-th stage is naturally ay, and at the end

(1)
k

of a reduction step for ag, it is contained in the vector a; ’ which is the value of aj,

INRIA



A complete analysis of Clarkson’s algorithm 13

for the next reduction loop. The vector ¢; always refers to the vector ¢ obtained by
Gram-Schmidt orthonormalization of the current aj with respect to ¢1,...,ck 1.
We must now compute an integer s and reduce saj. We first compute a weak bound
on Hag )H that depends on s and ||a}||. As in the previous paragraph, we will use
this bound in an error analysis to bound ||a} || throughout successive reduction loops
in the k-th stage.

5.1 Bounding the growth of |ja]|.
We now give a weak bound on Hag)H that depends on s and ||a}|| as well as on the

norms of the c;’s. For this, we first establish a lemma that bounds the growth of the
vectors in the modified Gram-Schmidt reduction.

Lemma 5.1 Assume that (n+1)u < 0.01 and that 6, < 0.01. Then, for any vector

a, we have
(a>
a— | —Ja;
A
b

The proof only uses the fact that b; is close to c;, the projection of a; parallel to
Ci,---,Cj—1, and that ||aj||2 < 2.05||bj||2 because the j-th stage has been exited. The
proof is then routine and is given in the appendix for completeness.

Using this lemma and standard error analysis, it is not hard to show a weak bound
bgc])

< 2.46]|al.

on Ha,(j)H, just as we did for

Lemma 5.2 Assume that (n + 1)u < 0.01 and that 6, < 0.01. After step j (j =
k—1,...,1) of the reduction of agc), we have

||| < 212577 (0.4/55 + o)) -

Again, the proof is routine and is given in the appendix for completeness.

The bound given by this lemma does not really show that ag«:) is being reduced. We

now explain how to bootstrap this bound to obtain a tighter bound on the final ag).
But first we introduce a quantity ) whose value will be motivated by the results
below:

k
&, = 212293,

Jj=2

RR n~3051



14 Hervé Bréonnimann

We now assume that 6, < 0.01. This assumption implies a relation between n and
u, and its consequences will be explored in section 7.

Since cq, ..., is an orthogonal basis, we can decompose
W koD
1) k ]
-5 (2).
Jj=1
n _ G _ . ) . .
But since a, ay LC(a1,--.,a;—1) = ag’ — LC(c1,...,¢j—1), and the reduc

tions are carried out using exact integer arithmetic (even though the coefficients are

o® ey e
rounded), we have —k_ | = [ =% ). Moreover, | £~ | = s, and thus
c;j c;j Ck

] = 1+ ) (4]

We must now remember that fl(aj, -a}) < 2f (bg) : bg)) is false, and so we find
that a;c?‘ > 1.91¢;2, or also ||aj || > 1.38||cx||. This implies that [cg* < O.53||a;c||2

and bounds the first term. To bound the other terms, we use (a_]) =1 to show the

Cj
ai])
Cj

We now use the weak bound on afj +1) from lemma 5.2:

2
lles 1™

following bound

2
1
el < 0.5l 2 + 82| | ¢

2
2
Z +1‘ o+ H < & (0.325,3 +2Ha§f’H ) ,
k-1 (.7 9
< (0.5 +0.346,)S¢ + 26, a}c’“)H

J=1

We have used the classical inequality (x + y)? < 2(z% + 3?) to obtain the first
inequality, and the second follows from our choice of 6.

INRIA



A complete analysis of Clarkson’s algorithm 15

(k)

We started the Gram-Schmidt reduction with a vector a,
(1) H“’
k 9

= sa). Summing over all

the components of Ha and assuming that 6 < 0.01, we obtain

2
Hagl)H < 0.515¢ + 0.5552]|al,||.
We summarize this analysis in the following lemma.

Lemma 5.3 Assume that 6, < 0.01. Then after the reduction of agc) = sa}, we
have

2
aS)H < 0.515¢ + 0.5552]|al ||.

Remember that S§ depends on ¢,...,cx—1, and not on ag nor on aj. Its value is
thus fixed during the k-th stage of the algorithm.

5.2 The choice of s

It is now clear that, to control the growth of a; in the reduction loop, we must choose
s carefully in terms of S° and ||a}|| before reducing the vector agck). The value S}, is
unknown to the algorithm, however, and only an approximation S,’; of S}, is known.
We must therefore obtain error bounds before we can proceed further. The proof is
again routine and is given in the appendix for completeness.

Lemma 5.4 Assume that (n + 1)u < 0.01 and that 6, < 0.01. The relative error
between S’,(; and S}, is
5% — S¢| < 0.075¢

In order to express the bound of lemma 5.3 in terms of S{ or ||a} | alone, we must
choose s as a multiple of \/S;/||a},||. Remember that s has to be an integer, however.
Moreover, if s = 1, then we must ensure that aj, is indeed shrinking, otherwise the
algorithm could loop infinitely. We leave open for now the choice of two parameters
A and p, and we set:

s = fl (1 + —S? 2>
Al

if  =1and S > fl (u||a§c||2) then s:=2 else s := s

This value allows to bound the final value of Ha,(cl)‘ so that it does not depend on how

many times the loop is executed. Initially, aj, = ai so we must only examine what

RR n~° 3051



16 Hervé Bréonnimann

happens to a< ) after reducing saj with the value of s chosen above. We examine
separately the cases when s =1, or s’ =1 and s =2, or s = s’ > 2. After a number
of reduction loops during the k-th stage, assume the algorithm reduces aj, once more.

(1)

We bound the norm of the vector a; ’ obtained after the reduction.
If s = 1, then s/ = 1 and the test S > fI (,u||a§c||2) failed. Assuming that the

right-hand side can be evaluated within 0.01, we can say that S} < 1.01u||a§c||2 and
s0 Sf < 1.01 x 1.09u||at||*. Finally, we have

)H (051 x 109 + 0.55) || al |> < 0.55(1 + p)|at 1>

If s = 1 but s = 2, then the test S° > fI (,u||a§c||2) succeeded and we have
5% > 0.99u|d) ||*. Tt follows that

]2 2 1.07 2.38
|| g<051+2 X 0555 g0 ) Sp < (081+ =5 ) Sp

If s’ > 2 then s = s’. Allowing for floating point approximations, if §, < 0.01, we

can safely say that
b

S
k> (s—0.51)?

Mail® ~
and so we obtain that
llatll” < 7= 0_221)2 — 1'375,@
Since s > 2, we can estimate WQ— < 3.28, and
HaS)HQ < (0.51 + 0.57L>;1'07> Se < (0.51 + %) Se.

We summarize these considerations in the following lemma.

Lemma 5.5 Let ay be the value of ay, in the original matriz A, and a), be its value
after any number of reduction loops during the k-th stage of the algorithm. With the
above choice for s, we have if 0.57(1 + pu) <1,

2.38 2.01
llat||* < max (||ak||2,ys,g), v = 0.51 —I—max( = >
"

2
Furthermore, if s = 1, then HCLS)H <0.55(1 + u)llakllz-
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A complete analysis of Clarkson’s algorithm 17

It now becomes clear how to choose p and A. The greater A\ and u, the more extra
bits are needed by the algorithm. The smaller s, however, the slower the algorithm.
A good implementation should take the smallest A and p allowed by the number of
extra bits available for the specific entries. It should be clear that the best choice is
to take A\ = %u = 0.844u, since it allows the smallest v for the greatest s.

In any case, we must choose p < 0.82. If we demand that the norm of ag) decrease
by 0.9 for each iteration such that s = 1, then we may take u = 0.472, leading to
A =0.399 and v = 5.543. This will be our choice of parameters thereon. The reader
should keep in mind that it is possible to trade off the number of extra bits required
with the speed of convergence of the algorithm.

5.3 Controlling the growth of S}

After the reduction of aj, we know that ||cg|* < ||0L§C||2 < max <||ak||2,VS,‘é). Let M

be the maximum norm of any column a; of A. Then 5§ = lex]? = |la1]|* < M2, and
so we can prove inductively that for all k = 1,...,n, S§ < (1 + v)* 2M2. Indeed,
we have

Sk41 = llex 1?4+ S5 < max (MQ,V X (1+ V)k_2M2> +(14v) M2 = 1 +v) T2,
With our choice of v = 5.543, we obtain for k& > 2:

S¢ < 6.55F "2 M7

6 Computing the sign of the determinant

Knowing a matrix B that is close to C' allows to approximately compute the deter-
minant of C', which is the same as that A. We must quantify how close B is to C
in terms of determinants. In particular, we must show that the signs of det C' and
det B are the same. Then we show that a Gauss pivot correctly computes the sign
of the determinant of B.

We introduce several auxiliary matrices for the analysis. Starred matrices are nor-
malized, and overlined matrices are their floating point approximations (only for B).
In mathematical notation:

_ ) _ . b.
oo (@), 208, ),
lle;l j=1,..n 151 j=1,...,n 11051 j=1,..n
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18 Hervé Bréonnimann

There are several possible norms for matrices (all equivalent). For the purposes of

this paper, we consider

B
18] = maxgzo o)

]l

With this norm, it is possible to show that
|'B - tC|| < 10nu + /8],

Indeed, lemma 4.3 and corollary 4.4 can be used to show that B differs from B* by
at most 10nu for the matrix norm. Also, the norms of a matrix and of its transpose
are the same, and for any vector x, we have [4]

Bz~ Culf* < 3 2
j=1
Let 7; be the singular values of C, with 7; = £1. The singular values o; of B verify
‘O'Z' — TZ'| S 10nu + vV (% = Ep.

It is straightforward to show that det B and det C = +1 differ by at most (1+¢,)"—1.
It is also well known [7] that a Gaussian elimination with partial pivoting produces
a matrix LU, where L is lower triangular and U is upper triangular, such that

||LU - BH =||A]| € 20227 .

The computed determinant of LU, which is the floating point product of the diagonal
elements of L and U, is an approximation of det(LU) within 2nu, and likewise it
can be shown [7] that this approximates det B within 2nu + (1 + ||A[)™ — 1.

All in all, the computed determinant of LU approximates the determinant of C
within 2nu+ (1 +||A[|)® — 14 (1 4+&,)™ — 1, which is smaller than 1 with the usual
assumptions. Therefore the computed sign of det A is correct.

7 How much accuracy is needed?

All the logarithms in this section are taken in base 2 unless otherwise mentioned.
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A complete analysis of Clarkson’s algorithm 19

7.1 Assumptions on n and u.

The restrictions on n and u come from the assumptions that (n 4+ 2)u < 0.01,
2"u <1, 6, <0.01, and 6/, < 0.01. We first derive a simple bound on 8.

Lemma 7.1 We have
6k < 12k(n + 2)4*u,

6, < 5.25k%(n + 2)28.48% .

The proof is routine and given in the appendix for completeness. Its consequences
are a lower bound on the floating point precision needed to perform the computations
correctly.

Corollary 7.2 Assume that n > 2. Then the assumptions that (n + 2)u < 0.01,
2"u <1, 6, <0.01, and 68, < 0.01 are all implied by

1
log — > 6.17n + 4log(n + 2) +9.1.
u

For double precision in the IEEE 754 standard, we have u = 27°% and exact compu-
tation of the /s show that all the conditions above are satisfied for n < 31, and this
also includes the computation of the Gaussian elimination.

7.2 Assumptions on n and b.

Now we must check that we have no problems in computing the auxiliary vectors
ag ) in the reductions of ar, we must show that all the vectors ag ) have components
smaller than IV, the greatest integer representable. Typically, if we use floating point

arithmetic to represent integers, we have N = 2/u — 1.

Lemma 7.3 Let N be the greatest integer representable in exact integer arithmetic,
and suppose that the coefficients in the original matriz A are given with b bits. All

the vectors ag) that occur in the reduction of a}, during any stage k can be computed
of
log N > b+ 2.45n + 0.5logn — 0.66.

Equivalently, if M if the mazimum norm of the columns of the original matriz A, then
the algorithm reduces A correctly if one of the two following conditions is satisfied:

log N > log M + 2.45n — 0.66.
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Proof. Let ai be the k-th column of A, prior to the k-th stage of the algorithm. Let a},
be this vector after many reductions. We can obtain a bound on the norms of any vector

ag ) appearing in the reduction of sa} as follows. In the proof of lemma 5.5, we have seen

that if s > 2, then s||a}||® < 7.46S5. Otherwise, if s = 2 and s’ = 1, then we have seen

2 2
that 0.99u|a,|> < S?, hence HaEf)H < £ Ge < 9.16S¢. If s = 1, then Hag’“)H = |la|I>.

In any case:
2
Ha;’“H = $2||a4 || < max (||ak||2,9.165,§).

From this and lemma 5.2, we obtain

[o?| < 212t (033v/5F + o))
< 2.12% Imax <||ak|| +0.33,/5%, (0.4 + /7.46) \/S_,c)
< 2.12%max <||ak|| +0.33,/5¢, 3.43\/5_,3)
< 212" max (M 4033655 M, 3.43@’“’%)

k—
< 343 x 21252655 M <343 x 5431

It thus suffices that this last expression be less than N, which is indeed implied by log N >
log M + 2.45n — 0.66. In terms of b, the number of bits of the coefficients of A, we have
M < /n2° so that a sufficient condition becomes log N > b+ 2.45n + 0.5logn — 0.66. O

Computing with the IEEE 754 standard for double precision. For u =
2753 an exact computation of §;, and 6y, shows that n = 21 is the maximum order of
the matrix allowed by these conditions. Clarkson obtained n = 32 as the maximum
size of the matrix. Both conditions seem practical enough.

As for the number of extra bits demanded by the exact integer arithmetic, the number
of bits b, with which the entries can be given is represented in the following table
for different values of n. This is the bound given by the above analysis. (In fact,
experimental evidence suggest that b, = 50 up to n = 6. See also section 9.)

nXnmatrix | 2 | 3 | 4|5 |6 |7 |89 10|11 12|13 |14

b, bits 48 | 45 |42 |40 |37 | 35|32 (30|27 |24 |22|19 |17
Note that according to his paper, Clarkson can compute 10 x 10 determinants with
32 bits. Our analysis does not fall too much behind. It is also very pessimistic, so
that in practise one should test for overflow in the code itself rather than strictly
enforce the number of bits in the entries.
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A complete analysis of Clarkson’s algorithm 21

8 Running time analysis

We must now show that the algorithm terminates. In fact, the algorithm given by
Clarkson does not terminate if the determinant is null, so we must safeguard against
such situations by introducing an additional control into the loop. Two approaches
are possible:

1. compute the maximum number of iterations for a non-null determinant, and
conclude that the determinant is null when this number of iterations is achieved,
or

2. dynamically compute an upper bound on the floating point approximation to
the determinant, and conclude that the determinant is null when this bound
is smaller than 1.

We examine the first question in the first subsection, by bounding the number of
iterations when the determinant is not zero. In the second subsection, we take a
close look at what happens when the determinant is null. We first introduce a
quantity inversely related to the orthogonality defect introduced by Clarkson, which
we call an orthogonality criterion:

k
Vol o le;
ODk(al,”_’ak) _ Ok(’f’lv 7ak:) _ Hz_lu j||
T lal Il

Here, Volg(ai,...,ax) is the k-dimensional volume of the fundamental region of the
lattice generated by ai,...,ar. It is clear that ODy is contained between 0 and 1
and is 0 if and only if the first £ vectors are linearly dependent. Moreover, if A has
integer coefficients, Vol (aq,...,ax) is an integer for all k. Thus:

Lemma 8.1 If A is an integral non-singular matriz, then for all k

1
———— < OD(ay,...,a) < 1.
Hj:l [l
The total number of iterations

Each iteration either multiplies a vector ¢ by s > 2, or it keeps ¢ constant but it
decreases the norm of a; by 0.9 for our choice of y = 0.579. Therefore, in either
case, ODy, is multiplied by a factor at least 1.1. Since ODy, is at least ﬁ to start
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with (if A is non-singular) and must remain smaller than 1, the number of iterations
in the first k stages cannot outgrow k log, ; M, which is O(klog M).

For the entire algorithm, the number of iterations is bounded by log 1/0D,(A),
which depends on how orthogonal A is. Note that this is unbounded if A is singular,
and the algorithm presented in [4] does not terminate if the matrix is singular.

In the case of a null determinant, we can stop after enough iterations. In the table
below, we give the maximum number min) of iterations for the first k£ stages of a
n x n determinant with b = 53, b, as above, and M = y/n2%. Note that a much
better way of counting it is to separately count the iterations when s > 2 or when
s = 1 since only in the latter ones does OD increase by a factor of only 1.1. Therefore

min) in the table below only counts the maximum number of iterations for which
!
s > 2.

k 2 3 4 5 6 7 8 9 10
n=2 |97

n=23 91 137

n=4 |8 129 172

n=>=5 82 123 164 205

n==~6 76 114 153 191 229

n="1 72 109 145 182 218 254

n==~§ 67 100 134 167 201 234 268

n=29 63 94 126 157 189 221 252 284
n=10 |57 &8 114 143 171 200 229 257 286

The case of a null determinant

Just as we introduce the sum of the square norms for bounding the growth of the
vectors, we now introduce their product to maintain an upper bound on the deter-
minant. Let

Pi= ]I e R=1 (H1§j<k(1+6j)2bj'bj)a pe= 1] aj-a;
1<j<k \Zjek

Clearly, without the floating point roundoffs, P,i’ is an upper bound on P;. Moreover,
OD;, is the quotient of Py and P. Thus P,f /P is an good approximation of ODy.
In view of the lemma above, if the original P is smaller than 1, then this means than
A is singular. Note that multiplying ay by s also multiplies the minimum value of P
by s2. Therefore we actually test whether P¢ is smaller than [] s?, the product of all
the (squared) s factors throughout the entire algorithm. We can test this condition
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A complete analysis of Clarkson’s algorithm 23

using the approximate value P,i’. For this, we give a standard error analysis in the
appendix for completeness.

Lemma 8.2 Assume that (n + 2)u < 0.01. Then we have P¢ < 1.05P?.

In the k-th stage, the factor for (1 + &3)%bg - by in the above product is not known
to be an upper bound on ¢ - ¢. It is thus replaced by ||bg||> + 67 |ax||®, an upper
bound on |cx|® according to theorem 4.3. Thus in the k-th stage, if we assume
that the value of P? is maintained correctly and that (][] s) stores the product of the
successive factors s by which the determinant has been multiplied in all the previous
stages, we can insert the following test to detect when the determinant is null:

if fl (P,g X <||bk||2 n 5,3||ak||2)) < f1(0.95 x ([T 5)?) then return 0.

Correctness of this test is ensured by the previous lemma and the fact that P{ <
(I1s)? implies that P¢ = 0. This test takes advantage on the fact that the floating
point estimation of the determinant is not too bad, as opposed to the method of
counting the number of iterations. There is no guarantee, however, that it will
succeed after enough iterations. In our implementation, we use both this test (for
efficiency) and a counter for the maximum number of iterations (for correctness).

9 Experimental results

The algorithm was implemented in C. The implementation and some measurements
are available on the WWW at

http://www.inria.fr/prisme/personnel/bronnimann/clarkson/english.html

We compared the output with an exact determinant computation. The sign always
agreed when there was no overflow and these overflows were always detected by the
algorithm.

To gain some insight on the behavior of the algorithm, we counted the number of
iterations for different kinds of matrices. A random number on b bits means an
integer drawn uniformly at random in the range [—2° + 1,2° — 1]. We tried three
kinds of inputs:

random : the coefficients are random on b bits.

null : the columns are of the form k;U;, except for the last one which is of the form
> 1;U;. The coeflicients of the vectors U; (¢ = 1...n — 1) are random over
[b/2] bits, the coefficients k; and [;’s are random over |b/2] bits.
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perturbed : the entries of a null determinant are perturbed by a random number
over 2 bits.

To complicate the combinatorics, we have two choices for s, the one in Clarkson’s
original paper, which we call Clarkson’s choice, and the one introduced in section 5.2,
which we call our choice (or custom choice).

Some justification is needed here. Random determinants occur in practise, of course,
and null determinants provide the worst case for the algorithm, which makes them
noteworthy objects of study. Null n X n determinants considered here are of rank
n—1, because this is the hardest case over null determinants. The values of perturbed
determinants are typically of magnitude u2®?, a fraction u of the maximum value
24, Such determinants are the ones not caught by an arithmetic filter [5], and it has
been shown experimentally [6] that determinants like these are usually between u2%?
and u?2%. Therefore they are also desirable objects of study. Determinants smaller
than u?2% very rarely occur [5], except in some applications where the input data
are highly dependent.

For each kind of determinant and each choice for s, we look at the average (mini-
mum, mazimum) number of iterations as a function of the dimension (over 50 bits
in dimensions 2 to 5, over 49 bits in dimensions 6 to 9, and over 48 bits in dimension
10 to 15). We also look at the influence of the number of bits of the entries on the
number of iterations. Finally, we look at the failure rate depending on the number
of bits (the percentage of determinants for which the algorithm fails).

The algorithm can exit by giving the exact sign, or by failing in the case that some
Gram-Schmidt reduction cannot be computed exactly. The above analysis guarantees
that the algorithm will not fail if the entries are smaller than 2% for the values of b,
given at the end of section 7, but in practice we find that it rarely fails for entries
smaller than 2°°. We observe a failure rate of zero for 50 bits in dimensions 2 to 5,
for 49 bits in dimensions 6 to 9, and for 48 bits in dimension 10 to 15.
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Figure 4: The number of iterations for a random determinant. The bottom row
shows the failure rate for Clarkson’s choice (left) and our choice (right) as a function
of the number of bits.

9.1 Random determinants

The numbers of iterations and failure rates are shown on figure 4. One notices that
the average number of iterations grows almost linearly as a function of n, typically
as 1.5n. The choice for s does not make a difference of more than one iteration on
the average, although the maximum is typically higher for Clarkson’s choice. The
average number of iterations does not seem to greatly depend on the number of bits
of the input in either case. The choices for s also show similarities in the way that the
number of bits of the input influences the number of iterations and failure rate: for
both choices, the failure rate is zero over 50 bits up to the dimension 6. Clarkson’s
choice seems to lead to an algorithm with a faster-decreasing failure rate, though.
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Figure 5: The number of iterations for a perturbed determinant. The bottom row
shows the failure rate of Clarkson’s choice (left) and our choice (right) as a function
of the number of bits.

9.2 Perturbed determinants

The numbers of iterations and failure rates are shown on figure 5. The average
number of iterations is much higher, which is normal since the determinant is almost
null. Still, it is about 23 + 1.5n for Clarkson’s choice, and about 19.5 + 1.5n — 0.5
for our choice. Here b’ = 53 — b is the number of extra bits available for the integer
computations. The difference in the number of iterations is of about 10 in favor of
our choice (average and extremes). Again, however, we note that the failure rate
decreases with fewer bits faster for Clarkson’s choice than for our choice, and even
more markedly for higher dimensions. For perturbed determinants, Clarkson’s choice
leads to a slower but more robust algorithm. Still, the failure rate is zero for both
choices and entries over 50 bits up to the dimension 6.
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Figure 6: The number of iterations on a null determinant. The bottom row shows
the failure rate of Clarkson’s choice (left) and our choice (right) as a function of the
number of bits.

9.3 Null determinants

The numbers of iterations and failure rates are shown on figure 6. As expected, the
number of iterations is much higher in this case, about 25n for Clarkson’s choice, and
20n — 2V’ for our choice, where b’ = 53 — b is the number of extra bits available for
the integer computations. Our choice clearly stands out as a faster method in this
case. Again, the failure rate decreases faster for Clarkson’s choice, but both rates
are zero for both choices and entries over 50 bits up to the dimension 6.
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Figure 7: The number of iterations for determinants with small entries (32 bits out
of 53 available bits).

9.4 Small entries

Sometimes one wishes to use the code with maximum bit size much smaller than the
maximum available. We report on the number of iterations of the method for our
choice of s in the algorithm, on matrices generated as above but with entries on 32
bits (and 53 bits available for the integer computations). Clarkson’s choice for s is
not reported here, as it is always worse. One notes that if no determinant is null,
one can expect the algorithm to perform at most 20 iterations.

10 Conclusions

Clarkson [4] gives an algorithm that computes the exact sign of a determinant with
integer coeflicients of any size. The original analysis contains some small gaps and,
from his paper, it is not clear what the practical efficiency of the method is.

We provide a complete analysis of Clarkson’s algorithm. We show the method prac-
tical and competitive, and also examine its expected behavior depending on the
condition of the matrix. In particular, although the analysis only guarantees that
the sign is correctly computed for n X n matrices over roughly 53 — 2.5n bits using
double precision, we find experimentally that the algorithm computes the sign of
the determinant without overflowing for 50 bits in dimensions 2 to 5, for 49 bits in
dimensions 6 to 9, and for 48 bits in dimension 10 to 15.
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We introduce a different choice of the parameter s in the algorithm, which simplifies
the analysis and experimentally seems to lead to a smaller number of iterations. We
report on the number of iterations performed by the algorithm on several kinds of
determinants (random, almost null, null) and several bit-length for the entries.

The method is limited to integer matrices, and it would be very valuable to extend
it to a broader range of exponent for the input. The problem is that no upper bound
on the number of iterations is known in this case, and it is also not clear how to
perform the integral combinations over the a’s exactly. If this is needed, however,
Shewchuk [13] gives a method that achieves this and is also practical at least in small
dimensions.
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Figure 8: For the proof of (2).

Appendix

Often in the algorithm, we will need to bound the difference of two reductions having
the same numerator. We will use the following inequality

a a‘ [[all
7= —| < 16— cll- (2)
A el
Proof. Indeed, we can compute
a a‘ c lall|llell, _ Nl . llall
2o <l < 1~ el 16 =l
b ¢ ||b|| el elliel Ibll el [l = Tollel
The last equality can be proven simply by looking at figure 8. The first vector H b“ b— Hc is

one diagonal, and the second vector b — c is the other diagonal of the figure. Both diagonals
have equal length by symmetry. O

Lemma 4.2.  Assume that (n + 2)u < 0.01, and that 2"u < 1. At step j of the
reduction of by, we have
el < 5(n + 2)ul|axl],

Hbg’)H < 1.03(k — j + 2)||axl.

Proof. We know that, if j < k—1,

0 - a(i-a(s(s))

|
=
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+
=
=
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S
+
™
.~
=
N~
o~
S
N—
—

RR n~°3051



32 Hervé Bréonnimann

fl <b§j+1> - (%)bj + a§2)>
J

= bgcj-H) - (%)bj + €.

J

We can bound the errors using floating point error bounds and lemmas 3.1 and 3.2. This
yields successively:

(1)‘ < ||alc||1 1(2 2
‘63 < Tl .01(2n + 2)u
DN < arllu+ e |61+ w) < (3 +4)
j = k J j = ulla||
ool < o0 = (55 ol a2+ w0 < o+ 360+ 2,
J

Bounding trivially H bgj)

by its exact value plus the error ||¢;|| yields the recurrence

2] < o - (5] + e
J
< @+ w[of ] + @+ 3+ 2)u) e
< (e + 1.03)ax]
< 103 ((L+uwf 7+ +(1+u)+1)|a
< 103t u):m L anl

We used the assumption that (n 4+ 2)u < 0.01 and that 2"u < 1. We can bound the term
(1+u)*9+1 —1 by (k—j +1)u+2¢:-7+tDu2 by grouping all the powers of u higher than
one. Using 2"u < 1 shows that

[ < voste—j+ 2ol < 200+ Dl

Plugging the last bound into the bound on ||¢;|| yields the other part of the lemma. O

Lemma 5.1. Assume that (n + 1)u < 0.01 and that 6, < 0.01. Then, for any

vector a, we have
( 3 )
a— | —Ja;
A
b

Proof. Recall from lemma 4.1 that |ja;||> < 2.05(b;]%, [|a;|| < 1.44||b,]|. But b; is not any
vector, it is obtained by orthogonalization of a;. Specifically, a; - ¢; = ¢;2 > 0.98b;* and

< 2.46||a||-
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lle; — bjll < 6;11b;]|. With 6; < 0.01, it is easily shown that
aj - bj 2 a; - Cj — ||aj||”b] — Cj” 2 0.98bj2 — 1.446]‘1)]‘2 Z 0.96bj2,
and hence

b5 = asll” < 017 + llal” — 2a; - b; < (1+2.05 — 2 x 0.96)||b;I” < 1.13]1b,1".

(@)l < bl

[lal
b: —a;

(1+v1.13)|jal < 2.09]jall.

Finally,

llall +

A

Lemma 5.2. Assume that (n + 1)u < 0.01 and that 6, < 0.01. After step j
(7 =k—1,...,1) of the reduction of agck), we have

||| < 21257 (0.4/55 + o)) -

Proof. First recall that
) . (5+1)
af) =t - {ﬂ (a_'“bj )Jaj‘

Using that (n + 1)u < 0.01 as usual, we know from lemmas 5.1 and 3.2 that

, (5+1)
aiﬁl) _ <a’k )aj
bj
(741) (3+1)
ay o ay 4
(7+1) (7+1) 1
A _ A < =

by the definition of [-|. Recall from lemma 4.1 and corollary 4.4 that |la;|| < 1.44(|b;|| <
1.47||c; ||, so that we have %|la;|| < 0.74||c;||. Summing up, we finally obtain

.
< 2.09| aly ))

)

(5+1)
% (j+1)
L0120+ 2)upr oy | < 0.03Ha,j H
J

INA

Hag)H < 2.12Ha§€j+l)H + 0.74]|c;]l-
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Unrolling the recurrence eventually proves that

%

k—1
<0.74 3" 21277 l¢j| + 21257 | ) H
i=j

We can now use the Cauchy-Schwartz inequality which yields

k—1 ? k—1 k—1
Y2127 < [T 21269 ] [T o)
i=j i=j i=j
2.122(k=3)
S Sapoiom
The lemma follows from the fact that 0.74(2.122 — 1)"2 < 0.4. O

Proof of (1). Remembering that ((Cl—j) =1, we have by the definition of a\’’

(4) (341) (+1)
a a a
J J
(5+1) (5+1) (5+1) (7+1)
Y~ _ % . G _ g % N
< [ el ﬂ( b]. ) el + 5 llesl
(j+1)H
o leillyl G q
< e tlej |l 4 52 ‘aj H1.01(2n+2u+—c-
DAL Jut 3l
< 0.5]¢;]| + (8; + 1.04(2n + 2)u) Ha§g+1> H
< 0llesl + 8|

In the last inequalities, we have used the facts that ¢; < 6,41 and that 6; +1.04(2n+2)u <
276,41 <0.78;41 as is immediate from the definition of the §;’s. We can use the classical
inequality (z + )2 < 2(2? + »2) to get

Gj

2
. 2
2 2 +1
les I* < 0.5l 1” + 82, a0
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Lemma 5.4.  Assume that (n+ 1)u < 0.01 and that 6, < 0.01. The relative error
between S,’; and S is
|Sp — Sg| < 0.075F

Proof. Summing corollary 4.4 over j, we get
k—1 k—1 k=1
2 . 2 2
0.98 5 551> < S5 = 3 eI < 1083 1,11
j=1 j=1 Jj=1

But we must now compute the floating point accuracy of S} with respect to the sum above.
Since the dot products create an error at most 1.01(2n + 2)ul|b;||*, and each of the k — 2
additions creates an error of at most u Ef;ll ||bj||2, we get

k—1 k—1
SE= " lIbIP| < (2.02n + k+0.02)u > [|b;]1*.
j=1 j=1

Finally, since k < n, we can bound 2.02n + k + 0.02 by 3.1(n + 1), and the assumption
(n + 1)u < 0.01 shows that the quantity above is smaller than 0.031 Z;:ll |6;]°. Hence,

0.935¢ < 0.98(1 — 0.031)S5% < S < 1.03(1 4 0.031)5¢ < 1.07S¢.

Lemma 7.1. We have
b6k < 12k(n + 2)4*u,

6, < 5.25k%(n + 2)28.48% .
Proof. Indeed, §; = 0, and using the inductive definition of é;, we find that for &k > 2,

k—1
& < 2.88) 8 +T7.2k(n +2)u
j=2
4k
< 288 % 12k(n+2) 7 u+7.2k(n + 2)u
< 12k(n + 2)4Fu.

As for 6}, we can use the bound just derived to show that

k
& < Y 212262

Jj=2
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k

< 144k (n +2)? ) 4272122y
j=2
k—2 k—2
< 144K (n+2)%,| D416+ | Y 21240
=0 =0

144 x 44
V2.49% — 1/44 — 1

k2 (n + 2)%(4 x 2.12)2 Dy < 525k (n + 2)?8.48%u.

Lemma 8.2.  Assume that (n + 2)u < 0.01. Then we have P¢ < 1.05P?.
Proof. First we notice that during the k-th loop, we have ||¢;|| < (14 6;)||b;]| for all j < k,
so that it immediately follows that

PISS H (1+(5j)2bj'bj.

1<j<k

Computing the quantities (1 + 8;)b; - b; yields a PP which approximates the product above.
The error in computing the j-th factor is an additional 1.01(2n + 4)u(1 + 6;)2||b;||*, and
computing the entire chain of k¥ — 2 products results in an additional error term of at most
(k= 2)uTT <, (1 +6;)%[1b;]1%. Tt follows that

Pb > II (1+6;)%;-b; | (1 —1.01k(2n + 4)u) (1 — (k — 2)u)
1<5<k
> 0.96 H (1 + 53‘)2()]‘ b ],
1<j<k
which proves the lemma, since 1/0.96 < 1.05. O
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