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Abstract: We consider several interacting strings of characters. Otherwise
speaking, we consider one-dimensional random walks interacting with each
other and with their environments (mostly in a one-sided manner). This em-
braces many applications: queueing networks with different customer types,
random walks on some discrete non-commutative groups, random Turing ma-
chines and others. We present a scheme for the general theory of such pro-
cesses, the general theory of random walks in the orthant being a particular
case. This scheme is being developed in several papers, a review of which is
presented here.
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Chaines de caracteéres en interaction

Résumé : Nous analysons plusieurs chaines de caracteeres en interaction.
Une autre fagon de voir les choses est de consideérer des marches aléatoires en
dimension 1 en interaction mutuelle, ainsi qu’avec leurs environments respec-
tifs.

Mots-clé : Mots de caracteres, Chaines de Markov, files d’attente multi-
types, Machines de Turing.
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1 Introduction

1.1 History

Homogeneous random walks in Z¢, a popular reference for which is Spitzer [11],
is now a well-established domain of probability, coinciding in several points
with summation theory of independent random variables. This theory has
many natural generalisations. Amongst them are

e Random walks with boundaries.

The simplest case is the random walk in Z, and its applications in
queueing theory. A difficult generalisation are random walks in mul-
tidimensional orthants [8]. Many queueing networks are in this class.

e Random walks on discrete groups.
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The most popular examples are amenable groups (see [17]) and free non-
commutative groups (the first fundamental paper is [18], one of the last
references is [20]). Many results for free and modular groups that have
been obtained earlier by the generating functions method, are covered
by our theory using purely probabilistic arguments.

e Random walks on trees, see [19].

e Random walks in a Random Environment: a frozen environment (see for
example [9]), a dynamic environment etc.

Here we present a class of Markov processes that contains or is related to
many of the generalisations mentioned above.

1.2 On the Main Result

Here we will present a review of published results and also the scheme of the
new general theory of such processes. There are two basic difficulties behind
the theory presented below: one is random walks (or diffusion processes )
on a manifold with boundary. Contrary to well-known theories for the case
of a smooth boundary, we will present here the (much more complicated)
situation of a piecewise smooth boundary. The parameter C' that is a good
measure of complexity for such problems, is the maximum codimension of the
intersections of the smooth parts of the boundary. For example, the half line
and half space have C' = 1, and the quarter plane has C' = 2, because the
origin (the intersection of two linear axes) has dimension 0.

The second one is local interaction of a particle in a random homogeneous
environment, interacting with it. Here we will consider the simplest situation
of an environment that is non-trivial only from one side of the particle and that
moves together with it. But this gives us the possibility to obtain deeper results
without restricting the assumptions, for example such as small parameters,
used in mathematical statistical physics, or locally interacting processes. The
case of an environment on both sides of the particle will be considered only in
the one dimensional case (it models random Turing machines).

We study our processes by constructing (using scaling) simpler Markov pro-
cesses or even deterministic dynamical systems (which we call macroprocesses)
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on a compact space. If such dynamical system is uniquely ergodic, then we
can give necessary and sufficient conditions for recurrence and ergodicity of
the process in terms of the macro-process (dynamical system). This embraces
all results known to me at the moment. It is a long way even to formulate this
result in exact terms, so we do it with the simplest possible assumptions that
are nevertheless reasonable from the point of view of the models encountered
in applications.

2 Homogeneous Walks

Homogeneous random walk in ZM is the necessary starting point of random
walk theory in Zf[ . In this section we study Markov processes which play
similar role with respect to evolution of finite strings we shall study later.
This class of Markov processes is more complicated than homogeneous random
walks and there are still many open problems.

2.1 Definitions

A finite string a = x125...x, is a sequence of symbols z; from some alphabet
S ={1,2,...,7}. We shall always enumerate finite strings from left to the
right starting with 1, n is called the length n(«a) =| a | of the string, x, is its
rightmost symbol. The set of all finite strings, including the empty one (, is
denoted by A. Concatenation of two strings « = x1...x, and f = y1...Yy, 1S
defined by aff = z1..x1m Where z,11 = Y1, ..., Tt = Ym-

We shall consider also (left) semiinfinite environments { = ...x_jxq, i.e.
functions on Z_ ={...,—2,—-1,0} — S.

We consider also a particle at the point n € Z and a pair (n,¢), which we
call a particle in one-sided environment £. We call this pair a semiinfinite string
(i.e. it is an environment with specified enumeration) and sometimes denote
it also by, without abusing the notation, & = ...¥n 1Yn, Yn = To, Yn-1 = T_1, ...
Thus, semiinfinite string is a function o : Z — S which is undefined starting
from n 4+ 1.The set of all semiinfinite strings is denoted by 4., the set of
random environments by €.
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One can define the concatenation aff = ..., 1Tp...Tpem of a semiinfi-
nite string o = ...x,, 12, with finite string § = y;...y,, where again x,; =
Y1y -ey Tntm = Ym- Denote 6 the shift on Z: 0(i) = i+ 1. This defines the shift
on the set of semiinfinite strings

0(a) = .. Yn—2Yn—1, Yk = Tht1
For any string o = ...x,,_1x,, we define its shift to 0:
= 0™

that is the renumeration of string so that the left-hand symbol had number 0.

To define the evolution one can think about a particle, performing random
walk and also changing and creating an environment from the left of itself,
with jumps dependent on the environment. Evolution of semiinfinite strings
is defined by transition probabilities

q(7,6) = Pla(t+1) = pé | a(t) = p)

where p is a semiinfinite string, 7,6 are finite with n(y) = d,n(6) < 2d.
Note that the transition probabilities do not depend on p, this corresponds to
the homogeneity property of random walks in Z¥. The parameter d is fixed
and characterizes the "depth” of interaction. We shall assume that d = 1,
generalization to d > 1 mainly does not give new qualitative phenomena but
demands a lot of technical work. In this case ¢(x,() is the probability to
erase the last symbol x of the environment and to move to the left, ¢(x,y) is
the probability that the particle does not move but substitutes the right-most
symbol of the environment by y and ¢(x,yz) is the probability to jump to the
right and to substitute = it by two symbols yz. We shall call this Markov chain
an environment interacting random walk (EIRW) or simply, a random string
in Z.

The object of our study in this section will be Markov chain M with
the state space XM, A,. We can think about this as a particle at the point
i€ ZM i = (ny,...,ny) and the environment vector gwith coordinates

gi = ---yi,—lyi,()ai = 1) 27 7M
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This pair gives M-vector A of semiinfinite strings
Q; = ---xi,(ni—l)mi,npi =12, M,2ipn, = Yi, 00 Ti(n;—1) = Yi,—1

If in one dimension one can really think about environment as a function
Z — SUA{0}, for M > 1 this is much less natural, because it is a function
ZM — S U {0} and changing this environment by the particle is not local in
the topology of ZM. But the notion of the particle is very useful because we
shall always use the analogy with the classical random walk theory (r = 1).

Transition probabilities are defined as follows. Let ¥ = Z(A) = (2,0 =
1,..., M) be the array of all righthand symbols of A and 5= (6iyi=1,..., M)
be an array of strings. Each string 6; has length 0,1 or 2. Let B be the array
of strings

,62' = ...xi,(ni_l)éi,z’ = 1, 2, . M

Then one step transition probabilities P,p depend only on # and §. In other

=

words they are equal to some ¢(Z, §) where for all ¥

3 q(7,8) =1
7

We shall use often the following:

=

Condition 1 (IIC) Strong Irreducibility Condition: all q(Z,6) are nonnega-
tive. Note that in many interesting examples this condition is violated, so
we have also to study cases when it does not hold. But we assume it unless
otherwise stated.

2.2 Classification

If » = 1 we have classical random walks in Z™, let us remind the main results
for them.

Theorem 1 1. For M > 2 random walk 1s always transient

2. For M = 1,2 random walk is recurrent iff the mean drift is zero; other-
wise it is transient;
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3. In particular we have that random walk is recurrent only on the set of
parameters of Lebesgue measure zero in the parameter space

We know that law of large numbers and central limit theorem hold for this
random walks. For EIRW we need more general definitions. We call the
particle process (i.e. the random process n(t) € ZM ) recurrent if for any
initial state of the Markov chain particle visits 0 with probability one, and
call it null recurrent if it is recurrent and this random recurrence time of the
particle to 0 has an infinite expectation for all initial conditions.

Here and farther the statements called theorem-hypothesis mean that it is
likely to be true but formal proof does not exist, moreover we always indicate
cases where it is proved.

Theorem-Hypothesis 1 1. For any parameters the particle is either null
recurrent or transient;

2. For M > 2 the particle is always transient (that is non recurrent)

3. for M = 1,2 the particle is null recurrent only on the set of parameters
of Lebesque measure zero in the parameter space

This hypothesis is proved for M =1 (see [3], [4], [7]). Also it can be proved
for M > 1 independent strings, that is when each string evolves independently
of the others.

2.3 Invariant measures

To formulate statements similar to the LLN or CLT we need an important
definition. Any measure i on (€,)M is completely characterized by its corre-
lation functions. At the same time the distribution of the Markov chain at time
t is completely characterized by two projections: distribution of the position
n(t) of the particle and distribution u(¢) of the environment. For example, for
M =1 consider right-end k-point correlation functions pf at time ¢

P (1) = P(@n@)(t) = 1)

Pi(1,5) = P&y (t) = i, Tngy—1 (t) = J)
etc. They define uniquely the induced distribution on &, = A% = 6y A,
which we denote pu(?).
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Definition 1 Measure yu on (Ex)™ is called invariant if from u(0) = p follows
that u(t) = u for all t ( initial n(0) does not play any role).

To each invariant measure p we assign the drift vector ¥ = ¥(u) with compo-

nents
vi =Y u(M)q(¥; 8)(n(8;) — d)

-

7,8
Note that for classical case r = 1 this drift vector is unique (because there
is only one environment and point invariant measure) and is a standard drift
vector.
Define also the vector of signs

sign(p) = (sign(v;), i =1, ..., M), sign(v;) = —, 0, +

There are 3™ of such vectors , and we shall speak about invariant measures of
the corresponding type, for example (0, ..., 0)-measure is an invariant measure
p with sign(u) = (0, ..., 0).

Theorem-Hypothesis 2 1. Ifthere exists (0, ..., 0)-measure then there can-
not be invariant measures of other types;

2. Stronger hypothesis: if there exists (0, ..., 0)-measure then it is unique

This is proved for one-dimensional case (see [7]).

2.4 One-dimensional Case
2.4.1 (+)-measures
Theorem 2 The following conditions are equivalent:

1. For some initial condition the position of the particle n(t) — oo a.s. as
t — 00,

2. There exists v > 0 such that for all initial states @ — U a.S.;

3. There ezists an invariant (+)-measure.

In this case we have also

INRIA



11

e There exist unique invariant measure 1 on A% ;

e Correlation functions pf tend (exponentially fast) to correlation functions
of 1.

For any measure p on environments define its limiting correlation functions

k— —oc0
lim p(zp =i, 2%-1 = J), .-
k——o0

etc., if these limits exist. Denote the corresponding measure, defined by the
limiting corelation functions, by Lim(pu).

Theorem-Definition 1 For the invariant measure i of theorem 2 the limiting
correlation functions exist and define translation invariant measure Lim(p) on
SZ.

This asymptotic measure is a Gibbs measure with exponential mizing pro-
perties.

Exponential mixing is proved in [3]. There are two explicit series for the
correlation functions of the invariant measure (first see [3], second see [6]).
2.4.2 (—)-measures

Theorem 3 Assume IIC. Then the following conditions are equivalent

1. The position of the particle n(t) = n(a(t)) — —oc0 a.s. ast — oo, for
some initial conditions;

2. For each initial translation invariant condition (we take the restriction of
a stationary process n as the initial condition) there exists v =v(n) < 0
such that @ — v a.s.;

3. There exist continuum of extremal invariant measures . on A% ;

4. For all translation invariant initial states n the correlation functions p*
tend to some limit u(n) and not all of these limits are equal (hopefully
all of them are different).
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See [3] , [6]. There are also formulae for the correlation functions of these
invariant measures (see [6]).

All invariant measures p with translation invariant Lim(u) can be obtained
in this way. A. Zamyatin proved (unpublished) that the limiting measure,
which is invariant, also exists if we start from periodic string.

Problem 1 [t is not known whether invariant measures p with non translation
invariant Lim(u) ezist.

2.4.3 (0)-measures

Theorem 4 In all other cases, different from the situations of the previous
theorems, there exists a unique invariant measure. The drift vector, corres-
ponding to it, is the zero vector.

2.5 (4+,+,...,+)-measures

Theorem 5 Assume IIC. Then the following conditions are equivalent

1. For all initial conditions the coordinates n;(t),i = 1, ..., M tend to plus
mfinity a.s.;

2. There exist v; > 0,1 = 1,..., M such that ﬂtﬁ — v; a.8. for all initial
conditions;

3. There exists unique invariant measure on E with sign(p) = (+, ..., +)
This is proved in [12]. In the same paper the following facts are also proven.
Lemma 1 There exist k > 0,¢ > 0, such that for all environments &

Elni(k) — ni(0) | n(0) = no, £(0) = &] > €, Vi

Lemma 2 (Ezponential convergence)
All correlation functions converge exponentially fast to the correlation func-
tions of the invariant measure.

Let us introduce the parameter space P = {¢}.
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Problem 2 In the generic situation, that is for parameters in P\ Py where
Py is a set of Lebesque measure zero, the conditions of the theorem are also
equivalent to the following: There exists unique invariant measure on (Eq)M.
In general it is not true due to the possibility of null-recurrent case (for M =
1) when the invariant measure is also unique (for example, for independent
strings).

2.6 Coexistence of measure types

For two semiinfinite strings (M = 2) we shall be interested in 4 types of
invariant measures in this case: ++, 4+-, -+, - - (we shall not consider here the
situations with 0-type measures: +0, -0, 00, 0+, 0- ). We showed already that
if ++ measure exists then no other can exist. We shall now consider examples
of other situations.

Problem 3 Do invariant measures p with translation invariant Lim(u) al-
ways exist ?

Only (-,-) measures exist. We shall give examples of such situation.

Example 1. Consider two independent semiinfinite strings, assuming
that each has an invariant (—)-measure (hence, a continuum of such measures).
Denote the corresponding transition probabilities go(-,.). In this case there are
no invariant measures other than (-,-)-measures.

Small perturbations.

Lemma 3 If differences q—qq are sufficiently small then for the system defined
by q also only (—, —)-measures exist.

Drift properties.

Problem 4 Assume that only (-,-) measures exist. Then for all initial envi-
ronment both particle coordinates tend to —oo almost surely.

RR n~° 3057
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The intuition behind this problem is the following: all drift vectors ¥(u) for
the invariant measures have coordinates bounded away from zero due to the
closedness of the set {ji} (not that we assumed that other sign possibilities
cannot occur). Then it seems plausible that Lyapounov function should exist,
uniformly in the initial environment. Now we should discuss more about Lya-
pounov functions. We would like to prove the following

Lyapounov property.
Condition 2 There exist k > 0,¢ > 0, such that for all environments &

Elni(k) —ni(0) [ n(0),£(0) =¢] < —¢,i=1,2

Only (+,-) measures exist. Here the same arguments and examples work.

Problem 5 Assume that only (+,-) measures exist. Then for any initial en-
vironment first particle coordinates tends to oo and the second tends to —oo
almost surely.

Lyapounov property. It looks quite similar.
Condition 3 There exist k > 0,e > 0, such that for all environments &
Elna(k) — n2(0) [ n(0),£(0) = €] < —e
Efny (k) = n1(0) [ n(0),£(0) = €] >

Note that all this was proved long ago for » =1 (see [1]).

One string controls another one. More examples can be constructed
using the following mechanism: assume that one string ( say string 1) evolves
independently of the string 2 but jumps of the string 2 depend also on the
rightmost symbol of the string 1. Choose string 1 to have (—)-type invariant
measure. Then by appropriate choice of transitions for string 2 one can get
the situation when only (—, —)-measures exist or only (—, +)-type measures
exist.

INRIA
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(-,»-) and (-,4) measures coexist Let us show that (under IIC condition)
there can exist situations when there is a continuum of (-,-) and continuum of
(-,4) measures. Take alphabet S = {1,2} and M = 2. Assume the following
conditions:

e For the string 1 one-step transitions z — (), that is erasing the rightmost
symbol at one step , have probability bigger than 1 — € for all z;

e If the rightmost symbol of string 1 is 1 then transitions x — ) for string
2 have probability bigger than 1 —e¢ for x = 1, 2, if the right-hand symbol
of string 1 is 2 then transitions x — yz have probability bigger than 1 —e¢
forx =1,2.

Proposition 1 There exist in this case (-,-) and (-,+) invariant measures.

JFrom the first condition it follows that string 1 moves always to the left.
Assume its initial state was pure 1. Then for ¢ > 0 sufficiently small there
exists 6 = 6(e) > 0 such that for all ¢ the probability that right-hand symbol
of string 1 is 1 should be bigger than 1 —¢. Then string 2 moves to —oo. This
gives invariant measure (-,-). The same argument with initial condition ”pure
2” of string 1 gives (-,+)-measure.

Theorem-Hypothesis 3 Assume that only (-,-) and (-,+) measures ezist.
Then for all initial environment first particle coordinate tends to —oo almost
surely.

In this case Lyapounov function can exist only for one coordiate but not for
two simultaneously.

Can (-,4+) and (+,-) measures coexist ?

Problem 6 Consider 2-dimensional IIC case. Can (-,+) and (+,-) measures
simultaneously exist ?

Random Turing machine (see below) can be considered as two semiinfinite
strings which are both put on Z. Rightmost end of string 1 to the point
n, string 2 is reversed (right end becomes left end) and this end is at the
point n + 1. It follows that measure coexistence cannot occur if there is the
conservation law n(t) = ny(t), i.e. the sum of coordinates of two particles is
constant. Note that condition IIC is violated here.

RR n° 3057
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3-dimensional example We shall show that there can be simultaneously (-
,+,-) and (-,-,4) measures. Choose just string 1 as in the previous proposition.
Then let the jumps (+,-) of the strings 2 and 3 have probability close to 1 if
the right-hand symbol of string 1 is 1, and jumps (-,4) if it is 2.

2.7 Main uniqueness result

For given measure p on two semiinfinite strings let P;u,7 = 1,2, be its projec-
tion (marginal distribution) onto the first and second factor correspondingly.

Theorem-Hypothesis 4 We give two different formulations

e Let some point {q} € P be firzed. Then for any translation invariant
measure iy on S” there exists not more than one invariant (-,+)-measure
w with Lim(Pyp) =

o Assume that starting from p with Lim(Pyp) = w1 we have that the second
coordinate x4 of the particle tends to +00 a.s. Then this holds for all u
with Lim(Pyp) = py and moreover u(t) tends to an invariant measure
which depends on p only through Lim(uy).

Second version is proven (see [12]) for the case when p is markovian. The
same coupling argument should work for x; with exponential mixing.

Intuition. The proof in [12] generalizes the coupling method used in [3] for
the transient case. If for given yu; there exists invariant (-,4) measure, then
starting with this measure second coordinate of the particle goes to +oo. It
follows (by coupling) that second coordinate of the particle goes to +oo for
any initial distribution with x; marginal. And the measure at the end of the
string 2 depends only on the (-)-infinity tail of the measure y;.

There is an obvious generalisation of this theorem for M > 2. These
uniqueness is crucial for the construction of the scattering operator below.

2.8 About explicit formulae
2.8.1 One dimension

Explicit conditions on the parameters for all cases (ergodic, transient, null-
recurrent) are discussed in [4]. Case d = 1 is sufficiently explicit, as for explicit
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conditions for the parameters, when these 3 types of behaviour occur, the case
d > 11is technically more complicated and there are some open problems there.

2.8.2 Simple invariant measures.

In some cases invariant measures are sufficiently simple (Bernoulli) and can be
explicitly calculated. For example, in LIFO networks without synchronization
constraints. For such networks with M nodes we have EIRW with M strings.

Lemma 4 For the above model in the transient case the only invariant mea-
sure is Bernoulli measure.

Proof. By simple verification. With probability ¢(z; () we erase the last symbol
and Bernoulli property does not change. With probability ¢(z) we append a
new symbol to the end, independently of the others. So, invariant probabilities
for Bernoulli scheme are z‘f(;()m ;-

For M > 1 we shall prove that there exists Bernoulli measure if the follo-
wing conditions are satisfied. There can occur only the following events

e crase last symbol = of one of the strings ¢ with probability p(i; z) inde-
pendently of other symbols;

e put one last symbol from the end of the string ¢ to the end of another
string j with probability p(i, 5);

e add one symbol z at the end of one string ¢ with probability ¢(i, x)

Proof: Just check that after each event we have still conditional Bernoulli pro-
perty. We need also that all symbols of all strings were identically distributed.
To get this we can find one-particle correlation functions from M (r — 1) linear
equations, with the same number of unknowns - the probabilities (i, x) that
the last symbol of string 7 is .

Note that there are many results for product invariant measures for er-
godic finite strings, see [14], [15]. It seems that they can be generalized for
semiinfinite strings as well.
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2.8.3 General case

It is known that even for generic situation with » = 1, M = 3 one cannot
get explicit ergodicity conditions. In this paper our goal is to subdivide the
problem on simpler parts. For each part it is easier to see whether explicit
solution is possible or not. One of the possible formulation of SOME seemingly
reasonable conditions is the following: just to postulate existence of some
Lyapunov functions. The problem is that even this is not possible in the generic
situation. But local Lyapunov functions seem to wotk in many cases. To
explain their meaning and to give such formulation one needs big machinary:
to present one such machinary is the goal of this paper.

Nevertheless, search of parameters for which explicit conditions exist stays
a very challenging problem, especially if it is related to important applications.

3 EIRW in zV

3.1 Definitions

For each EIRW we shall define a class of countable Markov chains. For M =1
the state space of these countable chains (called EIRW on the halfline or one-
sided evolution of finite strings ) is the set of all finite strings .4, including
the empty one. We assume that for strings of length n(a) > d the transition
probabilities are defined by the same formulae as for semiinfinite strings, but we
need also to prescribe transitions probabilities for strings of length n(a) < d—1.
We shall define them arbitrarily assuming only "non degeneracy”, for example
that for all & with n(a) < d we have

Pas = Plalt+1) = B | a(t) = a) > 0

for all # with n(8) < 2d. Further on we shall consider the case d = 1, unless
otherwise stated. For this case one has to define separately only transition
probabilities pgg, pg. from the empty string to strings of lengths zero and one.

The main object of our study will be Markov chains M with the state space
xM, A. Note that for the case 7 = 1 this set is just the orthant Z} and we
shall see that for this case we shall get exactly random walks in this orthant.
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Some knowledge of the theory of random walks in Z would be useful in the
sequel (see [8] , [1])-
It could be natural, for any A C {1, ..., M}, to consider the subset

Face(A) = x1,B; € xM,

where B; consists only of the empty string for i ¢ A and equals A \ {0} for
t € A, and call it a face. It is really a face of the orthant when » = 1. Note
that the whole set x*, A is the union of all 2 faces. Unfortunately, for this
definition of faces one cannot define perpendicular to the face and because of
this such a useful notion as the induced chain (as it is possible for r = 1). We
shall introduce below a new definition of induced chains (analog of induced
chains, see [1]) in a quite different way.

To define transitions we should, for each A including the empty one, intro-
duce a set of transition probabilities, different on different faces.

Condition 4 (Maximal homogeneity condition) .

For each A € Face(A), B € xM | A, let Psp satisfy the following condition:
Pusp depend only on A, on the last symbols of nonempty strings of A and on
the vector & defined below.

More formally, let A be M -vector of strings

o; = :L',lxml,z = 1, 2, ceey M

Let 7 be an array of all last symbols x; = x;n, of these strings; if a; is empty
then z; also is. Let § be an array of M strings 6;,1 = 1,..., M, where 6; has
length zero, one or two if i € A and zero or one otherwise. Then the only
possible one step transitions are

& = T41.--Lijn; — 3:1-1...331-,,11._162-,@' = 1, ceey M

Thus, last symbols of nonempty strings are erased and, instead of it, to
the right end of each string zero, one or two symbols are appended. To each
empty string zero or one symbol is appended.

Condition 5 (Analog of the IIC) . All such Pap are positive.
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3.2 Induced chains

Related to the countable Markov chain on x,A we shall consider Markov
chains M, called induced chains, the set of states of which is a product x ¥, A,
where A; = A,i ¢ A and Ay = Ay,i € A. w We call | A | dimension of the
face. Transition probabilities on these chains are the same P,p only some of
strings in A are semiinfinite, the previous definition holds for this case without
any changes. Note that induced chains are uncountable except the case A = 0.

The state of the induced chain is defined by a particle (in ZL:‘ ‘), | A |
semiinfinite environments and M— | A | finite strings.

The idea of the induced chains M, is that they define the behaviour of
the system far away from the boundary of A, i.e. when the lengths of strings
a;,1 € A is sufficiently large.

Note that for r = 1 the situation was simpler and we defined induced
chains (see for example [1]) just by projecting initial transition probabilities
onto the perpendicular to the face. So, in this case induced chain is a Markov
chain on Zf’ ~IM . We could separate in this case perpendicular and tangential
components of the process close to the face. It appears that it is not possible
to do it for 7 > 1 and we consider Markov chains on Zf_w x ZAl. Now,
following the new definition, A = {1, ..., M}, then M, is just a Markov chain
on semiinfinite strings, the homogeneous case studied in the previous section.
For the random walks (r = 1) this corresponds to the random walks on all
ZM which is completely homogeneous.

For the random walk «(t) in Z} let us consider the following scaling: we
start at [zN] and put t = [rN]. For 7 < idist(z,0R}), if 2 belongs to the
inside part of RY (i.e. the coordinates of the vector z are positive), we have
then as N — oo

1
Na([TN]) — v

where v is the mean drift inside Z}.

This holds because during this small "macrotime” we cannot reach the
boundary of the orthant and our evolution coincides with that for completely
homogeneous random walk on all ZM™. Unfortunately, this scaling does not
always hold for » > 1, but only for special ”stationary” initial conditions. To
understand this we should start with reviewing results concerning evolution of
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one string. For example the set of invariant measures will be used below for
constructing the fundamental vector bundle.

3.3 One-dimensional Case

Here we consider Markov chains M on A and M, on A, corresponding to
the evolution of one string. Note that Markov chains M on A are countable
Markov chains and we can use standard terminology concerning countable
Markov chains.

3.3.1 Transient case
Denote P; = P the set of all parameters ¢(.,.) with fixed d > 0.

Theorem 6 The set Py C P of parameters where Markov chain M is null
recurrent has Lebesgue measure 0.

Theorem 7 Assume IIC. Then the following conditions are equivalent on P\
Po

1. The Markov chain M 1s transient;
2. The length of the random string n(t) = n(a(t)) — oo a.s. ast — oo;
3. There exists v > 0 such that for all initial states @ — v a.S.;

4. There exists a unique invariant measure u on A% ;

5. Correlation functions pf tend to a limit which is the same for all initial
States.

Theorem 8 Under conditions of the previous theorem
e The invariant measure i has translation invariant Lim(u);
e Moreover Lim(u) has the exponential mizing property.

This coincides with the invariant measure for the corresponding semiinfinite
string.
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3.3.2 Ergodic case
Theorem 9 Assume IIC. Then the following conditions are equivalent P\ Py

1. The Markov chain M 1is ergodic;

2. Any of assertions of theorem 3 for the corresponding semiinfinite holds

In ergodic case also other stabilization laws exist.

Theorem 10 Let 7 be the stationary distribution and wy be the conditional
stationary distribution under the condition that the length of the string is N.
Then the conditional correlation functions wn(6), i.e. probabilities that the last
substring of length n(6) of the string (of length N ) is 6, tend as N — oo to
limiting values exponentially fast.

Another approach to this limiting correlation functions is infinite volume
limit. We start from some finite truncation of the countable Makov chain.
This means that we consider a sequence M of finite Markov chains. The
state space of M is the set all string of the length less or equal to L. If the
string has length less than L then its jumps are the same as for the countable
chain. If the length is exactly L then we introduce other jumps (boundary
conditions, assumed nondegenerate). If N,L — N tend to infinity, then the
conditional stationary distribution of the last symbols of a string of length N
stabilizes to the same limiting correlation functions independently of boundary
conditions. This was proved in [16]. A difficult problem is to see whether it is
true for the case d > 1.

3.3.3 Null recurrent case

Theorem 11 Assume IIC. Then the following conditions are equivalent
1. The Markov chain M s null recurrent;
2. There exists invariant measure p with v(p) = 0;

3. Any of assertions of theorem 4 holds
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3.3.4 Non IIC
Simplest case when the condition IIC is violated is the following:
Reducibility in terms of the alphabet. Assume that R = U;R;, R,NR; #

(0 if ¢+ # j. Assume that ¢(.,.) are zero if they contain symbols from different
R; and nonzero otherwise. We shall encounter such situations later on.

3.4 Escape to infinity along the interior.

Now we turn again to multidimensional case.
Theorem 12 Assume IIC. Then the following conditions are equivalent

1. The coordinates n;(t),i =1, ..., M of the particle tend to plus infinity a.s.
for all initial states;

2. There exist v;,1 =1, ..., M, such that "T(t) — v; a.s. for all initial condi-
tions;

3. There exists unique invariant measure on Mg with signp = (+, ..., +) ;

4. There are no invariant measures for any of the induced chains with A #
{1,..., M}

In the situation of this theorem the chain M is transient. Proof see in
[12]. For random walks (r = 1) it corresponds to the case when the mean drift
inside the orthant has all its coordinates positive.

3.5 Invariant measures for the induced chains

We should study uncountable induced chains as well as the countable chain
xM A. The study of induced chains gives some inductive (in M) approach to
the problem, resembling inductive approaches to the (M + 1)-body problem
in quantum mechanics and also for already better understood case of random
walks in fo . The main role here again will play invariant measures. The
first step was the study of invariant measures for the homogeneous case (the
simplest induced chain).
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Measure on xM A% A = A° i e A; A = A,i ¢ A is called invariant
if it is invariant with respect to dynamics of the induced chain. Note that
this definition coincides with the one for the completely homogeneous case
(A=A{1,....,M}).

We shall give two definitions of ergodicity for a face.

1. The face is called ergodic if there exists an invariant measure on the
corresponding x M AY.

2. The face is called strongly ergodic if the following Lyapounov condition
holds: there exist £ > 0,e > 0 such that

Elni(k) = ni(0) [ 7(0),£(0)] < —e,i & A
for all n;(0) sufficiently large uniformly in the other initial conditions.

By compactness it can be shown that each strongly ergodic face is ergodic.

For r = 1 ergodic faces have exactly one invariant measure and the first
definition then is exactly the definition of ergodic face for random walks. For
general r there can be many invariant measures.

Let us consider one-dimensional chains for the case M = 2.

Assume that only (-,-) measures exist for A = {1,2} and both induced
chains are strongly ergodic.

To get ergodicity conditions we shall now consider invariant measures on
ergodic one-dimensional chains. Introduce first the drift vector ¥ = #(p) cor-
responding to a given invariant measure p on this induced chain. It has only
the component along this face ¢ which is equal to

v =3 n(Pa(F: 8)(n(6:) = 1)

Theorem-Hypothesis 5 o [f for some ( ergodic) face i there exists inva-
riant measure with v; > 0 then this invariant measure 1s unique. In this
case the (two-dimensional ) Markov chain is transient

o If for any ergodic face v there exists invariant measure with v; < 0 there
are continuum of such invariant measures and all of them have v; < 0.
In this case the Markov chain is ergodic.
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We shall give some intuition of the proof. We use two Lyapounov functions:
one which forces the second component to go to zero and other one for the
induced chain. Lyapounov function for the induced chain can be constructed
similarly to the construction of Lyapounov function for one-dimensional EICW
(see [4]). Then we glue these Lyaponov functions together as it is standard for
random walks in a quarter plane (see [1]).

3.6 Euler limit

We consider first the 2-dimensional case. For classical random walks in Zi we
start from the point [xN] € Z3 with z € R? fixed and N — oco. We can prove
that for 7 € R, small we have in probability

1
lim — N =
im Nn([T )=z +or

Nooo
where v is the mean drift inside Z2.

For M > 1 we should fix not only the initial point but also initial en-
vironment for the corresponding induced chain, so let us fix (z, 1), where u
is an invariant measure for homogeneous two-dimensional ECRW. For large
N this means that we take both long strings random with almost stationary
distribution on them.

Proposition 2 Assume that p is (-,-)-measure. Then we have in probability
o1
Jim (V) = @+ ()7

This formula holds for all T < 1y, where Ty is such that x + v(u)1o belongs to
one of one-dimensional faces.

The same holds when p is (4,-)-measure.

Proposition 3 Assume that only (+,-)-measures exist and u is one of such
measures. Then for T > 1,

lim %n([T]N) =+ v(u)1o + 11 (T — 70)

N—oo

in probability, where the vector vy has zero second coordinate (that is, looks
along the face 1).

Proof. The proof is similar to that for classical random walk in Z2 (see [2]).
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3.7 Escape to infinity along a face

Here we want to find the analog of the proposition 1.2.3 of [§].

Theorem 13 Assume IIC. Assume that for the induced chain M there exists
an invariant measure pin such that v;(us) > 0,7 € A. Then

1. The chains M, and M are transient;
2. "T(t) — v; for all v € A with positive probability,

Proof. It is similar to one of Proposition 1.2.3 in [8] using Birkhof ergodic
theorem for functionals n; of the stationary Markov chain on A} x A™.

4 Macroprocesses on RY

4.1 Scaled dynamics on the measure bundle

It is known that often the dynamical semigroup can be defined only on the
tangent bundle but not on the configuration space. Similar situation occurs for
evolution of strings for » > 1: we have to consider dynamics on the measure
bundle over R} instead of RY itself for r = 1..

Definition 2 Measure bundle over Rf is the set of pairs (x,u) where x €
Rf \ 0 and p is an invariant measure on the induced chain for the face A of
Ri/[ to which x belongs or on some face A; closure of which contains A.

We assume also that in the latter case p is an outgoing measure for A, that
18 the corresponding drift vector has positive components perpendicular to A.

To understand the intuition behind this definition we explain it in the simplest
case. Assume that we start from the string o such that | o |= [zN],z € RY
has all coordinates positive. Assume that z is fixed but otherwise « is taken
random as the restriction of stationary process with distribution x. Then with
Euler scaling for sufficiently small macrotime 7 we shall move by the Law of
Large Numbers with velocity v(u) (in fact, until we reach the boundary of
RM).
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Now we define the dynamics in the general case. It is a semigroup defined
by: if at time 0 we have

2(0) =z € A, p(0) =

and p is a measure for some face A; closure of which contains A (it can be
that Ay = A).Then

z(t) = x + tv(p), u(t) = p
until z(¢) reaches the boundary of A;. At time ¢; when it reaches the boun-

dary of A; at the first time at some point y € 0A; the dynamics becomes
discontinuous and defined as follows

z(t+0)=y,ult+0)=v

where (y,v) is an invariant measure on JA; or an outgoing invariant measure
on some face Ay, the closure of which contains dA;. This transition is defined
by the COLLISION or SCATTERING operator S which consists of operators
Sy for all A:

Sp : H(in,A) — H(out, A)

where H(in, A) is the set of all ingoing (we already defined outgoing measures,
ingoing are defined similarly, see also [8] about similar definitions) measures
for A, that is measures on the faces of dimension | A | +1, closure of which
contains A, and such that their drift is negative in the direction perpendicular
to A. In H(out, A) we include all outgoing measures and measures on A itself.

In the next section we shall give examples of these collision operators for
two-dimensional case. Later we shall give a general definition of collision ope-
rators.

However, these dynamical systems help only in two cases: when all trajec-
tories lead to zero or when there exists a face, all trajectories on which lead
to infinity. In network examples, that were solved until now by the queueing
theory community, only such situations occur. In more complicated situations
one should choose different strategy.

4.2 Collision operators in 2-dimensional case

We give now definition and classification of collision operators for the 2-dimensional
case.
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Figure 1: Strange escape

Assume 1 to be (+-) invariant measure for the interior and

i = Lim(Py(u))

Denote then by H(out, i1) the set of all invariant (-+) measures v or invariant
measures v for one-dimensional face 1, with

w1 = Lim(Pi(v))

. Then collision operator S (on face 1) maps the ingoing measure u to some
randomly chosen measure on H (out, 7). If this choice is always unique, we
call a collision operator deterministic.

Theorem-Hypothesis 6 Under IIC condition H(out, 1) consists of only
one measure.

This can be proven if Lyapounov condition for p holds. If one of the two 1-
dimensional faces has no outgoing pairs or both 1-dimensional faces have no
outgoing pairs, then the classification of theorem 5 above holds.

In this case for any initial condition after finite macrotime we come to this
1-dimensional face, say face 1. Afterwards, we go along face 1.

In the following subsection we give examples when both 1-dimensional faces
have outgoing pairs. This will give us ”strange” ways of escape to infinity, see
Figure 4.2.
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4.3 Deterministic Reflections

Let a partition of the alphabet be given
oty = UF, FOF =0,i #J
=1

Evolution of two strings («(t), (t)) is defined by the point p € P, where P
is the parameter space. We denote symbols of string « at time ¢ by z(¢),and
those of string 5 by yx(t).

For given parameters p call a pair of subsets (F;, Fj) a stable pair if, as-
suming zx(0) € F;,yx(0) € F; for all £ (further on we shall use the following
abbreviation instead: a € F;, § € Fj), we have xx(t) € F;, yx(t) € Fj a.s. until
at least one of the strings becomes empty.

Definition 3 We call state (o, 3) a pure state if each string is either empty
or all its symbols belong to one of F;.
We call F; quasiirreducible classes if the following conditions hold:

e Each pair (F;, Fj) is stable;
o The set of all pure states is a closed class for our countable Markov chain

Definition 4 We call ECIW on Z} deterministic if all collision operators is
deterministic

Definition 5 Assume that F; are quasiirreducible. We call pair (i,7) a right
admissible pair (and we shall write i — j) if the following conditions hold:

o [f both strings are nonempty and o € F;, 8 € F; then « influences on 3
but not vice vers. This means that o mowves independently of 3;

e String «a has an invariant (-)-measure while being in F; (i.e. restricted
to F;).

Moreover, there exists v > 0 such that for all initial conditions
n(a(t)) < n(a(0)) — vt

until the first moment when a(t) is empty,
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o Ifa € F;, 3 € F; then string [ tends to infinity and for all initial condi-

tions

n(B(t)) = n(B(0)) + (v +€)t

for some € > 0 until one of the strings becomes empty;

Symmetrically one can define left admissible pairs (i,j) and write i < j.

Theorem 14 Let r = 3, F; are one-point sets, consisting of points i corres-
pondingly, and assume the following pairs to be admissible

Assume also that

If string 2 1is
m Fg,'

If string 1 1s
m Fl,'
If string 2 1is
m FQ;
If string 1 1s
m Fg,'
If string 2 1is

m Fl,'

If string 1 1s
m FZ.

1—-523+—23—-12-12—-31<3

m F2

m F3

m F1

m F2

m F3

m F1

and string 1 is

and string 2 is

and string 1 is

and string 2 is

and string 1 is

and string 2 is

empty then

empty then

empty then

empty then

empty then

empty then

next moment string 1 is

next moment string 2 is

next moment string 1 is

next moment string 2 is

next moment string 1 is

next moment string 2 is

Then we go to infinity as it is shown on Figure 4.2 . More exactly, ni(t) +
nay(t) — oo but each n;(t) becomes empty infinitely often a.s.

This is a corollary of the theory of random walks in two-dimensional complexes

(see [1]).
It was the simplest example of such behaviour but there can occur more
complicated phenomena: scattering and asymptotic invariant measures.
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Scattering The following case also can be completely immersed into the
theory of random walks in two-dimensional complexes as developped in [10]:
assume that each F; consist of only one element ¢ and that for each k£ only the
states when either n; = 0 or when n, contains only one type of elements. But
if, for example, n; > 0,n5 = 0 then any type ¢ can appear in the second string
with some probability p(1, k;2,4) where k is the type of string 1.

Asymptotic invariant measures. If F; are not one point but assume the
conditions similar to those of the previous theorem. Assume that for admissible
pair i — j there is an invariant (-+)-measure ,uijz with ”increasing” marginal ,u%
(i.e. along which we go to infinity). Then along this measure we ”come finally”
to axis 2. Then this "increasing” marginal becomes a ”decreasing marginal”
(we go backwards along the same axis) for some invariant (+-)-measure u5?,
assuming that £ < j is an admissible pair. This defines the scattering operator
on the axis 2 - '

Suh = psi
Note that in this case the scattering operator is deterministic. The scattering
operator on the other axis is defined similarly.

Theorem 15 Both scattering operators exist here and are deterministic.

We do not prove the general theorem about the existence of the scattering
operator but one can give many examples when it can be easily proven.

One can easily construct examples with more admissible pairs where S is
random but takes only finite number of possible values. Also the scattering
theory on two-dimensional complexes covers classification results for this case.

Very important is the following continuity property of this operator: S is
a continuous mapping (in the weak topology).

4.4 Classification theorem in 2 dimensions

Theorem-Hypothesis 7 Up to a set of parameters of measure zero we have
the following assertion. If there is no scattering then the particle is transient
if there exists at least one trajectory of the dynamical system going to infinity.
Otherunse it is ergodic.
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Under some additional constraints this theorem is proved in [13]. Intuitive
proof is the following. Due to the continuity property, if there exists one
trajectory going to infinity then there is an open set of such trajectories. And
then one can construct Lyapounov function on this subset.

In the presence of scattering it is necessary to consider more refined tech-
niques, see below.

4.5 Local Lyapounov functions

To prove the existence of Euler limit or finite scattering in the vicinity of
nonergodic face one needs Lyapounov functions or some special structure of
the random walk. For example FIFO networks, where simpler method to prove
convergence to the fluid model exists. For the latter case one considers one
node, input and output flows to it. Assuming that there is a scaling limit for
the input flows one proves then that it exists also for output flows. Then such
local pictures for different nodes are glued together.

As for the first method, we shall formulate exactly definitions of local Lya-
pounov functions for the case when on each face only one type of invariant
measures exists.

Condition 6 (Local Lyapounov Condition) For ergodic faces we assume the
existence of Lyapounov functions in all perpendicular directions, which forces
a particle to reach quickly this face. For a nonergodic faces A we assume that,
uniformly in initial conditions, the perpendicular ingoing (to A) coordinates
have a Lyapounov function, which forces the particle to reach this face quickly,
and there exists unique ergodic outgoing face with Lyapounov function, forcing
the particle to go quickly from A.

Under this condition the existence of Euler scaling limit is easily proved, see
[13] for the two-dimensional case.

4.6 General Definition of Collision Operators

Let us consider some ingoing measure p (i.e. a measure with its drift vector
looking to the face) and take its projection s = Pyp on A. If there exists
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only one outgoing measure v with uy = Pyv then we define
Spu=v

If such situation holds for all A and all p then we call macroprocess determi-
nistic.

In more general cases one should prove the existence of the stochastic scat-
tering kernel. The operator S becomes a stochastic operator: for each A and
each ingoing measure p there is a distribution S(u, v) on outgoing measures v
for the face A. There are examples where the stochastis kernel is constructed
in the following way. First for each nonergodic A a special LOCAL chain is
constructed. In terms of this chain v are the elements of the exit boundary for
this local chain. For each p the kernel S(u,v) defines a distribution on the exit
boundary. So, if for ergodic faces the main instruments are induced chains,
defining deterministic evolution along the face, then for non ergodic these are
LOCAL chains.

All kernels taken together define Markov process on RY.

A discrete distribution is the simplest particular case (see [1]) but also
continuous distributions can exist even for r = 1. The simplest example is
when Z? is subdivided onto 4 quadrants Z,,,Z, ,Z__,Z__. In each quadrant
we have a homogeneous random walk, the drifts of which are shown on Figure
4.6 . Assume that on the boundaries (half axes) the jumps are the same
as inside the outgoing quadrant for the corresponding half axis. Define the
vector field v(z) in R? constant on each quadrant of the plane. Let C be the
isochronous curve: C' = {x : time to reach zero by the reversed process (along
the vector field —v(x)) is 1}.

Theorem-Hypothesis 8 Fuler limit exists in distribution and the limiting
distribution has its support on the isochronous curve. The limiting distribution
has a density on the isochronous curve.

First assertion can be proven using a trick similar to one used in the proof of
van Hove theorem in statistical mechanics.
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hN

N
/ Figure 2: Continuous scattering

5 Macroprocesses on compact measure bundles

Here we can give only very brief exposition, quite parallel to [8]. all notation
and definitions can be taken from there.
Let ¢ be the radial projection of Rf onto the simplex

BM™ = {(zy, ..., 2p) sz =1} C Ri/f

And let U™ be the radial projection of the dynamical system 77, accompanied
with the time change 7 = 7(7), this time change is chosen similarly to [8].

This induces the corresponding map ¢ x 1 of the measure bundle over Rﬂ‘f
onto the measure bundle over BM 1.

The important tool also is dimensional reduction: we can consider only the
restriction of U™ onto the boundary BM~! of BM~! because after some finite
time reaches 9BM~! and stays there forever, except for the trivial case when
the drift vector inside the orthant have all its coordinates positive. Note that
OBM~1 is isomorphic to the (M — 2)-dimensional sphere S™~2. Thus we get
a dynamical system on a compact manifold.
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It can be that this process of reduction can be continued further. Then one
can get dynamical systems on more complicated manifolds S (with or without
boundary) but having smaller dimension.

According to the results for » = 1 continuity property of the process could
be important. So we should introduce some topology on the measure bundle,
using Lebesgue topology on euclidean space and weak topology on the measure
spaces.

5.1 Main Theorem
We take definitions of the main constants L and M from [8].

Theorem 16 Assume that the macroprocess is deterministic and the cor-
responding dynamical system has finite number of continuous and uniquely
(strictly) ergodic components i =1, ..., k. Let p; be the normalized nonnegative
invariant (with respect to the macroprocess) measure for i-th component.

o If the dynamical system is uniquely ergodic then M = L and the system
18 ergodic if L < 0;

o Then under assumption of uniform convergence similar to one in chapter
3 of [8] and at least one constant L, is larger than zero then the process
18 transient.

o Under the same conditions, if all constants L, are less than O then the
process 1S ergodic.

Proof. First assertion ca be proved exactly as the theorem 3.1.1 in [8]. Other
assertions are also similar to theorems 3.2.1, 3.3.1; 3.3.2 of [8].

6 Applications

6.1 Applications - Noncommutative Groups

Our results for one string cover many problems for free and modular groups,
considered earlier (see [18] and many papers in the Annals of Probability).
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These groups enjoy the property of boundedness of jumps condition for the
corresponding string problem. From our point of view they are characterized
by the following property: if at time ¢ the state of the process is the word a.(t)
then at time t+1 the word «(t+1) differs from a(t) by not more than d symbols
at the end. Thus, the random walks on such groups produces only local changes
at the end of the word. Remind that random walk on G is defined by the set of
parameters {p; }i——r ., >;Pi = 1, p; > 0, defining probabilities of transitions
p — pe; where e; are the generators for i > 0, eg = 1,e; = eZ;,i < 0.

This is no longer true for local groups: one step transition can change the
string on all its length. In the context of groups one comes very naturally to
the new realm of problems for string evolution where boundedness of jumps
is no more valid.In [21] locally free groups were introduced as intermediate in
complexity between free, modular groups from one side and braid groups from
the other side. Braid groups have important applications in quantum field
theory.

More exactly, consider the following class of (obviously non-amenable)
groups G with generators S = {e;},i = 1,...,7,—1,...,—7, ¢;* = e_; and
the only defining relations:

€i€; = €5€;

for some set I of couples (i, 7).

Thus, the group is completely defined by the set I. Note that two generators
ei,e; are either commutative e;e; = eje; or generate a free subgroup of the
group G.

We call such groups locally free following [21], where a special case of I was
considered.

A. Gajrat proved transience, law of large numbers and central limit theorem
for this class of groups.

6.2 Other Environments
6.2.1 Double-Sided Evolution

Right-sided evolution of the string was defined by the following one-step tran-
sition probabilities:
0 (2, 0), 4:(2, ), 4 (2, y2)
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The stabilization laws define the following (implicit) functions of {g, }

U >0, fly, Urerg(1t) >0

where

in the transient case if ¢t — oo then

a(t)

— = U
t
for the particle coordinate a(t) (right end of the string) and some constant
v > 0;

in the transient case p, is the invariant measure and Lim(u) is its limiting
measure;

in the ergodic case with initial condition defined by the restriction of the
stationary process n on Z, we shall denote 7 also the distribution of this

process, we have
2
)

In a similar way we can define evolution of the left end of reversed (lef-
thanded) strings. Denote the corresponding parameters by

q,v; > 0, MlaUT,erg(n) >0

where for example in the ergodic case

where b, is the coordinate of the left end.

Two-sided evolution of finite strings is defined by independent evolution of
the left and right ends by the set of parameters ¢, ¢.. It appears that double
sided evolution can be studied in terms the three parameters for one sided
evolution vy, fu, Uperg(7) plus their couterparts. The most difficult case is when
one string, say the leftsided , is transient and the right string is ergodic. Our
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main result is that in the two-sided evolution the length of the string tends to
infinity a.s. if
U > Uy erg(Limpy)

and its mean length stays bounded if
U < Uy erg(Limy)

See complete exposition and proofs in [6].

6.3 Random Turing Machine

Let £ be a discrete time Markov chain on the state space X = Z, x{1,...,r}7+.
X is the set of pairs (x,a) with n € Z, the position of the particle (or head
of Turing machine, Z, is considered as the tape of Turing machine) and « the
configuration (or environment, or a program on the tape of Turing machine)
of spins on Z,. If n > 0 is the position of the particle at time ¢ and a(n) = a
the value of the spin in n, then there are two posibilities:

1. With probability ¢; the particle jumps to n — 1 at time ¢ 4+ 1 and the
spin in n changes from a to b.

2. With probability G the particle jumps to n+1 and the spin in n changes
from a to b.

The spins in the other points do not change at time ¢ + 1.

The Markov chain £ is completely defined by the matrices Q = {¢j'} and
Q =1{7q%}, a,b e {1,...,r}. Tt is clear that Q + Q is a stochastic 7 X r matrix.
We assume that ¢ > 0,7 > 0 for all a, b.

By (n4, ;) we denote the state of the process at time ¢: n, is the position
of the particle and o, the configuration on Z,.

Let 7(a) be the first time for the particle to visit 0, if the initial state is
(1, a):

7(a)=min{t: n, =0 ny=1, 0 = a}

We will use the following definitions.
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Definition 6 L is ergodic for given a if P(7(a) < 00) =1, i.e. the particle
visits point 0 with probability 1, and there exists T, such that Et(a) < T.
We call it uniformly ergodic if the mean time of the first visit to 0 is bounded
uniformly in «

Definition 7 L is recurrent for given the initial state (1,a) (uniformly re-
current) if and only if P(7(a) < 0c0) =1 (for all a)

Definition 8 L is transient for given « (uniformly transient) if and only if
there exists p < 1, such that P{r(a) < oo} < p (for all ).

Theorem 17 Let my be the stationary distribution of the stochastic matriz
Q+Q and
def g
q = WOQla
_ def 7
q = mQ1.

Then i) L is uniformly ergodic if and only if

q>q. (1)
ii) £ is uniformly transient if and only if

q <4q. (2)

The case ¢ # q is said to be the non-critical case. In the critical case (i.e.
q = q) there is the following result.

Let o be a homogeneous configuration, i.e. a = ddd..., or equivalently
a(i) =d for all 1 € Z,, and some d € {1,...,r}.

First of all we introduce some notation:

a = Z((Sd — W)PIAT,

=0

b = 1+ (rA—7)P'AT,

=0

where , P = (I — Q)~'Q,  is the stationary distribution associated with the
stochastic matrix P, ¢4 - 6-measure at the point d on {1,...,7}.
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Theorem 18 Let the initial state be (1,a). Then:

6.4

If a < =b, then L is ergodic;
If a > b, then L 1is transient;

If —b < a < b, then L 1s null recurrent

Multiclass Queueing Networks

FIFO queue with sinchronization constraints and several customer types in
Markovian case is a particular case of the double sided evolution, considered
above. So, FIFO networks is a system of M double sided strings. But in
FIFO networks another (conventional) language also proved to be useful. The
following are the results about behaviour of some classes of FIFO networks in
the framework of Euler scaling, which is called fluid limit in these papers:

6.5

First of all deterministic networks (see [24], [25]) are of interest because
they can be examples of dynamical systems which can occur. In many
cases ergodicity conditions depend ONLY on the nature of the dynami-
cal system (note that dynamical system itself depends essntially on all
transition probabilities);

Fluid models related to some networks are studied in [28];

Existence of Euler limit (in a somewhat weaker) sense is proved in [32].
The formulation of the result makes no difference between deterministic
and scattering cases;

Ergodicity conditions are studied in the papers [29, 30, 31, 33]
Different (non fluid) methods for studying ergodicity conditions are pro-

posed in [26], [27].

Neural Networks

The case r = 1 has now many applications to the dynamics of neural networks.
The first application was to the less known sandglass model (see [22] and
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references therein). Recently it was understood that it covers also Figotin-
Pastur-Hopfield model with finite number of images (see [23]).
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