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Construction de lois de commande homogénes dépendant
du temps pour la stabilisation des systéemes
commandables sans dérive par approximation en boucle
fermée des crochets de Lie 4 ’aide de commandes
oscillantes

Résumé : On développe ici une méthode constructive de stabilisation par retour
d’état instationnaire des systémes commandables sans dérive (infiniment différen-
tiables). On obtient des retours d’état homogenes qui sont continus partout et in-
finiment différentiables partout sauf & l'origine. Ces lois de commandes rendent le
point d’équilibre du systéme bouclé globalement exponentiellement asymptotique-
ment stable si le systéme est naturellement homogene par rapport & une certaine
famille de dilatations, et localement exponentiellement asymptotiquement stable si-
non, grace a l'utilisation d’'une approximation homogene du systéme considéré.

On utilise un algorithme connu de construction de commandes oscillantes en
boucle ouverte qui permettent d’approcher des mouvements dans la direction des
crochets de Lie de champs de vecteurs de commandes. Cet algorithme doit toutefois
étre sensiblement modifié et adapté pour pouvoir étre utilisé dans notre contexte de
commande en boucle fermée.

Mots-clé : Automatique non-linéaire, Stabilisation, Stabilisation instationnaire,
Commandabilité, Crochets de Lie



Homogeneous time-varying stabilization of driftless systems 3

1 Introduction

1.1 Related work and contribution

Stabilization by continuous time-varying feedback laws of nonlinear systems that
cannot be stabilized by time-invariant continuous feedback laws has been an ongoing
subject of research in the past few years.

The fact that for many controllable systems, there exists no continuous stabilizing
feedback was first pointed out Sussmann [22] ; a simple necessary condition was
given by Brockett [1], since known as “Brockett’s condition”, and that allows one
to identify a wide class of controllable systems for which no continuous stabilizing
feedback exists; these include most controllable driftless systems. A weaker necessary
condition may be found in [2].

A possible way of stabilizing systems for which these necessary conditions are
violated is the use of discontinuous (time-invariant) control laws. This has been
explored in the literature, but the present work does not go at all in this direction.

The possibility of stabilizing nonlinear controllable systems via continuous time-
varying feedback control laws was first noticed in the very detailed study of stabiliza-
tion of one-dimensional systems by Sontag and Sussmann [20]. More recently, smooth
stabilizing control laws for controlled non-holonomic mechanical systems were given
by the third author in [18], and this was the starting point of a systematic study of
time-varying stabilization. Coron proved in [3] —the paper [15] by the second author
deals with a less general class of controllable driftless systems— that all controllable
driftless systems may be stabilized by continuous (and even smooth) time-varying
feedback, and in [4] that “most” controllable systems (even with drift) can also be
stabilized by continuous time-varying feedback.

From here on, only driftless systems are considered in this paper. After the
general existence result given in [3], studies on the subject have focused on methods
to construct continuous time-varying stabilizing feedback laws, and on obtaining
feedback laws that provide sufficiently fast convergence.

As far as the constructiveness aspect is concerned, let us, for simplicity, divide
the construction methods in two kinds. The first kind of methods apply to rather
large classes of controllable driftless systems, like the work of Coron [3] (general
controllable driftless systems; the paper is not oriented towards construction of the
control, but a method can be extracted from the proofs), by the second autor [15]
(controllable driftless systems for which the control Lie algebra is generated by a
specific set of vector fields), or by M’'Closkey and Murray [12] (same conditions
as in [15]). These studies all share the following feature : they use the solution
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4 Pascal Morin , Jean-Baptiste Pomet , Claude Samson

of a certain linear PDE, or the expression of the flow of a certain vector field, to
construct the control law. This solution, or this flow, has to be calculated beforehand,
either analytically or numerically, and this introduces, especially when no analytical
solution is available, a degree of complication which may not be necessary. The
second kind of methods found in the literature provides explicit expression of the
control laws. Their drawback is that they only apply to specific subclasses of driftless
systems, such as models of mobile robots, or systems in the so-called “Chain form” or
“Power-form”, like the work by the third author [18], by Teel et al. [25], by Sépulchre
et al. [19], among others.

On the other hand, a need to improve the speed of convergence came out of the
slow convergence associated with the smooth control laws that were first proposed.
This concern motivated several studies starting with the work by M’Closkey and
Murray [11], yielding the derivation of continuous control laws which are not smooth,
or even Lipschitz everywhere, but are homogeneous with respect to some dilation,
and thus exponentially stabilizing (not in the standard sense but according to a
certain homogeneous norm). See for instance further work by the authors [16, 14], or
by M’Closkey and Murray [12], who have also proposed recently in [13] a procedure
that transforms a given smooth stabilizing control law into a homogeneous one.
Except this last reference, that requires that a smooth stabilizing control laws has
been designed beforehand, the construction of homogeneous exponentially stabilizing
control laws in the literature is restricted to specific subclasses of driftless systems.

The design method described in the present paper has the advantage of being
totally explicit, in the sense that it only requires ordinary differentiation and linear
algebraic operations, while it applies to general controllable systems and provides
exponential stabilizing homogeneous feedback laws. The fact that it relates control-
lability with the construction of a stabilizing control law in a more direct way than
previous designs also makes it conceptually appealing, all the more so as it may be
viewed as converting the open-loop control techniques reported by Liu and Sussmann
in [23, 9] into closed-loop ones.

However the generality of the method has also a price. When applied to particular
systems for which explicit solutions have long been available, the present method
often yields solutions which are significantly more complicated. This is a consequense
of the complexity of the approximation algorithm which is proposed in [23, 9], and
that we have adapted to our feedback contrl objective.

INRIA



Homogeneous time-varying stabilization of driftless systems 5

1.2 Outline of the method

Nonlinear controllability results were first derived for driftless systems, see for ins-
tance the work by Lobry [10] where it is shown that such a system is controllable if
and only if any direction in the state space can be obtained as a linear combination
of iterated Lie brackets of the control vector fields, at least in the real-analytic case.
It has was also shown very early on, by Haynes and Hermes [5], that under this same
condition, any curve in the state-space can be approached by open-loop solutions
of the controlled system (note that this property is not shared by all controllable
systems, but rather specific to driftless systems). In these studies the key element
is that, in addition to the directions of motion corresponding to the control vector
fields, motion along other directions corresponding to iterated Lie brackets is also
possible by quickly switching motions along the original control vector fields. Take
for example a system with two controls

T = w bl(.CL') + U9 bQ(l') (1)
with state  in IR®, and that assume that at each point z the vectors

bi(z), ba(z), [b1,b2](x), [b1,[b1,b2]](z), [b2,[b1,ba]](z) (2)

are linearly independent, and thus span IR®. The idea in [5] is the following : on
one hand it is clear that any (e.g. differentiable) parameterized curve ¢ — ~(t) is a
possible solution of the “extended” system with five controls :

& = wv1bi(w) + vaba(z) + vz [b1, ba2](@) + va [b1,[b1, ba2]](z) + w5 [ba, [b1, b2]](x) (3)

(simply decompose 4(t) on the basis (2) to obtain the controls). Then it is proved
in [5] that there exists a sequence of (oscillatory) controls wi(e,t,v1,v2,vs,v4,v5)
and wuy(e,t,v1, vy, vs,v4,v5) such that the system (1) “converges to” the system (3)
when ¢ — 0 in the sense that the solutions of (1) with these controls uy converge
uniformly on finite time intervals to the solutions of (3). The proof in [5] does
not give a process to build these sequences of approximating sequence of oscillatory
control, and although the case of a simple bracket (approximating [b1, bo| by switching
between by and by) is simple and well known, the above case of brackets of order 3
is already not obvious. The more recent work by Liu, and Liu and Sussmann [23, 9]
gives an explicit construction of the approximating sequence. The process of building
this sequence is amazingly intricate compared to the simplicity of the existence proof
in [5]. Of course, the controls uy are not defined for ¢ = 0, and both their frequency
and their amplitude tend to infinity when e goes to zero.
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6 Pascal Morin , Jean-Baptiste Pomet , Claude Samson

Being aware of these results, and faced with the problem of proving that any
controllable driftless system may be stabilized by means of a periodic feedback, the
most natural idea is probably the following, which we illustrate for the above case
(1) (5 states, 2 controls) :

a- Stabilize the extended system (3) by a control law v;(x). This is very easy, and
£ may even be assigned to be any desired function, for instance —zx.

b- Use the approximation results and build the controls ug(e, t, v1(z), va(x), v3(x),
va(x),vs(x)), according to the process given in [23, 9] so that when ¢ tends to
zero, the system (1) controlled with these controls “tends to” the extended
system (3) controlled with the controls v;(x).

c- Since the limit system is asymptotically stable (for instance £ = —z), and
asymptotic stability is somehow robust, the constructed control laws are ho-
pefully stabilizing for ¢ nonzero but small enough. For instance, one may take
||z||? as a Lyapunov function for the limit system (its time-derivative along the
limit system is —2||z||?), and it is tempting to believe that its time-derivative
along the original system controlled by ug(e,t,v1(x), vo(x), v3(x), va(z), v5(2))
is no larger than —||z||? for ¢ small enough.

Unfortunately, these arguments, which would have been somewhat simpler than those
in [3], are not rigorous as they stand. The meaning of the phrase “tends to” in point
b is very unprecise. In [5], and in [23, 9|, only uniform convergence of the trajec-
tories on finite-time intervals are considered. This is not adequate for asymptotic
stabilization. In addition, the fact that feedback controls are considered instead of
open-loop controls complicates the proofs because the controls depend on the state
and therefore may have a very high derivative with respect to time not only through
the high frequencies and amplitudes built in the approximation process but also
through their dependence on the state, whose speed is proportionnal to these high
amplitudes. The Lyapunov function based argument in point ¢ does not work be-
cause, in general, when ¢ tends to zero, the time-derivative of a given function along
the system (1) in feedback with the controls uy from point b does not tend to the
time-derivative of this function along the “limit” system (3).

However, we show in the present paper that the above sketch is basically correct
provided that homogeneous controls associated with a homogeneous Lyapunov func-
tion, are used. The construction of the approximating sequence has to be modified
to take into account the closed-loop nature of the controls. An argument of the type
of point c is possible based on a notion of approximation that is not in terms of

INRIA



Homogeneous time-varying stabilization of driftless systems 7

uniform convergence of trajectories, but in terms of the differential operator defined
by derivation along the system.

The paper is organized as follows. After a brief recall of technical material in
section 2, we state, in section 3, the control objective, make homogeneity assumptions
and explain how they will yield local results for general controllable systems. The
design method is developed in section 4; it is done in four distinct steps : choice of
the “useful” Lie brackets, construction of stabilizing controls for the extended system
(system (3) in the above example), selection of the frequencies by a method that is
almost the one exposed in [9], and then construction, using these frequencies, of the
controls that stabilize the extended system. The material from these steps is then
gathered to give the control law, and the stabilization result is stated. We present in
this section all that is needed for the construction of the control law, but the proofs
of some properties needed at each steps, and of the theorem, are given separately
in section 7. We have presented as a separate theorem, in section 6, a convergence
result needed in the proof of the stability theorem ; it is a translation in terms of
differential operators (instead of trajectories) of the averaging results presented in
[23, 9, 24], and also in [8]. An illustrative example is given in section 5.

2 Background on homogeneous vector fields

For any A > 0, the “dilation operator” ) associated with a “weight vector” r =
(ri,...,mn), (r; > 0) is defined on IR"™ by:

(5)‘(.%'1, ... ,.Z‘n) = ()\”331, ceey )\T”xn)

A function f € C°(IR";IR) is said to be homogeneous of degree 7 with respect to
the family of dilations (6, ) if :

VA>0, f(oa(z)) =A"f(x)

A continuous vector field X on IR"™ is said to be homogeneous of degree o with
respect to the family of dilations (6,) if one of the following equivalent properties is
satisfied :

1. For any 7 = 1,...,n, its ith component, i.e. the function =z — X;(x), is
homogeneous of degree r; + .

2. For any function h homogeneous of degree 7 > 0 with respect to the same
dilation, the function Lxh (its Lie derivative along X) is homogeneous with
degree o + 7.

RR n° 3077



8 Pascal Morin , Jean-Baptiste Pomet , Claude Samson

3. For all positive constant A, the vector field ((6))«X), conjugate of X by the
diffeomorphism 6y —away from the origin— satisfies ((6))«X) (z) = A77 X (z)
for z # 0.

The previous definitions of homogeneity can be extended to time varying func-
tions and vector fields, by considering an “extended dilation”:

ON(T1y. oy, t) = (N xg, .o, A @y, 1).

Finally, let f € C°(IR" x IR; IR"), with f(x,.) T periodic, defining an homogeneous
vector field of degree 0 with respect to a family of dilations (6)). Then, the two
following properties are equivalent:

i) the origin = 0 of the system & = f(z,t) is locally asymptotically stable,

i1) x = 0 is globally exponentially asymptotically stable.

3 Problem Statement

Consider a general smooth driftless controllable system
i =Y uifi(z) . (4)
i=1

It is sometimes the case that the control vector fields are homogeneous along a certain
“natural” dilation. In general however, there does not exist such a dilation, or at least
it is not easy to find one. Yet, controllability is sufficient to construct a dilation, and a
homogeneous approzimation [6, 7| of the system (4) around the origin. It is a driftless
control system whose control vector fields are all homogeneous with degree -1, and
has the property that if some homogeneous feedback law asymptotically stabilizes it
globally, then it locally asymptotically stabilizes the original system.

The present work constructs an homogeneous feedback that ensures global expo-
nential stabilization for homogeneous systems, hence in particular for homogeneous
approximations of general systems. It will therefore provide local exponential stabi-
lization of general systems (4).

INRIA



Homogeneous time-varying stabilization of driftless systems 9

In the sequel, we always consider a system
m
& o= ) ubi(x) (5)
i=1
where the b;’s are smooth vector fields and the system of coordinates is such that

there exists some integers (r1,...,7,) such that,

1. each vector field b; is homogeneous of degree —1 with respect to the family
of dilations 6, with weights (r1,...,7,),

2. the rank at the origin of the Lie algebra generated by the b;’s is n :

Rank( Lie{by,..., b, }(0)) = n . (6)
The integer valued weights r1,...,7, are now fixed, and we denote
P = Max{r;i=1,...,n}. (7)

Our objective is to design feedback laws u = (u1,...,uy,) € C°(IR x IR™; IR™)
such that the origin x = 0 of the closed loop system (5) is exponentially asymptoti-
cally stable.

Remark 1 We only require full rank Control Lie Algebra at the origin, but control-
lability follows, because homogeneity allows to deduce the same rank condition eve-
rywhere.

Remark 2 We assume that the degrees are all equal to -1. It is the value given
by the contructio of a homogeneous approzimation in [21]. If a system is naturallt
homogenous, and the degrees are not all equal (if they are equal, a simple scaling
makes them all equal to -1), it is of course better to use this natural homogeneity than
to construct a different homogeneity approzrimation that will have all the degrees equal
to -1 : one can adapt the present method to the case when the degrees of homogeneity
are not all equal, this requires only a modification of the first step. See remark 3.
More details are available from the authors.

4 Controller design

The control design consists in five steps which we describe hereafter. The proofs
needed to justify this construction are given in Section 7.

RR n 3077



10 Pascal Morin , Jean-Baptiste Pomet , Claude Samson

Step 1 (Selection of Lie brackets)

In this first step, we select Lie brackets b; (j = 1,...,N) from the Lie algebra
generated by the b;’s. If the vector fields by,...,b, are independent at the origin
and the rank of all the Lie brackets of length less than k is constant around the origin
for all k, then we just select enough brackets, as short as possible to make a basis of
IR™ (and N = n in this case). In order to be able to deal with singular cases, the
selected brackets I;j are, in general, selected recursively as follows.

First, select vector fields by, ..., Eml taken among by, ..., b, in the following way.

_ Pick the maximal number of vector fields 131, .. .,1~)m:1 among bi,..., b, such

that the vectors by (0),... ,IN)m:1 (0) are linearly independent.

_ Add to these vector fields the maximum number of vector fields (”,m,l Tlreees IN)ml
taken among b, ..., b, such that 51, ... gml are linearly independent on IR —
i.e., such that for any vector (Alye-vy Ay ) in R™ | the vector field A\1by +...+
Amy bm, is identically zero on IR" only if \y = ... = A, = 0.

Assume now that a family by, ..., by, ..., gmp_1+1, ey Emp (1< p < P), made of

brackets of length not larger than p, has been computed —for p =1, m,_1 = my 20.
Then, compute all brackets of length p + 1 and,

_ Pick, among these brackets, the maximal number of brackets I;mPH, ooy b

_ _ p+1
such that the vectors by, 41(0),... bt (0) are linearly independent.

_ Add the maximum number of brackets Bm;,,q NP .,Bmp 41 taken among the

brackets of order p + 1 such that I;mp_|_1, ... Emp 41 are linearly independent on

R.

Stop at length P (let us recall that P has been defined in Section 3), and denote
N the integer mp. The family b; (j =1,...,N) is then well defined.

Example : Let us illustrate this step, on the following academic example :

.%"1 = U
. _ 2
Ty = x5(ug +ug)
i’g = us

which is of the form (5) with m = 3 and
0 0 5 O 0

by = — 23—
. 8x1+x38x2’

INRIA



Homogeneous time-varying stabilization of driftless systems 11

The assumptions are met with 71 = 1, 79 = 3 and r3 = 1. For the brackets of length
1, i.e. the control vector fields, b; and b3 are independent at the origin while by is
zero at the origin, but independent from by and b3 away from x3 = 0; hence one
takes m)| = 2, with 61 = by and bg = b3, and my; = 3 with b3 = by. At length 2,
all the brackets vanish at the origin, so my, = my = 3, but they are not identically
zero : [by,bs] = —2w35%, and [b3,b1] = —[b2, bs], [b1,bs] = 0, hence my = 4, with
for instance by = [by, bs]; finally, since [bs, [ba, b3]] = 282 , my = mg =5 with for
instance bs = [bs, [b2, b3]]. Note that here, due to the origin being a singular point for
the distributions spanned by the control vector fields, and by the brackets of order
at most 2, N is strictly larger than n.

In the sequel, £(j) denotes the length of the bracket Bj, ie.
((j)=p & mp1+1<j<m,.
The following properties of this family of vector fields will be important.
Property 1 For any family (Z;j)jzl,m,N defined as above we have:

a) For all x,

{bl(x)v s abm’l (.CII), bm1+1(‘1‘)7 S ai)m’Q(x)’ s 7bmp71+1($)3 cee 7bm'P (33)}
is a basis of IR™.

b) Any Lie bracket b made with the vector fields b; (i = 1,...,m) and of length
p < P =max; {(j) can be decomposed as:

Mp
b= 3 Abi= 3 Ajbs
J=mp-1+1 {j)=p
for a constant \; € IR.

¢) The family (b i)j=1,..N is linearly independent on IR, i.e.:

(b; = Z oaxby  with af € R) = (o =1landar =0 Vk #j)
U(k)=£(5)

(Proof in Section 7.1)

RR n~°3077



12 Pascal Morin , Jean-Baptiste Pomet , Claude Samson

Remark 3 1. Since the vector fields b; (i = 1,...,m) are smooth homogeneous
vector fields (and the degrees and weights are integers), they are in fact po-
lynomials. Using a (finite) basis of the polynomials homogeneous of degree k
(k € {0,...,P —1}), the computation of the vector fields i)m;_}_l, . ,I;mp (p=
1,..., P) consists in computing a basis of a finite dimensional vector space.

2. In [23, 9, 24], instead of the brackets I;j, Liu and Sussmann use a basis of the
free Lie algebra generated by by, ...,bn, up to a certain order, namely a P. Hall
basis. We only choose here to retain the Lie brackets that are important in
the Lie algebra corresponding to the particular values of the b; for the control
system. Note that at each step above, instead of considering all the Lie bracket
of a certain length, one may of course consider only these corresponding to a
basis of the free Lie algebra.

3. If the degrees of the wvector fields b; are mot all equal, the above construction
has to be modified. More precisely, in the recursive construction of the family
(Ej)jzly,,,jN, we have to consider an induction on the degree of homogeneity,
instead of an induction on the length of the Lie brackets —remark that this
s just a generalization of the above construction since for vector fields of the
same degree —1, the set of Lie brackets of length p is the same as the set of Lie
brackets of degree —p. This means that at each step, we have to compute the
set of Lie brackets of a certain degree and select, among them, a finite number
of vector fields which form a basis of this set.

Step 2 (Stabilization of the extended system)

e Take for a be any smooth vector field homogeneous of degree 0 with respect
to the family of dilations (8, ), and such that the origin x = 0 of the system
% = a(z) is asymptotically stable (one may take for instance a(x) = —x).

e Let ji,...,jn € {1,..., N} be the integers that (see step 1) are between m}_,+
1 and my for a certain k, rather than between my + 1 and mjﬂ_l :

(Gtyeeosgn) = (,co,miymi+1,...,mh, ..., mp_1+1,...,mp) .

In view of Property 1-a, the n x n matrix whose columns are 13]-1 (x),...,bj.(x)
is invertible for all x.

INRIA



Homogeneous time-varying stabilization of driftless systems 13

o Define the functions @; (j =1,...,N) by :

ﬂh (x) 5 ~ .
.| = (bir(@), b (@) ala)
U, () (8)

oﬁj:(] Vj ¢{J1;7]n} .

These functions are obviously such that
N ~
a=Y ;b;, 9)
j=1

and furthermore, one has :

Property 2 Foranyj=1,...,N, the above constructed function i; is in C*°(IR"—
{0}; R) N CO°(IR™; IR), and is homogeneous of degree £(3).

Proof : Continuity and smoothness away from the origin are inherited from the
vector fields b; and the vector field a. Each @;, is homogeneous of degree £(ji) because
the Ith component of the vector field a is homogeneous of degree r; and the element

. . ~1
(k,1) of the matrix (bj1 (x),...,b, (x)) is homogeneous of degree ¢(jx) — 7;. This
last statement is true because the element (k,!) of the matrix (IN)jl (2),---,b;, (x)) is

homogeneous of degree £(ji) — r; for the vector field Bjk is an iterated Lie bracket
of £(ji) homogeneous vector fields of degree -1, and hence is homogeneous of degree
—L(jk)- i

Step 3 (Selection of the frequencies)

This step borrows a lot of material from the work of Liu [9] and Sussmann and Liu
[23, 24]. Since our purpose is rather different, we have to adapt their construction,
and cannot simply refer to it. The main difference is that we do not work with the free
Lie algebra generated by the control vector fields by, ..., by, but with the Lie algebra
of the system —i.e., the one corresponding to the particular expression of the vector
fields defining the control system, and not the one where the b;’s are considered as
independent symbols. Of course this has the drawback that the construction depends
on the system, whereas the construction in [9, 23, 24] does not —i.e. the controls
needed to produce the desired trajectory for the extended system depend on the

RR n 3077



14 Pascal Morin , Jean-Baptiste Pomet , Claude Samson

expressions of the vector fields, but the construction of highly oscillatory controls
(for the real systems) which approximate the extended system does not.

To expose this third step, we first need two definitions from [23, 9].

Definition 1 /23, 9] Let 2 be a finite set of IR and || denote the number of elements
of Q. The set Q is said to be “Minimally Canceling” (in short, MC) if:

i)Y w=0

weN

i) this is the only zero sum with at most || terms taken in Q with possible Tepe-

titions:
Z Aow =0
wen Ao)weo = (0,...,0)
Mo)wea € Z ) = or (1,...,1) (10)
>l <19 or (-1,...,-1)
weN

Definition 2 /23, 9] Let ()acr be a finite family of finite sets Q, of IR. The
family (Q4)acr is said “Independent with respect to p” if:

QZ Z Aow =0

acl we,
® (A\o)wen acl € 2750l Y — Z Aw=0 VYael (11)
'ZZP‘LASP WEQq

acl we

We also introduce the following notations :

e We denote by le, . ,Tf(j ) the indices i of the control vector fields b; from which
the bracket b; is made. For instance of £(j) = 4 and b; = [by, [[bs, ba], b1]], we

have (T},TJZ,T;',T;L) =(1,3,4,1).
e For any p € {2,..., P}, any MC set Q = {w',...,wP} and any ¢ € {m,_1 +
1,...,mp}, we denote:

[b o), [b o[- -5b o] -]
q q q

I,(Q) 2
CI( ) Ue%(p) wo’(l) (wa(l) + wa(Z)) . (wa(l) +...+ wo’(p—l))

(12)

with &(p) the group of permutations of order p. By an abuse of notation, Q
will sometimes be identified to a vector (wi,...,wp) in IR?, and I4(f2) to the
value of a function I, of the p variables (w1,...,wp).

INRIA



Homogeneous time-varying stabilization of driftless systems 15

We start this third step by the following computations.

i) For any p € {2,...,P}, any ¢ € {mp—141,...,mp}, and any MC set Q, it
follows from Property 1-b that I,(£2) can be decomposed as a linear combi-

nation of by, ;+1,--.,bm,. The coefficients obviously depend on €2, but from
Property 1-b, they do not depend on . Let us define g’; (k=mp_141,...,mp)
by:
mp_1+1 7 m ~
I,(Q) = g¢" " Q) buy_y 41+ + 977 (Q) b, (13)
Note that each g(’; is a rational function of w!,...,wP.

ii) Let g, be defined by g¢,(2) = (g;np_1+1((2),...,g;np(ﬁ)) and let M, (p €
{2,..., P} denote the (m, —my_1)* x (m, — m,_1) matrix defined by:

Imy_1+1 (Qmp—l+17mp—l+1)

gmp71+1(Qmp71+1,mp)
Mp(Qi,ja 1,7 :mp_1+1,...,mp) = (14:)

gmp (Qmp,mp—l+1)

ng(Qmp:mp)
where each €;; (4,7 = mp—1 +1,...,m,) is a set {wil’j,...,wf,j , identified

with a vector in IRP. Each M, can be identified to a matrix-valued function of
p X (mp—my_1)? variables (the wfj ;); whose components are rational functions.
Since each M, is only defined for MC sets of frequencies €; ;, only the linear
subspace II, of dimension (p — 1) x (m, — m,_1)2, given by:

P

whi =0 (i,j=mp1+1,...,my)
k=1
is of interest to us.
Then we have:
Lemma 1 Let us consider, for any p = 2,..., P the minors of order m, — mp_1 of

M,. Then, the determinants of these minors are rational functions from IRP(mp=mp-1)?
to IR, and the restriction to II of these functions (which may be viewed as rational
functions of (p — 1)(my, —my,_1)? are mot all identically zero.
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16 Pascal Morin , Jean-Baptiste Pomet , Claude Samson

(Proof in Section 7.2)
We continue this thrid step by :

i41) For any p = 2,..., P, choose integers Ym,_;+1,---,Vm, € {mp—1 +1,...,my}
such that the determinant of the minor
g’ymp,1+1 (Qmp—l+1)
Sp = : (15)
g')’mp (Qmp)
is not identically zero —and thus different from zero on an open and dense
subset of RP~1(mp="s-1): the complementary of the zeros of a finite number

of polynomials, intersected with the set on which S, is defined (which is also
open and dense, cf. Property 1 in Section 7.2).

iv) Find some sets Q; (j =my +1,...,N) such that:

1. BEach Q; (j € {mp—1+1,...,m,;) is an MC set of p—uples,
2. The family (€2;)j=m,+1,. ~ is independent with respect to P,

3. Each matrix Sy, evaluated at these specific values of Q41,3 Qm,, 18
invertible.

The justification of part ii7) relies on Lemma 1 proved in Section 7.2. The justification
of part 4v) is also given in that section.

Remark 4 The integers v; and the sets 2; can be computed recursively in the sense
that if a family of integers v; and MC sets Q; (j = m1+1,...,mp,2 < p < P)
have been found such that the family (Qj)j:m1+1,...,mp is independent with respect to

P and each matriz S, (r = 2,...,p) is of full rank m, — m,_1 then, one can find a
family of integers Ym,11,---,Ymypy € {mp +1,...,mpr1} and a family of MC sets
Qmpt1y- - > Vnyyy such that the family () j=my+1,...,m,4, 5 independent with respect

to P and the matriz Spy1 is of full rank mpy1 — my.

Finally, one directly infers from (13) and (15) the following property.

Property 3 With the integers Yim, ,+1,---,Ym, and the sets Qm, 11, .., Qm, de-
fined above we have:

7 T
b%p71+1 I’Ymp,1+l (Qmp—1+l)
: =5, : (16)
7 T
bﬁp I, ()

INRIA



Homogeneous time-varying stabilization of driftless systems 17

Step 4 (Construction of the state-dependent amplitudes)
Let y]’?j =1,...,N,k=1,...,£(j) be integers defined by:

oylzT-l forj=1,...,m1
Vi Vi 7 Y
S _ (17)
= Ty, forj=m+1,....N
where (7 ]1, ,T;(j )) are, as in step 3, the indices 7 of the control vector fields b; from
which the bracket l~) is made, and the 7;’s have been defined by step 3.
The aim of this step is to compute a family of functions U (j=1,...,N k=
1,...,£(j)) such that:
1 2
% [b a(1)U;-T( ), [bV?’(Z)/U;'T( ), [ .. U(Z(]))U ot (J))] H
J

o(1 o(l o(2 o(1 a(l(7)—1 = Zﬁ]BJ (18)
! seali)) W ()( j()+wj())"'(wj()+"'+wj((j) )) =

If one could simply pull the functions Uf out of the brackets, the left-hand side in
(18) would be equal’, in view of (12) and (17), to

N
>ouy v Ty ()

Jj=1

Then, using (16), equality (18) would be satisfied by taking?, for each p € {1,..., P},

1 P ~
/Ump71+1 ot Ump—1+1 u"””p*l"’1
_ —I\T .
= (57) : (19)
1 ~
Upy, -+ - Vi) (I

Unfortunately, when v; and vs are two functions, and b;, and b;, two vector fields,
[Ul bil, vzbiQ] is not equal to vive [bi1 , biQ] but to vivy [bil , big]_UZ(Lbi2 U1)bi1 +v1 (Lbil Uz)biQ.
More generally we have:

1 As a (natural) convention, for £(j) = 1, the partial sum

(2 )’[ ( (J))] ”

[, o)V gt ),[b @] b o)

0(1) W@ 0(2) W@ o (€(3)—1)
s e Gy AT T T D

in (18) should simply be understood as b, 1v
2For p =1, S, should be understood as the 1dent1ty matrix.
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18 Pascal Morin , Jean-Baptiste Pomet , Claude Samson

Lemma 2 Let b be a Lie bracket of length p (p € {2,...,P}) made with the vec-
tor fields b;v1,...,b;,vp, with i € {1,...,m} for k = 1,...,p, and with v €
C>®(R" —{0}; R)N C°(IR™; IR) some functions homogeneous of degree 1. We denote
C(biyv1,- .-, b;,vp) the symbolic expression of this bracket. Then,

mMp—1

z) bzvl...UpC(bil,...,bip)— Z hj i)j
7=1

ii) for any j =1,...,mp_1, hj € C=(R"™ — {0}; R) N C*(R";R) and is homoge-
neous of degree ((j)

The proof of this lemma follows, from Property 1-b, by a direct induction on the
length p of the bracket b. It is left to the reader.

In any case, the functions h; can be explicitly computed by expressing brackets of
order not larger than p — 1 as linear combinations of by, ... ,Bmp,l-

A family of functions v;-“ for which (18) holds can now be computed as follows.
We proceed recursively by a decreasing induction on p and compute, at each step, a
family of functions v¥ and hé‘?.

J
Step P:

For brackets of highest order, the functions vf are computed according to (19).
More precisely, let Np = (np)r,s=mp_1+1,..,mp denote the inverse of the matrix Sp
computed in Step 3 (cf. (15)) . Then, for any j = mp_1+1,...,mp, we define:

vi=p, Vr=1,...,P -1,
LI (20)
P _ s
Y TPl > P
r=mp_1+1

with p € C®(IR" — {0}; IR) N C°(IR™; IR) an homogeneous norm (for instance one

4. i
may take p(z) = (3 |oa| )7 with ¢ = 21T, 7).
We also define the functions hf (j =1,...,mp_1), which keep track of the corrective
terms involving brackets of order not larger than P — 1, by:

mp PR A AN Pt O

> ) o(1)

o(1 a(2 o(l o(P—-1
j=mp 111 0e6(P) W5 (wj()+wj())...(wj()+...+wj( )) (21)
mp mp—1
= > dbj— Y kb
Jj=mp_1+1 Jj=1
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Homogeneous time-varying stabilization of driftless systems 19

These functions are obtained by expanding the brackets in the left-hand side of (21)
with respect to the variables v;? and their derivatives (cf. Lemma 2). The w¥ are

. 7
those defined in Step 3 by €2; = {wjl-, .. ,wj(])}.

Step 1 <p < P:
First, the functions v;-c and h;? computed in Steps P to p + 1 satisfy:

i Z [b 0(1)1);(1), [bujc_r@)v;@), [ .. b a(z(J))U ol (]))] ]]
j=m 1 we(@) W "“)( FV )@Y T g
N
= > b — Z AN
j=mp+1 7=1

Let us now denote N, = (n;)s)r,,g:mp71+17...,mp the inverse of the matrix S,. Then,

for any j = mp_1 +1,...,mp, the functions v]l, e ,v;’ are defined by:
Vi =p, Vr=1,....,p—1,
1 & .- 1 23
B Y (23)

r=mp-1-+1

and the functions A% (j = 1,...,mp_1) are defined by:

% Z [b U(l)vj(l)a [by?(2)7];-7(2), [ .. b U(p)vg(p)] ]]
oyt it O "”)) N
mp mp 1
= > (@Y, Z g,
Jj=mp_1+1 —

and are also obtained by expanding the brackets in the left-hand side of (24) with
respect to the variables v;-“ and their derivatives.

The computation of the functions v;-“ and hf ends after Step p = 1 has been perfor-

med. Let us remark that in the last step (p = 1), there is no function hé? to compute.

With this construction, we have:

Property 4 Let us consider the functions vf and h;? defined above. Then,
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20 Pascal Morin , Jean-Baptiste Pomet , Claude Samson

a) The functions v;? (G=1,....,N, k=1,...,L(j)) belong to C*(IR"—{0}; R)N
CO(IR™; IR) and are homogeneous of degree 1.

b) The functions h;? (k=2,...,P, j=1,...,mg_1) belong to C*°(R"—{0}; R)N
CY(IR"; IR) and are homogeneous of degree ((7).

¢) Equation (18) is satisfied.

(Proof in Section 7.3)

Final step

The time varying stabilizing feedback laws are computed in the following way. Define
some complex numbers

e, 0<j<N, 1<s<L()
such that )
1,2 J
o (M) G) (25)
AG) 1 2
For example
) oi)- o
R R 9 =1, (26)

The time-varying controls are then given by :

ui(z,t) = w; + 2 Z 5_2(5()101 R (n; eiwfs't/s) vi(z) (27)
(j,s),l/;.:i
with
vjl- if there exist a (unique) integer j such that
w; = ((j) =1andvj =i (28)
0 if there is noj such that((j) = landvj =i

The second case above can occur only if the vector fields b; are not independent
at the origin. Let us also remark that in view of Property 4-a, each u; belongs to
C®((IR" — {0}) x R; R) N C°(IR" x R; R).
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Homogeneous time-varying stabilization of driftless systems 21

If the complex numbers 7] are chosen according to (26), the term in the sum in (27)

18
_eG)—1

e ) cos(wjt/e) vi(x) if s #1,

G .
(1) ¢ @ cos(wjt/e)vi(z) if s =1 and {(j) is odd,
«4) W L R . N

= (=1)72"e 40 sin(wjt/e)vi(z)  if s =1 and {(j) is even.

To sum up this control design method, we have the following theorem.

Theorem 1 Let the controls u; be these described above. Then the vector field in
the right-hand side of the time-varying closed-loop system

=Y uf(a,t) bia) (29)
=1

is homogeneous of degree zero, and for ¢ > 0 sufficiently small, the origin is expo-
nentially uniformly asymptotically stable.

It remains to show that each of the five steps exposed above can be performed, and
to prove Theorem 1. These proofs are given in Section 7.

5 An illustrative example

We now illustrate the control design method exposed in Section 4. Let us consider
the following system in IR*:
T = bruy + bau (30)

with b = 3%1 + xgaim + :54% and by = 8%4, which can be used to model the
kinematic equations of a car like mobile robot. Oune easily verifies that the vector
fields by and bs are homogeneous of degree —1 with respect to the family of dilations
of weight r = (1,3,2,1), and that this system is controllable. We follow on this

example the five steps of our control design procedure.
Step 1

Since [by, bo] = =52, [b1, [b1,b2]] = 5% and [by, [b2, b1]] = 0, the family (b;) is
directly given by:

(EJ) = (51552’83754) = (blab?a [blabQ]’ [blv [blabQH) (31)
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22 Pascal Morin , Jean-Baptiste Pomet , Claude Samson

This implies that 7{ = 1,74 = 2,74 = 1,7 = 2,74 = 77 = 1,7} = 2, and that
my =mi =2, mg =mbh =3, and mg=mh =N =4.

Step 2

Let us for instance define the vector field a by a(x) = —z (the origin x = 0
of & = a(x) is obviously asymptotically stable). Then the integers jx are simply
defined by jr = k (k=1,...,4). By a direct computation, one obtains the following
expression for the functions ;:

(fbl, g, U3, 1~L4)T(.’L‘) = (51, 52, IN)3, 84)_1(.73) a(az)

= (—x1, —T4, —T124 + T3, T1T3 — Tg)” 32)
Step 3
We first determine the expression of I3 and I4.
In view of (12) and (13) we have:
[boabom] 1 g 1 1.
Q)= > % = (J - E)[blabﬂ = (J - E)b?’ (33)
o€6(2)
3 1 .
As a consequence, g5(Q2) = o Similarly,
G (b, [0, 02,6 0]
() = wo D (W@ + o @)
0€6(3) (34)
:(1112_1113+2211_2213)[b1,[b17b2]]
w (wl—l—w ) w (wl—l—w ) w (wl—}-w ) w (wl—l—w ) L
- (wl(w1+w2) - wl(w1+w3) + w2(w2+w1) - wz(w2+w3))b4
1 1 1 1
and g3(Q) =

w (W +w?)  wl(w' +wd) + (W@ +w') W (@ +wd)

Since for p = 2,3, {mp—1 +1,...,mp} = {mp}, Sy and S3 are simply defined by
S92 = g+5(23), S3 = ¢4,(Q4) With v3 = mg = 3, 74 = m3 = 4. It remains to find two
sets 3 = {wi,w?} and Q4 = {w},w?, w}} such that:

1. Qg and Q4 are MC,

2. the family (Q23,4) is independent with respect to P = 3,
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3. g45(Q23) = g3(Q3) # 0 and g,,() = g4(Q4) # 0.

Using the expression of g3 and g; derived above, one easily shows that for any sets
Q3 and Q4 M.C, g3 and g} are in fact given by:

2 3
3(3) = =, gH(u) = ——y 35
93( 3) w%’ 94( 4) wiwz ( )

As a consequence, these functions are different from zero for any MC sets €23 and
Q4, and a choice of these sets ensuring that the family (€23, €4) is independent with
respect to P is for instance given by Q3 = {%, —%} and Q4 = {2,3,-5}.

Step 4

In view of (17), and since 7; = j(j = 3,4), the integers z/]'-c are equal to the

integers T}C defined in Step 1. We now follow the procedure specified in Section 4.
We proceed recursively.

Step P = 3.
The functions v}, v? and v} are given, in view of (20), by:
vi=0l=p, o}=222 (36)
p
where p € C®(IR* — {0}; IR) N C°(IR*; IR) is any function homogeneous of degree
1 with respect to the family of dilations (6)) (for instance, one may take p(z) =
(@12 + 2 + 2§+ 2}?) ™).

We now want to compute the functions h? (j =1,...,3) such that:
5 byyorf lronf® bl S .
o(1 o(1 o(2 = U404 — 397
0€6(3) wf D (wf® +w®) j=1

A tedious but simple calculation shows that the equality (37) is satisfied with h3, k3,
and h3 defined by:

3__1 2,3 1_ .1 2 27 .1
hi = —3(=Lp, pyvivi — Lpyr, pv3V1 = VaLpiny Lpygvd + L o3vi Ly vs)
4
3_ 1.1 3
hy = —§(U4Lb1wagU4) (38)
3_ 1 9,34 1 3
hy = —5(Ly, 10505 + vy Ly, 205)
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Step p = 2.
The functions vi and v are given, in view of (23), by:
7 (i3 + h3)
1 2 _ 1 3
U3=p V3= g P

Let us compute two functions A% and h2 such that:

[buau)vg(l), bua(z)’ug(?)] 2
Z 3 0(1)3 = U3 + h3 b3 Z
c€B(2) Wy Jj=1

One easily verifies that equality (40) is satisfied with ki and hi defined by:

h? = %UEL[)QU% + h}
h3 = —zv3Ly,v3 + h3
Step p =1.
Finally, the functions v{ and v} are given by

vi =iy + h%, vy =g+ h3

To sum up, the functions U;-c are defined by:

U%:ﬁl—l-h%, U%:ﬁ2+hg
7(~3+h2)
’U%:p7 U%:Z IO 3
Ug
g -2

(39)

(40)

(41)

(42)

(43)

where the functions hé? are defined by (38) and (41), and the functions @; are given

by (32).

Final Step

Time-varying feedback laws which, for € small enough, exponentially stabilize the

origin of the system (30) are finally given, using (27) and (26), by:

~+

{ uf(z,t) = vi(x) — 23 sin(

1
1
(z,t) = vi(x) + 22 cos(

NG

U)o () + 263 cos( 2 )od ()

Yol () — 3¢5 cos(Z)vk(x) + 2673 cos(3)v2(x)

(44)
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6 Convergence of highly oscillatory vector fields as diffe-
rential operators

As explained in the introduction (section 1.2), the convergence results which are
implicitly contained in [5], and explicitly in |23, 9] or [8], in terms of uniform conver-
gence of solutions on finite time intervals, are not sufficient here.

In this section, we state separately the “convergence” result which is used to
prove Theorem 1. The word convergence is maybe a bit farfetched here since there
is no notion of limit in the topological sense, the convergence is more of an algebraic
nature : we simply decompose the operator as the sum of a non-oscillating term
(the “limit”) and a term which is a differential operator whose coefficients remain
bounded when ¢ goes to zero multiplied by ¢ at a positive power. We do not want to
give a meaning to a sentence like “these terms tend to zero when ¢ does”. However
this result will prove to be sufficient for our needs. It is also sufficient to recover the
uniform convergence stated in [5, 8, 23, 9] ; we briefly state this corollary at the end
of the section.

Since we want to state a result that can also be used for open-loop controls (the
added complexity is very minor), we leave the time-interval 7, the vector fields X H
and the functions of time 7] free : for stabilization, the time interval 7 is all IR,
the vector fields X7 are given by (67) and the functions 7; are constant complex
numbers.

Theorem 2 Let N be a positive integer. For all j, 1 < j < N, let £(j) be an integer
no smaller than one. Let P be the largest ((j). Let a family of real numbers wj be
defined for 1 < j < N and 1 < s < £(j), such that wj = 0 if £(j) = 1 and the

family of sequences ; = {wjl-, .. ,wf(j)}, for all the integers j such that £(j) > 2 are
minimally canceling (MC), and are independent with respect to P. Let :

e X7 € C®(R"— {0} R")N CY(IR"™; IR"™), for all (j,s) such that 1 < j < N,
1< s <L(j), be homogeneous vector fields of degree zero,

o 13, for all (j,s) such that 1 < j < N, 1 < s < (j), be a family of smooth
complex valued functions of time such that there is a uniform bound M < +oo
on the considered period of time T, on all these functions and their time-
derivatives :

n;(t)‘ <M and

B[ <M ¥(,s), 1< <N 1<s <), Ve T (45)
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Let the functions o (t) be given by

£G)—1

ajo(t) = 27 0 R (n5(t) i) (46)

(recall that for j such that ((j) = 1 (then s = 1), w; = 0 and the corresponding
exponentials are then simply equal to 1). With these “highly oscillatory controls”, the

differential equation
N ()

&= ) ) of.X]

j=1ls=1

“converges”, when ¢ — 0, to the equation

Ny %(n} () nf(j)(t)) X7 X7 L X))
)

jj:z - () —1 o), o(1 (2 o(l o(€(G)—1
(5 i£05) UGG(Z(]’))‘*}]’()(wj()+wj())"'(wj()+"'+w'((j) ))

Jj=1 J

in the following sense. The closed-loop vector field F& in R*™™ given by :

9 N £3)
Fe = o+ Zzlaj’gX; (47)
Jj=1s=

considered as a differential operator of order 1 on functions of t and x may be ez-
pressed as :

=2
. iﬂ %(n;-e-;m@)) PG XD, L X))
= 0G) O O OB L S OISR COR)
+ " (Fst — i%) + " Dj (48)

with vy1 > 0, v2 > 0, and D] and D5 two higher order differential operators whose
coefficients are continuous, smooth outside the origin, and locally uniformly bounded
when € — 0, in the following sense : there exists €9 > 0 such that for all compact
subset K of IR™, all these coefficients are bounded for (e,t,x) € (0,29 x T x K. This
equality is in the sense of differential operators acting on functions of (t,x).

If all the vector fields X3 are homogeneous of degree zero, then all the terms in
the sums in (48) are differential operators homogeneous of degree zero.
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(Proof in Section 7) (In [5, 8, 23, 9|, the main ingredient of the proof was iterated
integrations by parts ; here we mimic these integrations by parts, but at the level of
products of differential operators instead of integrals along the solutions. )

The following convergence result, sufficient to recover the results in [23, 9]. or in
[8], is a direct consequence :

Corollary Let by,...,b, be smooth vector fields. Let N be a positive integer, {(j)
be a positive integer for all j between 1 and N, and 7(j,s) be an integer between 1
and m for all (j,s) such that 1 <j < N and 1 < s < ((j). Let the real numbers w;
be defined for 1 < j < N and 1 < s < L(j), such that wi = 0 if {(j) = 1 and the
family of sequences ; = {wjl-, . ,wf(])}, for all the integers j such that £(j) > 2 are
minimally canceling (MC), and are independent with respect to P.

Let vy, ...,vn be N functions of time defined on [0,T] and zo be a point in IR™.
Suppose that the (unique) solution of

. [b7(,0(1))5 [Br(,o2))s [ - - 1 br o] - - -11(T)
T = v;(t) E . p I (0=
j=1 ceG(6(5)) wj(l)(wj(l) + w; (2)) ... (wj(l) +.tw; (€G5) 1)) (49)

z(0) xo ,

is defined on all the time-interval [0,T). Call this solution x°(t).
Let the functions nj(t) (1 <s < {(j)) be chosen such that, for all j,

- = Wi (50)

and the functions o . be defined according to (46), and wy .(t,x) be given by

wk,s(tam) = Z a;',s(tvx) . (51)
(7,8) such that
1<j <N, 1<s<U(j),
7(j,8) = k

Then, for ¢ small enough, the unique solution x* of

P S w(t) bua)
k=1
z(0) = mg

is defined on [0,T], and x°(t) converges to x°(t) uniformly on [0,T).
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Proof : Apply Theorem 2 with 7 = IR and the vector fields X7 given by :

Xj = by - (53)
Since
N £(j)
Zwkat:vbk ZZajgtst x),
j=1ls=1

(47)-(48) yields

a m
(a + Zwk75bk> (I - 871 Di)

[b2(j,0(1))s [Or(,o2))s [+ - - 5 brGoeiy] - - -]
e + Z Z ’ 3
a(1) ‘7(1) a(2) a(1) a(€()-1)
(Wi +wi) (W e w )

i=1 0€6((j)) Yj
_m Dia e1DE |
(54)
This is an equality between differential operators; apply each side to the coordinate
functions x;. Diz; and D5z; are simply the coefficient in front of i in the expression
of the differential operator Djz; or Djz;. This implies (coordlnate by coordinate)
that the differential equation (52) may be rewritten

d
dt

where F'(t,x) stands for the right-hand side of (49), and d;(e,t,x) (i € {1,2}) is the
vector whose jth component is the coefficient of % in D;. This implies that the
J

(x — eMdy(e,t,z)) = F(t,x) + e?ds(e,t, ), (55)

difference between x9(t) — 2°(t) satisfies
l25() = 2°@)Il < e lldae,t, (@) + ™ |di(e, t, o) (56)
t
+ / |F(7,25(7)) — F(r,2%(7))||dr + 872/ lda(e, ,2%(7)))||dT .
0

The standard Gronwall lemma then yields, for all ¢ € (0,¢¢] (¢ defined by theorem
2), and all ¢ € [0,T] such that 2° remains in the interior of a certain compact neigh-
borhood K of the trajectory z°, the estimate ||°(t) — 20(¢)| < (2™ + Te72)Me,
where A is a Lipschitz constant (with respect to x) of F' on [0,7] x K and M is an
upperbound on (0, g¢] x [0, 7] x K for both ||d1|| and ||d2||, given by theorem 2. This
proves the Corollary. |
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7 Proofs

7.1 Proofs related to Step 1

Let us show that any family (b;);j=1,. ~ computed following the design procedure
satisfies the Properties 1-a, 1-b, and 1-c.

In view of the construction, Property 1-b easily follows since otherwise, there would
exist a Lie bracket b of length p which is not a linear combination of the vector fields
b; (£(j) = p). By construction, it should have been added to the family (b;).
Property 1-c is a direct consequence of the definition of the family (5])

There only remains to prove Property 1-a.

Let us denote b the matrix-valued function defined by:

b(x) = (b1 bt brmy 115+ by By 415+ bt ) ()

We first show that Rank b(0) = n. In order to show that, we first remark that the
Lie algebra generated by the b; (i = 1,...,m) is nilpotent in the sense that any Lie
bracket of length p > P of this Lie algebra is identically zero. Indeed, since the vector
fields b; are homogeneous of degree —1 , any Lie bracket b of length p made with the
b; is homogeneous of degree —p and each kth component b* of b is a homogeneous
function of degree —p + ri. Since P = Max{ry; k =1,...,n}, —p + ry is strictly
negative if p > P so that, if b* where not identically zero, it would tend to infinity at
the origin, which would contradict the fact that the vector fields are smooth. Using
this property and the Lie Algebra Rank Condition (6), the construction of the family
(b;) implies that Rank b(0) = n.

Let us now show that Rank b(z) = n for all z € R™.

Since Rank b(0) = n, there exist a neighborhood W of z = 0 on which Rank b(x) = n.
There remains to prove that this property holds everywhere. Let x be outside W.
There exist A > 0 such that z = 65(z) is in W and hence, Rankb(z) = n. As
a consequence, since 4y is a local diffeomorphism from a neighborhood of z to a
neighborhood of 7,

Rank {((85 ")sbs,) (@), (63 )by ) (@) = m.

Now, from the homogeneity, (5;1)*7)% = A~t0K)p; | which implies that Rank b(z) =
n.
Finally, since the column vectors of 13(0) are independent, bis necessarily a square
n xn matrix and the family associated to the matrix b(x) is both free and generating.
|
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7.2 Proofs related to Step 3

Proof of Lemma 1. This is a direct consequence of the results by Liu and
Sussmann. More precisely, it is shown in [9, section 7| that for any ¢ € {m,—1 +
1,...,mp}, the set {I,(Q); @ = {w!,...,wP} MC} is a generating family of the set
of Lie brackets of length p made with the vector fields qu1, e ,ng. This is proved in
the free Lie algebra generated by qu1, e ,ng, but is a fortiori true in the Lie algebra
of the system. As a consequence, for each j € {m,_1 +1,...,mp}, the vector field
IN)j can be expressed as a linear combination of a finite number of vectors I;(£2), with
Q MC. Since, in view of Step 1 (Property 1-b), each of these I;(2) can in turn
be expressed as a linear combination of the b (I = mp—1+1,...,myp), there can
be at most m, — m,_; I;() independent. As a consequence, at most m, — mp_1
I;(©2) — which will be our choice for Qjm,_,+1,...,8jm,— are needed to express b;.
Hence with these values of the 2;, and using the fact that the Bj are independent
(Property 1-b), the matrix M has full rank m, — m,_1. By extracting m, — mp_1
independent lines from the matrix M, the existence of exactly m, — m,_1 integers
Vg1 41y -+ Ymp € {Mp—1+1,...,mp} and my — mp—1 MC sets Qp,_;11,. .., QU
such that the matrix S, is invertible readily follows. |

Finally let us prove that part iv) can also be achieved. The proof relies on the
following properties of MC sets.

Properties

1. Let p € IN, then,if Q = {w!, ..., wP} is minimally canceling, 2 can be identified
with a point in the hyperplane: {w € IRP : w! + ... + wP = 0}, which itself is
diffeomorphic to IRP~!. Using the fact that the left-hand side of the implication
(10) defines only a finite set of linear equations in the variables w!,...w? , the
set of all MC sets Q with || = p can be identified to RP~' — {Ey,..., Er}
where each E,. (r = 1,...,R) is a linear subspace (of dimension strictly less
than p — 1) of IRP1. Hence, the set of all MC sets  with |Q| = p can be
identified to an open and dense subset of JRP™!.

2. Similarly, let us consider a family (Qq)aecr = (1, Q2,...,Qg) where each Q,
is a MC set of cardinality |$2,| > 2. Then, the family (€2, )aecr can be identified
to a point in R x RI®I=1 »  x RI%I=1 and, in view of the previous
property, the set of families (€2),)oer —where each Q) is MC, and |Q,| = [Qq|—
can be identified to an open and dense subset O of R R« x
RI%%I=1 Moreover, by an argument similar to the one used in the previous
property, the set of families (2, )aer —with each Q) MC and of cardinality
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|Q2%|— independent with respect to a given integer p, can be identified to
O — {D,...,Dy} where each D,, (m = 1,...,M) is a linear subspace —
of dimension strictly less than (|| — 1) + (|Q] — 1) + ... + (|| —1)— of
RIMI=Lx RI2I-1 | x RI%eI-L, Hence, this set can be identified to an open
and dense subset of RItI=1 x RI®I-1 x | x Rl

In view of 441), each matrix S, is invertible on an open and dense subset of RP=1)(mp=mp_1) —
R¥mp-1t1l=1 0 RI®mp -1 This directly implies, from Property 2 above, that
part v) can indeed be achieved. |

7.3 Proofs related to Step 4

We first remark that Equation (18) is a particular case of (22) with p = 0. As a
consequence, Property 4 will be proved if we can show, for any p = P,P —1,...,1
the following

Facts:

1. The functions Ujl-, . ,vé’ (j =mp—1+1,...,myp) belong to C°(IR" —{0}; IR)N

C°(IR™; R) and are homogeneous of degree 1.

2. The functions hg (p>1, j=1,...,mp_1), for which (21) and (24) hold, exist,
belong to C®°(IR" —{0}; IR)N C°(IR™; IR), and are homogeneous of degree £(3).

3.
i\f: > b owv] b o v, b oyl @)
J 7 J
o(1 o(1 o(2 o(1 o(£(5)-1
st oesian @ @7+ W)@ 4]
N mp—1
= > djbj— Y kb
j=mp—1+1 7=1
Proof:
We proceed by a decreasing induction.
p=PFP:

We first prove Fact 1. It follows from Property 2-a, and from the assumptions on the
homogeneous norm p, that the functions vjl-, e ,vf defined by (20) are homogeneous

of degree 1 and belong to C®°(IR™ — {0}; IR) N C°(IR™; IR). The continuity at the
origin directly follows from the fact that these functions are homogeneous of strictly
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positive degree.

We now prove Fact 2. Using Fact 1 and Lemma 2 we deduce the existence of mp_1
functions hf (j =1,...,mp_1) belonging to C*®°(IR" — {0}; R) N C°(IR"™; IR) and
homogeneous of degree £(j) such that:

mp b, a(l)vef(l)’ b, 0(2)07(2), [- -

> 2 b,ev] L]
j=mp_ 1+1U€(‘3(P) 0(1)( 0(1)+w0(2))”-(w;7(1)+ _l_w;T(P 1))
b o- ’b 4 b "'7b o
= Z D REARIIAC - ([)v,-“) [(u,)-@) [ (:jm] I -
.. o(l o(l (2 (1 ]
(wj +wj )...(wj + . _|_w )

j=mp_1+1ce6(P) W;
mp_1

- > hyb;
7j=1

(58)
In view of (20) this implies that
% Z [b 0(1)1};(1), [bu,';@)U;-T(Q), [ . . b a( Y5 o(P )] o ]]
C- - w"“)(w;-’“’ o) D)
Z Z a3 b, o [ FCE [-3b o] ]
= np Ur o o o o ’ o(P—
j=mp_1+1lr=mp_1+1 oc6(P) W (l)( j(l) + j(2)) e (wj(l) t.. o tw; ( 1))
mp_1
pe
= > hib
7=1
mp mp [byd(l)a [bua(z)a [ .- 7bV§'(P)] .- ]]
J

R I MR Vo
r=mp_1+l  j=mp_1+l  oce&(P) W (1)( j(1)+wj(2)).
mp—1

— > hib
j=1

.. (w;-r(l) +...+ wq(P_l))
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By definition of the matrix Np (let us recall that Np = Sp'), and in view of (12),
(16) and (17) it follows from (59) that:

mp [byg(nvg(l), [byl'y(2)’l];(2), [ ce by?(p)U;(P)] NN ]]

Z o(1 o(1 o(2 o(l
mp mp mp—1

= Y @ Y aFL)- > rhy (60)
j=1

o(P-1)
i)

mp mp—1

~ 7 P73

= 3 b - 3wl
r=mp_1+1 7=1

Therefore, relation (21) is satisfied and this concludes the proof of Fact 2.
Finally, since mp = N, Fact 3 follows from (21).

From step p + 1 to step p:

We now assume that Facts 1, 2, and 3 are true from P down to p+ 1 and show that
they are also true at rank p.

The proof of Fact 1 is similar to the proof given in the case p = P by using the
expression (23) of the functions v] and the fact that the functions %, and REFL (r =
mp—1 + 1,...,mp) are homogeneous of degree p (in view of Property 2.b and the
induction hypothesis).

The proof of Fact 2 is also similar to the proof of Fact 2 for the case p = P.

Let us finally proceed with the proof of Fact 3. Using the induction hypothesis (Fact
3 for p+ 1), we have:

N [by;,(lw;’“), [by;,@w;’@), [ bygu(j)w;’“ﬁ”] )
jzg;;ﬂ sttty @ @5 W)@ )
_ S - SR,
j=mpt1 i=1
Adding (24) and (61) term to term, relation (57) directly follows. |
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7.4 Proof of Theorem 1

In order to prove Theorem 1 it is now sufficient, in view of Properties 2-b and 4-c, to
show that when the origin is asymptotically stable for the (time-invariant) system
1 2 o5
[bl/('r(l)v‘(;—( ), [bl/?'(Q)/U;( ), [ ..y buc'r(z(j))U;( (]))] .. ]]
J J J

N
T = Z Z o o o e a(l(j)— =
D eest)) wj(l)(wj(l)_l_wj(Z))”'(wj(l)+“.+wj(5(J) 1)) §

iijb; (62)

M=

1

then, for ¢ > 0 sufficiently small, the origin is uniformly (exponentially) asymptoti-
cally stable for the time varying system (29).

Let us therefore assume that the origin is asymptotically stable for (62). Since the
right-hand side is homogeneous (of degree zero), there exist, from [17], a homogeneous
Lyapunov function V, positive definite, and whose derivative along (62) may be
written

, N ([byer(1>vf(l)a[buq(z)U;(Q),[---,b,,q(e(j)w;(aj))]---H) 14
Vi) = 2o 2 =

o o o o o(l(g5)—
Deesy) @ (U(wj 4 W (2)) N S wj( (@) 1))

-W

(63)
—here X V, for X a vector field, denotes the Lie derivative of V' along X— with W
homogeneous positive definite, of the same degree as V, i.e.

W(z) > cV(x). (64)
Let us now compute the derivative of V' along the “real” closed-loop equation (29) :

with F¢ the closed-loop vector field, in the extended space where time is one coordi-
nate :

a m
FPo= =+ ;uf bi (66)
of course the term 2 does not act on V because V does not depend on t).
ot
Now use Theorem 2, with 7 = IR, the —obviously not linearly independent—

vector fields X7 given by :

X; = by, (67)
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and the complex valued functions of time 77 taken equal to the complex constants
decided above (for instance chosen according to (26), and in any case in such a way
that (25) is satisfied). From (48), (25), and (63), one has

ov
FV = —W + enF°DjV — " Dia + "2 D5V
which may be rewritten, since V does not depend on ¢,
FV, = —-W + £”? D5V (68)

with
Vo =V - DIV, (69)

Since, from Theorem 2, the operators Dj and D5 are homogeneous of degree zero,
and locally uniformly bounded with respect to € > 0, one has, since V is positive
definite,

|DiV| < kV, |D5V| < kV

for all ¢ > 0. Hence for ¢ sufficiently small, V. is arbitrarily close to V' and hence
positive definite, and also

V. = F°V. < —gv (70)

Hence for € small enough, V is a strict Lyapunov function for the closed-loop system
(29). This ends the proof of Theorem 1 via Lyapunov’s first method. ]

7.5 Proof of Theorem 2

The closed-loop vector field F° can be re-written as

Fo= % + > X
1<j<N
(j) =1
6 o
+ 3 o (n;e“’?t/g + n_;e—’“?t/f) X5 (1)
1<j<N =t
0(j) >2
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Let us make some conventions and definitions, used only in the present proof.
We define the following sets of indices :

J o= A{sjef{t,...,N} {(G) =22} = {mi+1,...,N} (72)
Jl = {]E{]"?N}’f(]) } = {ml1+1 l} (73)
K = {—3), () - -1,1,2, E(j)} : (74)
and the following sets of pairs of indices :
I = {(js),jelJ,seK;} = |J{j} xK; (75)
Jj€J
L = {Gs)el, =1}y = |JU}xEK; (76)
JE€J;
We call Fy the vector field
F = Z miX; = D miX;. (77)
] S (jas)eIl
( ) =

Clearly, if we define, for s < 0, the real numbers w7, the complex numbers 77 and
the vector fields X7 by :

w._s = —ws-
J __J
Wt o= yforjed, seKj, s>0, (78)
X = X

the vector field F* from (71) may be rewritten as
0 £G)—1

F¢ = E + F, + Z e L) n;eiw;t/sX; (79)
(g,8)€I
P _
_ E+F1+€_%F5+€—§F§+...+g—%pf, (80)
where )
Ff o= 3 mjeitixy (81)
(4,8)€l;

Note that the interest of the last sum is that the negative powers of € are written
apart, and the vector fields F; have the “boundedness” property that their coefficients
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are continuous functions of x and ¢, smooth outside x = 0, indexed by ¢ > 0, and
locally uniformly bounded with respect to € > 0 (it is not the case of F* itself because
of the negative powers of €). We shall in the remainder of the proof always write the
negative powers of ¢ apart, so that all the differential operators written as capital
letters never contain coeflicients that are unbounded when ¢ goes to zero.

We now define a certain number of differential operators Fj;, ,,, ., of order d for

pl 7p27'
d between 1 and P, and for all d-uple (p1,p2,...,pq) of integers such that :

1<p, <P for1<k<d, )
1 1
" e 2 e
P1,P2 # 232 )
2
(plap27p3) 7é (37?”3) ’ ( (8 )
(pl,...,pdfl) 75 (d—l,...,d—l) .
Fy po.. py 18 defined by :
i(ws.1—|—---—|—w§d)% Sd—
e mmemdeiBiggn g
P1,p2,-.-5P, - (d—1 S s s s Sd—1
’ ((j1,31)5~~~:(jd,sd)) € Id(plr":pd)l( )wjll (wjll + w.722) T ((,()]11 + T + wjd—l)
(83)
where I4(py,...,pq) is the set of d-uples of indices ( (ji,51),--- , (ja, Sq4)) such that
L(jx) = pk, and which are neither a collection of % pairs of the form (j,s), (j,—s)
nor such that, for some (even) k, 2 < k < d, ((j1,91),---, (Jk,Sk)) Wwould be a

collection of % pairs of the form (4,s), (4, —s). More precisely, I%(py, ..., pq) may be
defined recursively by I'(p) = I; and :

((j17 81)7 ) (jda Sd)) € Id(pla .- ’pd)
o (jk,sk) € I, for all k,
b ((jla 31)5 L) (jd—la Sd—l)) € Id_l(p17 ER de—l) ;
e there exist no permutation 7 € &(d)
such that (j'r(k)’s'r(k)) = (jka_sk) .

=

(84)
With the above definition of the sets of indices I¢(py,...,pq), the denominators
in (83) cannot be zero because of the following lemma.

Lemma 3 Let ((j1,51),...,(ja,5q4)) € I¢ —see the definition of I in (75)— be such
that

S S _ .
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o cither (L(j1),-.-,4(jq)) = (d,...,d) ,

1 1
e or ——~+--+—+ > 1,
£(j1) £(ja)
e or there exist a permutation 7 € &(d) such that (j-(x), Srx)) = (Jr, —Sk) for all
k.

S

Proof of lemma 3 : The equality w; +--- + w]s-;’ = 0 may be rewritten

1)
> doNwE =0 (85)
jef{l,...,N} =1
(j) =2

where the integer )] is equal to the number of times that (3, s) appears in ((j1,s1); ...,
(jd, 84)) minus the number of times (j, —s) appears. Of course, (85) may be rewritten

as
Z Z Apw =0

JEJ we;
with )\w]s; = /\;-. Note that

w jis

Hence, from the assumption that the sequences of frequencies are mutually “in-
dependent with respect to P”, and are all “minimally canceling” (see (11)-(10)),
each ()\]l,...,/\f(])) is equal to either (0,...,0) or (1,...,1) or (—1,...,—1). If it
is not (0,...,0) for at least one j, then all the couples (j,1),...,(4,£(j)), or all
the couples (j,—1),...,(j,—£(j)), appear in ((j1,81),---,(Ja,8qa))- If d = £(j) for
this j, ie. if ((j1,51),...,(ja,8q4)) is a re-ordering of ((j,1),...,(J,£4(j))), or of
((4,-1),...,(j,—£(j))), then we are in the first case of the lemma ; if d > £(j),
then there is at least another couple (j',s") in ((j1,81),---,(ja,Sq)) and hence the
sum ﬁ 4.4 @ can be no less than 1+ ﬁ and hence we are in the second case

of the lemma. Let us now examine the case where all the (/\}, een, )\g(s))’s are equal
to (0,...,0). This means that for all j,s, the couple (j,s) and the couple (j, —s)
appears the same numbers of time in ((j1,51),---, (jda, S¢)). This allows to build the
permutation having the property required in the third point of the lemma : it is the
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one that exchanges 1 with the first k1 such that (j,, sk, ) = (J1,—51), 2 (3 if k1 = 2)
with the first ko # k; such that (ji,, sk,) = (j2, —$2), and so on. |

We shall now prove the following two facts.
Fact 1 : Forall ¢, 1 < ¢ < P, there exist 71 4 and 3 4 strictly positive such that:

17, 1 1
o= 5t R +Z(_ VP Fp p,...p
p times
0
+ M (F Te — Dia) + ™4 D5,
R -
+ Z (-1)¢ 'e ( " )FIfl; -Pq (86)
(pla 7pq) € {2’ aP}q7
Lt o<1

%,WM#%~W®

Fact 2 : Forall p, 1 < p < P, there exist 7], and 73, strictly positive such that:

€ (—l)pfl 7]1 . 771_’
times JEJp
b
+€7’1,p (Fé'le, _ Dls,paat> + €7§,p Dés’p (87)
" @ [xo@ (€())
ag o o j
B = G G L X7 5
se&(4(4)) W ”(”(wﬁu)+—wj@>)”.(u§<ﬂ.+"'4_w;@o>—n)

These two facts 1mp1y Theorem 2. Indeed, for ¢ = P, the last sum in (86)
is empty since — + - -|— — < 1 with all the integers p; no larger that P implies

(p1,---,pP) (pP Hence for ¢ = P, (86) reads
Fe = 0 F
= 5 T V*Z Fpp,....p
p times

+€%J’<FWD3P Dsa) + 7P D b (89)

0
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Substituting in the above the expression of F; , given by (87), one clearly gets (48)
with the appropriate differential operators Df and D5 and the appropriate positive
real numbers v; and 7s.

Proof of fact 1. We prove (86) by induction on ¢, from ¢ =1 to ¢ = P.

For ¢ = 1, the sum on the first line of (86) is empty, one may take Df ;, D] and
D5 ; to be zero, and (86) is simply (80).

Let us now suppose that (86) holds for a certain ¢ > 1 and let us prove it for
g+ 1. This is done through a manipulation on differential operator that more or less
mimics an integration by parts. Since we shall use it elsewhere, let us explain it on
a “general” differential operator Y before applying it.

Consider a differential operator of order d on functions of ¢ and x that does not
contain derivations with respect to ¢ :

1
y — ) nI(t)aI(t,:c)g—xl .

multi-indices I of length d

(90)

Define Y and Y= to be

t ol
vl _ ) i (t) ( / aI(T,x)dT> o (91)
multi-indices I of length d * I

¢ I
yll = ) %(t) ( / aI(T,x)dr)g—ajI (92)

multi-indices I of length d

Note that these are defined up to a function of z (through the initial time in the
integrals) and that Y[ is zero if the s are constants. The “derivative with respect
to t” of Y= is Y + Y[ in the following sense :

0 0 0
vyl — 12 vyl = ZylEd o ylE10 2
- AR ot (93)
indeed it is obvious that for any smooth function h of x and ¢, one has
0 oh
(1] - = (yl1 _ yl-11 ==
Yh(to) + Yilh(ta) = 2 (YL (t,z) - v, 5 (ho) . (99)
simply because % commutes with ﬁ. Then we re-write (93) in the following way :
0
y = [2Z ykiy -yl
[ 8t I ]
- peyl=tl i e | yI-l oyl 0 yll (95)
- s T ot
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In order to prove that if (86) holds for ¢, it also holds for ¢ + 1, we apply the
identity (95) with

[ }1/]' = F]fla“wpq
— J— £
Y [1] - nglz---:pq ’
Y = gH;h"':pq ’
for 1 1
(p1,---,pq) #(¢:---,q) and Tt st (96)
q
where G|, and Hp . are given by :
G > e O e X (97)
PlyuPg o s1(, 8 s s 5
(Gr)alia gy € 1(rpy) Wi Wi F W) (Wi e W)
. 51 Sq
= 3 (& (st - ompz)) o™ xoux et X5 (98)
Plye-Pq g, S s s s S
" 150G NELrypy) Wi (Wi @5y ) e (@ e W)

Note that the denominators are nonzero because, from lemma 3, the definition (84) of
the set of indices I9(py,...,pq) precisely removes the terms where the denominators
would be zero.

Then (95) with the above expressions for YV, Y[l and YI-1 yields :

P
1
F;lr“’pq = _Z(STF:G;h'“’pq + anG;h"':pq B gGglz"'zpqa N aHglz'“apq . (99)
r=1
From (97) and (81) we have :
FfG;lz"';pq =

Z - n;q+1 ei(“’;i*"ﬂ’;:ﬁ /e X;q“X;q X3
1 a+1 atl  Ja !
1w (WS + w?) . (WS e W
((J1,81)5--- 5 (Jg:5¢9)) € T4p1,--.,pq) 31( a1 Jz) ( J Jq)
(Jgt1:8¢41) € I

The right-hand side of the above equation is equal to F;, ., . given by (83) because
the (¢ + 1)-tuples ((j1, 1), .-, (Jg+1, Sg+1)) which are in I%(p1,...,pq) X I, but not
in 171 (py,...,pg, ) are —compare (84)— these such that —this is possible only if
¢ is odd— there exist a permutation 7 of the set of integers {1,...,q+ 1} for which

((Gr(1)s $7(1))s Ur(2)s 87(2))s - - - » Ur(qr1)s Sr(qr1))) = ((G1, —81), (G2, —82), - - -5 (Jg+1, —Sg41)) -
(100)
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But these terms sum to zero in sum above which is equal to F7G,, . p, because, for

(1 1),

(42152)5- -5 (Jg+1,8¢+1)) such that a permutation 7 satisfying (100) exists, the term
corresponding to ((j1,—s1), (j2, —82),---, (Jg+1, —Sq+1)) is opposite to the term cor-
responding to ((j1,s1), (j2,52),-- -, (Jg+1, Sq+1))- Indeed, (78) —for X and w, not for

n— and (100) imply that the term corresponding to ((j1, —s1), (J2, =52), - -5 (Jg+1, —Sq+1))
is equal to :

o ST(1) S7(g+1)

Sr() | pSr(a+D) z(ij(l) e ij( +1) )t/e Sq+1 ySq s1
77]'.,.(1) Jr(q+1) ¢ ? qu+1 qu Tt le
: s1 s1 S2 st ... %4
zq(—wj )(—cuj1 — w]-2) e (—wjl — qu)

which, since ¢ must be odd (if not, there is no such terms anyway), is equal to

(w1 Sq+1
(T @) i Me xoun o e
k=117 (k) Jg+1 " Jq J1
19wt (W3t 52 ... %
YW (wjl +w]2)"'(w]1 + —I—u)]q)

and 7 gives the change of index in the product allows to say that this is the opposite
of the term corresponding to ((j1, 1), (J2, 52),-- -, (Jg+1, Sg+1)). Hence FFG; =

P1,--P
Fy.  por- Substituting this in (99) yields (we rename r as pg11) : ’
P a . ) .
3 _ £ £ M
Fpla"'zpq - B Z 8Pq+1 Fpla""pQ)pq+1 + 8F Gplz"'apq - stla"'apqa - 8Hp17'--7p‘1 :
Pg+1=1
(101)
Hence (86) yields :
0 1 1
3 _ . _ p— &
=2 —

p times

0

S (S SRR S
+ (—1)¢ Z c ( P1 pq+1)F§17~~~,pq,pq+l
(pla-l"qu) € {%7"'7P}q
L4+ i<
(pla"'apq) ?é (Qa7Q)
Pg+1 € {177P}
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1 1 0
_1 4ot
+ (_1)q Z en ra (FEG;)la'-'qu B G;l,---,pqa B H;1:5Q92)
(pla'i'apq)e{%a"'ap}qa
Ly l<

(pla---’pq)#(qa"WQ)

This yields (86) for ¢ + 1 because the term corresponding to (p1,...,pq+1) = (¢ +
1,...,¢+1) in the sum on the third line is (=1)?F7,; .4, it adds to the sum on
the first lie and this yields the first line of (86) for ¢ + 1, the other terms in this sum
such that pll +--- 4 zﬁ < 1 yield exactly the third line of (86) for ¢ + 1, and the
terms in this sum such that p% + e+ I%H > 1, as well as all the last sum add up
with the second line to give the second line (the “small” terms) of (86) for ¢+ 1. This
ends the proof by induction of fact 1.

Proof of fact 2. From the definition (83), we have :

FE

Dy.-5P
H/—/
p times
51,8 s S Sp—1 s
3 Wi Mg Mgy Xy Xy -+ X1
PPV (WS 4+ w2 (WS 4w
(Gr80) v Gorsg) € Ppvp) o i) (5 ioet)
s Sp __
P R s
S1.8 sp (Wil 4 FwP)t/e < s Sp—1 s
N 5 M Mg 1 T XX )%3)
i D (W + W) (WS 4w
((jlasl)v"' ) (jpasp))se Ip(p,...,p) ]1( 7t ]2) ( 7 ]p_l)
wjll—l---'—l-wj;’ #0
ow, apply -(91)-(92)- wi equal to the second sum, an erefore
N ly (90)-(91)-(92)-(95) with ¥V 1 to th d d theref
-1 __ 1] _
Y[ ] - 8G;7""p ’ Y[ ] - 8H;7"'7p ’
with
G;%,...,p: (104)
——
p times

)3 e DN eyt
P P P—
PO (WS + W) (W W
((jl,sl);---a(jpasp)) c Ip(p"_"p) ]1( J1 32) ( J1 Jp)

S1 s
G A0
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——

d s s i(w?l—l—---—i-w'?p)t/s Sp_1 s
> (& (opr--ompp)) ot e e Xt X
PO (WS Fw2) (W W
G150+ o 3p)) € TP p) ot it H i) (0 )
S1 S
w PR _|_w]:: # 0

This allows to rewrite the second sum in (103) as

9 Py
£ € € € = 15
EF Gp?""p - ng""?p E - EHP"",p - ZgTFp’___’p”"
r=1
with
13 —
Fp,....p,r= (106)
p times
s1 spr1 i@t P e sy s 51
z ;) "'77]-;_16 i1 Jp+1 Xj:+1 Xj:"‘le
P (WS + wi2) . (W WP
(G150 s o)) € PP(prenp) o on T ) o )

S S
(Jp+1s 8p+1) € I

Let us now consider the first sum in (103). Since all sequences are minimally can-

celing, and independent with respect to p, and the sequences in IP(p,...,p) ne-

ver contain a couple with the same j and an opposite s (see (84)), the p-uples

((41581), - - -+ (Jps $p)) such that wi+-- -—I—w;;’ = 0 are exactly of the form ((j,0(1)),...,(j,o(p)))
or ((4,—o(1)),...,(j,—o(p))) with £(j) = p and o a permutation of {1,...,p}. Hence

the first sum may be rewritten (recall that X, ° = X7) as :

1 D

22% nj - )

jeJ; < U )CJ
P

with (0) (1) (1)
o(p) v-o(p— o
x@ xoe-D e

¢ = Z o (1)

seaim @D WM + WPy @I W)

(107)
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If one replaces in the above sum o by o o 7 where 7 is the permutation that sends
(1,2,...,p) on (p,p —1,...,1) (change of indices in the summation), one gets

a(1) xo(2) a(p)
XXX

e (w;f(p)+__,+w;f(2))(w;(p)+,,_+w;f(3))_,,(w;7(p)+w;f(p—1))w;7(p)

c; =

p:

since wjl- + -+ w; =0, the denominator may be transformed :

o(1) x-o(2) o(p)
C; = (_1)p_1 Z 1 1 Xj 2Xj ...(f)(j : (p—1)
aeg(p)w;()(w;()+w;())~~~(w; —I—---—l—w;-fp )

Finally, a combinatorial computation in the free Lie algebra (see [8], or [9] in which
this identity is also obtained but in a less computational way) gives:

o(1) y0(2) a(p)
Z X7 X ...ij
o(1)

oty @IV (@I 4 TP (@D g oD

1y X7 X7 xTP) ]
o a(1)

P o€6(p) OJ] (w;(l) + w;@)) .. (w;(l) + -4 w;’(l’—l))

Hence C; = (-1 B; with B, given by (88). Substituting the above in (103) yields

P
2(_1)p—1 77‘71,...775,J
Fp ...p = - Z §R< o | Bi (108)
p times T

9 Py
I € & & = £
+e(F Gp,...,p — Gp,...,pa) —eH, ,— ZUFp,...,p,r
—— — r—1 ——
p times p times p times

This clearly yields (87), and ends the proof of fact 2, and hence the proof of Theorem
2.
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