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Abstract: There are tw main positions garding real-time scheduling algorithms. The
first is based on fed priorities and the second neakuse of dynamic priorities such as dead-
lines. These ter approaches ka never really been compared because the emphasis has
always been on the ease of implementation rather thaeffibency of the algorithms and

the complexity of the associated feasibility conditions. In addition to traditional real-time
applications, we belie that starting to look at theseawriteria will be ery important from

the point of viev of providing admission control mechanisms and real-time guarantees on
large distriluted systems lik the Internet netark.

To that end, our purpose is first to yide ageneralframework based, on the one hand, a
representation of preemydi, real-time scheduling in an algebraic structure that enables us
to evaluate the distance of the optimality ofyascheduling algorithm ; and on the other
hand, a consistent representation of the associated feasibility conditions that enables us to
evaluate the number of basic operations. As a second step, consideeral kads of traf-

fics, we initiate the comparison by a straightt limited, application of our general frame-
work. Our preliminary results will notably highlight, in the cases where deadlines are all
greater than periods, thatéuok priority schedulers (l&deadline monotonic) belaas well

as EDF while the arst-case response time analysis is less comple same obseation is

valid when the task sets are almost homogenewuss In favor of EDF in the general case

or when a simple feasibility analysis is needed.

Therefore, it might be of interestyvgn a real-time scheduling cortéspanning from small
embedded systems todardistrituted systems), to takinto account these twextra criteria

in order to find a right tradefomong seeral possible solutions.

Key-words: busy period, comparison, compity, efiiciengy, dynamic priority fixed prior-
ity, preemptre, real-time, scheduling.
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Ordonnancement temps réel statique et
dynamique: théorie et expérience

Résumé :ll existe deux principalesamilles d’algorithmes d’ordonnancement temps réel,

la premiére s’appuyant sur des prioritégg$iet la seconde sur des priorités dynamiques de
type échéances. Celles ci n'ont jamais été vraiment comparées 'une a l'autre, si ce n'est en
termes de mise en oeuvre. Notre propos est d'initier une telle comparaison en teffhes d’
cacité des algorithmes ainsi que demplexité des conditions deafsabilité associées. Au

dela des applications temps réel traditionnelles, commencer a considérer ces deux criteres
nous semble denir critique dans la perspegide la fourniture de mécanismes de contréles
d’admission et deayanties temps réel sur de grands systemes répartis tels qu’lnternet.

Dans un premier temps, nous introduisonsanire généralbasé, d’'une part, sur une repré-
sentation de I'ordonnancement temps réel préemptif sous forme de structure algébrique per-
mettant d'éaluer la distance a I'optimalité de tout algorithme et, d’autre part, sur une
représentation homogene des conditions alsabilité associées permettant diiéser le
nombre d’'opérations élémentaires induites. Dans un deuxiéme temps, considérmtslif

types de trafics, nous initialisons la comparaison par une application directe, mais limitée, de
notre cadre général. Nos résultats préliminaires font notamment apparaitre, lorsque les
échéances des taches sont toutes supérieures aux périodes que les algorithmiques d’ordon-
nancement a priorité fs (comme Deadline Monotonic) se comportent aussi bien qu’'EDF
alors que l'analyse des pires temps de réponses des taches est moingecdrapieéme
remarque s'applique en présence de taches homogeénes mais resteiedef EDF dans le

cas le plus général ou lorsqu’une simple analysaidelilité est nécessaire.

Il semble donc étre intéressant, en fonction du eteté’'ordonnancement (allant du petit
systeme embarqué jusqu’au grand systeme digfritte &ire intenenir les criteres d'éta-

cité et de compiaté pour choisir I'algorithme temps réel le plus adapté.

Mots-clé : comparaison, comptéé, eficacité, période occupée, priorité dixpriorité
dynamique, ordonnancement, préemptif, temps réel.
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HPF/DM

HPF/RM

h(t)
L;(a)
NSC

NEDF

Glossary

Worst-case computation time for task T; (cf. Section 1.1.1, page 8).
Relative deadline for task T; (cf. Section 1.1.1, page 8).
Earliest Deadline First scheduling algorithm (cf. Section 1.2.1.1, page 12).

Highest Priority First / Deadline Monotonic scheduling algorithm (cf. Section
1.2.2.1, page 18).

Highest Priority First / Rate Monotonic scheduling algorithm (cf. Section
1.2.2.1, page 18).

Processor demand function (cf. Section 1.1.2, page 10).
Length of adeadline-(a+ D;) busy period.

Necessary and Sufficient Condition.

EDF valid norm (cf. Theorem 13, page 26).

Processor utilization valid norm (cf. Theorem 13, page 26).
Base period (cf. Section 1.1.2, page 10).

Periodic Non-Concrete Task set T (cf. Definition 8, page 25).
Class of PNTS (cf. Definition 8, page 25).

Worst-case response time for task T; (cf. Section 1.1.2, page 10).
Period for task T; (cf. Section 1.1.1, page 8).

Processor utilization (cf. Section 1.1.1, page 8) later called Ny,.

Length of the level-i busy period starting gT; before the current activation of
task T; (cf. Section 1.2.2.2, page 18).

Cumulative workload function (cf. Section 1.1.1, page 8).

f-efficiency of a scheduling algorithm P with respect to X (cf. Definition 12,
page 28).

Efficiency of a scheduling agorithm P with respect to X (cf. Definition 12,
page 28).

Length of the synchronous processor busy period (cf. Section 1.1.2, page 10).
Length of alevel-i busy period (cf. Section 1.1.2, page 10).

Class of scheduling algorithms (cf. Definition 3, page 24).

Scheduling referential (cf. Definition 3, page 24).

Class of task sets T (cf. Definition 3, page 24).

Non-concrete task set T (cf. Section 1.1.1, page 8).

Non-concrete task T; of T (cf. Section 1.1.1, page 8).

>-region of a scheduling referential (cf. Section 1.1.1, page 8).
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1 Intr oduction

Scheduling theory asit appliesto hard real-time environment has been widely studied in the last twenty
years. The community of real-time researchers is currently split into two camps, those who support
fixed priority driven scheduling algorithms, that were devised for easy implementation, and those who
support dynamic priority driven scheduling algorithms that were considered better theoretically. More-
over since[LL73], amilestonein the field of hard real-time scheduling, these two classes of algorithms
have been studied separately and alot of results such as optimality, feasibility condition, response time,
admission control have been established, relaxing some initial assumptions and considering several
scheduling contexts. Consequently, these results are quite dispersed in the literature and the proofs have
often been established in an ad-hoc manner.

In our opinion, the implementation and the hardware of today no longer justify a simple refusal of
dynamic priority algorithms. On the other hand, the theoretical dominance of dynamic priority driven
scheduling algorithms is not a determining factor in every context. Moreover, the concepts used by all
the existing results are quite similar. Therefore, it isthefirst goal of this paper to build a consistent the-
oretical framework which could encompass the collection of existing results and that enables us to
evaluate the preemptive, non-idling fixed/dynamic priority driven scheduling algorithms in terms of
efficiency (the distance of the optimality) and the associated feasibility conditionsin terms of complex-
ity (the number of basic operations). As a second step, this paper will initiate such a comparison by a
straight, but limited, application of our framework considering several kinds of traffics.

More precisely, the paper is organized as follows. Section 1, page 8, outlines the computational model,
recalls the basic scheduling concepts and proposes a state-of-the-art regarding preemptive, fixed/
dynamic priority driven scheduling agorithms. The goals of this paper are detailed at the end of this
section.

Section 2, page 24, presents our framework to compare scheduling algorithms. To that end, we first
propose an algebraic structure for preemptive, real-time scheduling that enables us to evaluate the gap
separating a particular scheduling algorithm from an optimal one. Secondly a consistent representation
of the feasibility conditions is proposed that enables us to compare the number of basic operations
involved by these conditions.

Section 3, page 60 (resp. Section 4, page 68), proposes a straight, but limited (in the sense that many
refinements or other results might be derived from Section 2, page 24), application of our abstract
framework to initiate the efficiency comparison (resp. complexity comparison) of fixed versus dynamic
priority driven scheduling algorithms in presence of general task sets, as well as particular task sets.
The obtained preliminary results are illustrated in Section 5, page 101, with some simple but represen-
tative numerical examples (e.g. voice and image traffics versus embedded system traffics).

Finally, Section 6, page 116, is a synthesis of our fixed/dynamic priority driven scheduling algorithm
comparison leading to new arguments in that controversial discussion.

1.1 Model, concepts and notations
1.1.1 Model

In this paper, we shall consider the problem of schedulingaset T = {14, ..., T,} of n non-concrete
periodic or sporadic tasks on a single processor. This will be done in presence of hard real-time con-
straints and with relative deadlines not necessarily related to the respective periods of the tasks. A task
T, isasequential job that isinvoked with some maximum frequency and result in a single execution of
the job at a time, handled by a given scheduling algorithm. From the scheduling point of view, a task
can then be seen as an infinite number of activations. By definition, we consider that:

* A non-concrete periodic taskT; recursand is represented by thet-uple (C;, D;, T;) , where
C,, D; and T; respectively represent its worst-case computation time, relative deadline and
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period (note that the absolute deadline of agiven activation isequal to the release time plusthe
relative deadline). A concrete periodictask w; isdefinedby { T;, 5} where s, , thestart time,
is defined as the duration between time zero and the first activation of the task.

A non-concrete periodic task sett = {1, ..., T} isaset of n non-concrete tasks. A con-
crete periodic task setw = {w,, ..., W} isasetof nconcretetasks. Therefore, an infinite
number of concrete task sets can be generated from a non-concrete task set (without loss of
generality weassume min, _; . {5} = 0).

Note that a concrete periodic task set W is called asynchronoustask set iff s; = S for all
1<i,j<n (s isthen caled acritical instant in the literature) otherwise, w is called an
asynchronoustask set ([LM80] showed that the problem to know if an asynchronous task set
can lead to acritical instant is NP-complete).

Sporadictaskswere formally introduced in [MOK83] (although already used in some papers,
e.g., [KN8Q]) and differ only from periodic tasks in the activation time: the (k+1)th activation
of aperiodictask occursattimet, , ; = t, +T,,whileitoccursat t, , ; =t, + T, if thetask
is sporadic. Hence T; represents the minimum interarrival time between two successive acti-
vations.

A generaltask set T = {14, ..., T} isanon-concrete periodic or sporadic task set such that
Oi0[1,n], T, and D; are not related. On the other hand, a particular task set
T = {14, ...,T,} isanon-concretetask set such that i L [1, n], T; and D, arerelated.

Throughout this paper, we assume the following:

al the studied schedulers make use of the HPF (Highest Priority First) on-line algorithm but
differ by their priority assignment scheme (in the sequel, we will no more refer to HPF). They
al make use of afixed tie breaking rule between tasks that show the same priority. They are
non idling (i.e., the processor cannot be inactive in presence of pending activations) and
preemptive (i.e., the processing of any task can be interrupted by a higher priority task).

OiOd[1,n],C <T,, C, <D, andgeneral, aswell as particular, task setswill be considered.
More precisely, the following task setswill be considered:

- general case, i L [1, n], T; and D, arenot related,

- homogeneouscase, Ji O [1,n], T; = Tand D; = D,

- LiofLn],b; =T,

- Liof[1,n],D;<sT;,

- {D;} «{T,} (all the deadlines are supposed to be dominated by all the periods),

- Liof1n],D;=T;,

- {D;} »{T;} (al the periods are supposed to be dominated by all the deadlines).
all tasksin the system are independent of one another and are critical (hard real-time), i.e., all
of them have to meet their absol ute deadline. Unless otherwise stated, tasks do not have resour-

ce constraints and the overhead due to context switching, scheduling... is considered to be in-
cluded in the execution time of the tasks.

timeisdiscrete (tasks activations occur and task executions begin and terminate at clock ticks;
the parameters used are expressed as a multiples of clock ticks); In [BHR90], it is shown that
thereisno loss of generality with respect to feasibility results by restricting the schedulesto be
discrete, once the task parameters are assumed to be integers.
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1.1.2 Classic concepts
Let us now recall some classic concepts used in hard real-time scheduling:

* thescheduling of aconcretetask set wissaid to bevalid if and only if nho task activation misses
its absolute deadline.

* aconcretetask set wissaid to befeasiblewith respect to agiven class of scheduling algorithms

if and only if thereisat least one valid schedule that can be obtained by a scheduling algorithm
of this class (in this paper, we consider only two classes of scheduling a gorithms combining
non-idling, preemptive, fixed/dynamic priority driven scheduling algorithms). Similarly, a
non-concrete task set T is said to be feasible with respect to a given class of scheduling algo-
rithms if and only if every concrete task set w that can be generated from 1 is feasible in this
class.
Note that from the real -time specification point of view, anon-concrete task setismorerealis-
tic than a concrete one, since not one but all the patterns of arrival are indeed considered. For
the same reasons, but from the scheduling point of view, afeasibility condition for a non-con-
crete task set is generally more selective and less complex than one for a concrete task set. In
particular [BHR90], [BMR90] showed that a concrete task set cannot, in general, be tested in
a polynomia time unless P=NP. Anyhow, they also showed that a concrete synchronous task
set, or anon-concretetask set, can betested in pseudo polynomial time whenever the processor
utilization U < c <1 (i.e. with ¢ aconstant smaller than 1).

* ascheduling algorithm is said to be optimal with respect to a given class of scheduling algo-
rithms if and only if it generates a valid schedule for any feasible task set in this class. Note
that this definitionisambiguous sinceit is class of scheduling algorithm dependent. In Section
2.1, page 24, we will precise this concept with respect to a given scheduling referential.

n
e U= z ?' is the processor utilization factor, i.e., the fraction of processor time spent in
j =1 J
the execution of thetask set [LL73]. An obvious Necessary Condition for the feasibility of any
task setisthat U < 1 (unless otherwise stated, thisis assumed in the sequel).

e P=lom;_;.,{T} isthe base period, i.e., a cycle such as the pattern of arrival of a
periodic task set recurs similarly [LM80]. Note that, even in the case of limited task sets, P
can be large when the periods are prime.

* givenacritica instant at time 0 (Ui L [1,n] , s, = 0), theworkload W(t) isthe amount

of processing time requested by all activations whose release times are in the interval [0, t)
[BMRYO:

n

W) = ¥ [ch

j=1l ']

* givenacritical instant at time 0 (0i O [1, n], s; = 0), the processor demand h(t) isthe
amount of computation time requested by all activations whose release times and absolute
deadlinesarein theinterval [0, t] [BMR90],[SPU96]:

- fredos 525 - 02

=1
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* A: Given anon-concrete task set, the synchronous processor busy period is defined as the
timeinterval [0, A) delimited by two distinct processor idle periods® in the schedule of the
corresponding synchronous concrete task set (where 0 is a critical instant, i.e, (i 0 [1, n],
s, = 0). It turns out that the value of A does not depend on the scheduling algorithm, as far
asitis non-idling, but only on the task arrival pattern. Note that (cf. Appendix A, page 120,
and Appendix B, page 127, for amore formal discussion):

-\ can be computed recursively using the workload [KLS93]2.

- inthesequel, wewill seehow it ispossibleto generalize the concept of Busy period with
respect to afixed or dynamic priority (let A; denotes, for task T;, the maximum interval
of such a priority busy period). It turns out that the value of A; depends on the
scheduling algorithm.

* Givenanon-concrete general task T;, Ui O [1, n], r; isthewor st-caseresponsetimeof T;,
i.e., thelongest time ever taken by any activation of the task from itsrelease time until the time
it completesits required computation [JP86]. Note that:

- asshown in the sequel, the value of r; is scheduling algorithm dependent and can be
computed using the concept of priority busy period.

- if atask hasaworst-case responsetime greater than its period then thereisthe possibility
for atask to re-arrive before the previous activations have completed. In our model, we
consider that the new arrival is delayed from being executing after the previous
activation terminate. In other words we keep the order of the events of the same task.
Other ways to deal with such a situation exist (e.g. to deliver the most recent activation
of the same task first), leading to an adaptation of the proposed results.

1.2 Previouswork

Given a scheduling context, the main goal of the existing results is to couple an optimal scheduling
algorithm with a polynomial-time or pseudo-polynomial-time (in order to be practical) Feasibility
Condition (FC) that could be either Sufficient Condition (SC) or Necessary and Sufficient Condition
(NSC). An FC can lead either to establish the feasibility only of the given real-time problem, or to extra
informations as the worst-case response time of any task (in both cases, the proofs require to identify
the worst pattern(s) of arrival). As said previously, the community of real-time researchersis currently
split in two camps, those who support fixed priority driven scheduling algorithms (whose main results
are presented in Section 1.2.2, page 18) and those who support dynamic priority driven scheduling
algorithms (whose main results are presented in Section 1.2.1, page 12). Note that:

* the proposed state-of-the-art are not an exhaustive list of the papers related to real-time
scheduling but more a summary of the main steps and new approaches proposed in this field
(see [GRS96] for a more detailled state-of-the-art).

* the given theorems are adapted to take into account our notations.

1. A processor idle period can have a zero duration when there is only one outstanding computation and the end
of this computation coincides with a new request of anew one.

2. Therecursionendswhen A¥ "1 = W()\k) = AX = A andcanbesolved by successive iterations starting
. k. . .
from A° = W(O+) . Indeed, it is easy to shown that A" is non decreasing. Consequently, the series converges

or exceeds P if U > 1, inthelatter case, the task set is not schedulable. Finally, thiskind of recursive expression
is pseudo-polynomia if U< c<1.
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1.2.1 Dynamic priority driven scheduling algorithms

In this section, we briefly summarize the principles of preempthon-idling dynamic priority
scheduling. These principles were dged in particular from [LL73], [LM80], [BMR90], [BHR93],
[KLS93], [2S94], [SPU96], [RCM96] and [GRS96]

1.2.1.1 Optimality

We will focus on theeDF (Earliest Deadline First) scheduling algorithm. Ay dime, EDF gecutes
among those tasks thatveabeen released and not yet fully serviced (pending tasks), one whose abso-
lute deadline is earliest. If no task is pending, the processor is idle.

Theorem 1 - ([DER74])EDF is optimal.

The proof shws that it is alvays possible to transform alid schedule to one which folie EDF

More preciselyif at ary time the processoxecutes some task other than the one which has the earliest
absolute deadline, then it is possible to interchange the ordee@it®n of these tatasks (the resul-

ting schedule is stillalid).

Note that the optimality property of EDF is more general than the optimality property fatech prio-

rity driven scheduling algorithms. Indeed, EDF is said to be optimal in the sense that no other dynamic,
as well as fird, priority drven scheduling algorithm can lead to aiar schedule which cannot be
obtained by EDFThis ambiguity on the concept of optimality will beeocome in Section 2.1, page

24, with respect to the concepts of scheduling referentiatatimality.

Note also that,»ept EDF and LLE there is no other optimal scheduling algorithm, in oumkadge

for the dynamic case. Consequenitythe sequel, all the results (in particular the comifyl@nalysis

of the feasibility conditions) described for that case are referred to\BE®Ere fully avare that a for-

mal justification of this choice has to be don¢Wwe let that point as an open question for the interested
reader

1.2.1.2 Feasibility
m CaseJiO[1,n], T, = D,

Theorem 2 - ([LL73]) For a given syngronous periodic task set (withli OO0 [1, n],
T, = D;), the EDF shedule is feasible if and onlylif < 1.

This result gies us a simple O(n) procedure based on the processor utilization to check the feasibility
The proof shws that if a gien processorusy period leads to arverflow at time t, the resulting syn-
chronous processouby period cannot lead to an idle time prior to time t. This leads to a contradiction
if we assumdJ <1 and an wverflow at time t.

Theorem 3 - ([LL73], [KLS93]) Any non-conate periodic task set (withli 0 [1, n],
T, = D,) scheduled by EDFs feasible if and only if no absolute deadline is missed during the
syndironous lisy period.

This result is related to the previous theoreimatTis, if an absolute deadline is missed invamiusy
period, then one is missed in the synchronous procegspmperiod.

1. The LLF (Least Laxity First) scheduling algorithm, which af aoheduling decision chooses the taskvaeti
tion with the smallest laxity (absolute deadline minus current time minus remaxeicigtien time) has also been
shavn to be optimal in the same coxitgMOK83] but leads to more preemptions than EDF adsivresponse
times. Consequentijt has recefed less attention in the literature.
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mCase 0i0[1,n],D,<T,.

Historically, aNSC for this model has been known since the publication of [LM80] (improved latter by
[BHR9Q]), inwhich Leung and Merril established that the feasibility of an asynchronoustask set can be
checked by examining the feasibility of the EDF schedule in the time interval [0, 2P + max{s;}]
(with P and s; as defined in Section 1.1, page 8).

Note that this NSC operates in exponential time in the worst-case (which is usually unacceptable) since
P isin the worst case a function of the product of the task periods. It turns out that for a synchronous
periodic task set we can restrict our attention to the interval [0, P], with O acritical instant. That is,
the synchronous arrival pattern isthe most demanding for non-concrete task set.

In addition to these results, the approach we are going to show now is based on the evaluation of the
processor demand h(t) on limited intervals such as the synchronous processor busy period (cf. Section
1.1.2, page 10). Indeed, being the processor demand, the amount of computation requested by al
activationsin theinterval [0, t], it followsthat for any t = 0, h(t) must not be greater than t in order
to have a valid schedule. Note that this approach leads to a pseudo-polynomial NSCif U<c<1 (i.e
with ¢ a constant smaller than one).

Theorem 4 - ([BRH90], [BMR90], [ZS94],[RCM96]) A non-conete periodic, or
spomadic, task set (witlD; < T; Ui O[1, n] andU < 1) is feasible using EDFif and only if:

0t0S, h(t) <t &)

1-D./T.)C.
wheeS—DD{kT +D, k0 N}En {o mln%\ D=1 (1 u] ) it
1—1 B

and A is the length of the synmnous pocessor bsy period (cfSection 1.1.2, g 10).

This theorem unifies several results. A first improvement on the result of [LM80] for synchronous
periodic task setsisfound in [BHR90] and [BMR90], where Baruah et a. show that if U <1 an NSC
for the feasibility of atask setisthat [Jt, h(t) <t inthelimited interval:

u
[01 5 max; -1 o(T;~Dp

The proof is based on the fact that if the task set is not feasible, then there is an instant of time t such
that h(t) >t. By algebraic manipulations of this condition, an upper bound on the value of t can be
determined. Recently, by using a similar manipulation on the same condition, [RCM96] obtained a
tighter upper bound:

If thereis t <h(t) (with h(t) = Z Ejr {

DJJB:j since i O [1,n], D; < T,), then we have:
=1

i
t<h(t) < Zlm T JBZJ =tU+ zl% JJB:J from which:
i= i=
t<Z?:l(1—Dj/TJ-)Cj
1-U
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Note that if U <c, with ¢ a constant smaller than 1, this result leads to a pseudo-polynomial-time
NSC [BRM90]. Note also that the interval to be checked can belargeif C iscloseto 1.

A second upper bound on the length of the interval to be checked is given in [SPU95], [RCM96]. In
particular, Ripoll et a. extend to Ui O [1, n], D; < T;, the result of Theorem 3, page 12, by showing
that the synchronous processor busy period is the most demanding one (using the same overflow argu-
ment asin [LL73]). That is, if an absolute deadline is missed in the schedule, then one is missed in the
synchronous processor busy period.

Finally, the evaluation of the NSC is further improved as proposed by [Z2S94], who propose to evaluate

the processor demand only on the set S of points corresponding to absolute deadlines of task requests
(i.e. the set of points where the value of h(t) changes).

Theorem 5 - ([BMR90]) A non-conate periodic, or sp@dic, task set (witlli O [1, n],
D; =T,) is feasibleusing EDFif and only ifU< 1.

The proof of [BMR90] simply showsthat if D, > T;, Ui O [1,n] and U <1:

ik ;H‘T?J%

Ot=0 h(t) = Zmaxg) 1+{

j=1

—_ 4+ Ti—Db i J
fromwhich: Ot>0 h(t)sDZtD——:l_—j—-—B:jst Z ?

m General task sets (i O [1,n], T; and D; are not related)

The results seen for task sets with relative deadlines smaller than or equal to the respective periods, are
also valid for general task sets, in which there is no a priori relation between relative deadlines and
periods. In particular, Theorem 3, page 12, originally conceived for task sets with relative deadlines
equal to periods, was independently shown (by [RCM96] and [SPU95, SPU96], respectively) to hold
also for the less restrictive models. That is, in order to check the feasibility of ageneral task set, we still
can limit our attention to the synchronous busy period. [GRS96] defined a more specialized notion of
busy period, namely the deadline busy periqdthat enables us to refine the analysis by further
restricting the interval of interest.

Definition 1 - ([GRS96) Adeadlined busy period is a mcessor bsy period in whis only
task activations with absolute deadline smaller than or equdl érecute

It turns out that only synchronous deadline busy periods are the busy periods interesting in order to
check the feasibility of task set since they derived the following property:

Lemma 1 - ([GRS96) Given a gnearl task set, if theris an eerflow for a certain arrival pattern,
then thee is an eerflow in a syneronous deadlineusy period

The proof is still an extension of Theorem 3, page 12, showing that if a given processor busy period
leads to an overflow at time d, the resulting synchronous deadline€ busy period leads also to an over-
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flow. Note that [ GRS96] proposed an algorithm to compute )\is, the longest synchronous deadline busy
period for any task T; and that the synchronous processor busy period being the largest busy period, it

is possible to maximise )\is by A.

On the other hand [BHR93] and [Z2S94] showed by algebraic manipulationst of h(t), asfor Theorem 4,
page 13, the possibility of checking the feasibility of a general task set on the following set S of points
in alimited interval. The only difference with this theorem comes from the lower bound max(D;) that
is needed to take into account due to relative deadlines greater than periods. Finally:

zj_l(l D/T)C EE]
1-U al

n
_ O 0 U
ng kT;+D;, kON} g0 [0, maxgnaszln_n(Dj),

[Z2S94] derived from this result an admission control procedure meaning that if ageneral task set of n-1

tasks is feasible, it is then possible to determine the minimum value of the relative deadline for an nth
task such that all the general task set of n tasksis still feasible.

Finally, as [RCM96], in the case where D; < T; i 0 [1, n], [GRS96] integrated these upper bound
in one NSC for general task sets.

Theorem 6 - ([BHR93], [2S94], [RCM96], [SPU96], [GRS96]) Anyegerl task set with
U <1 is feasibleusing EDFEif and only if:

0t0S, h(t) <t 2

where S Eﬁ% T.+D, kD{ VS Djﬂ%ﬂ [0, min{A, B, B,} ],
=10 T 0

j

Z (1-D./T,)C, 0 z?‘ (1-D./T,)C;
D, <T. | Vi _ j=1 77
j I 1_U and 82 - maxgnaszln(DJ), 1—U

B, =

I

)\js is the length, for task;, of its synchronous deadline busy periotl A the length of the syhm-
nous pocessor hsy period (cfSection 1.1.2, g 10).

1.2.1.3 Wor st-case responsetime

Contrary to what happens in fixed priority systems, the worst-case response times of a general task set
scheduled by EDF are not necessarily obtained with a synchronous pattern of arrival. [GRS96] showed
the following lemma.

Lemma 2 - ([GRS96]) the wast-case esponse time of a tagk is found in a deadlineusy period

for T; in whidh all tasks bt T; are released syriwonously fom the bginning of the deadlineusy
period and at their maximunate
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In practice (see [SPU96]), in order to find r;, the worst-case response time of T;, we need to examine
several scenarios in which T; has an activation released at time a, while al other tasks are released
synchronously (SJ- = 0, Oj #1). Given a value of the parameter a, the response time of the T;’s
activation released at time a is r;(@) = max{C;, L,(@) —a} where L;(a) is the length of the busy
period that includes this T;’s activation. L;(a) is computed by means of the following iterative

computation:
L@ = 0, L{k* (@ = Wi(a L{W@) +(L+| a/T; )C; ,

where W (3, t) takesinto account, for each task but T;, the number of instances released within [0,t)
and having an absolute deadline smaller or equal to a+ D, i.e.
. +D.-D. |O
Wi(at) = Z ming] L |, 1+ M C;-
jZi T; T; U

J
D;<a+D;

[SPU96] first established this result showing that Lemma 2, page 15, holds if the busy period
mentioned in the lemmais a processor busy period. Similarly to what was done in the previous section
for the establishment of a task set feasibility, [GRS96] improved the result of [SPU96] by using the

notion of deadline busy period. Indeed, the worst-case response time of T; is aways found in a
deadline busy period for T; (in the contrary, we have L;(a) —a< 0 that cannot lead to a worst case
responsetime for T; ). Therefore, considering Lemma 2, page 15's patterns of arrival, [GRS96] gave an
agorithm that compute A; , the maximum length of a synchronous deadline busy period for any task T,
and showed that D; <D j O A <A j- Note that the synchronous processor busy period being the
largest busy period, it is possible to maximise A; by A .

According to Lemma 2, page 15, and to the successive considerations, the significant values of the
parameter a are in the interval [0, A;] . Furthermore, also within this interval we can restrict our
attention to the points where either s, = 0 or a+ D; coincides with the absolute deadline of another
activation, which correspond to local maximaof L;(a) . Thatis, ald A n [0, A;], where:

n

A = [J{kT;+D;-D; kON}.
j=1

Finally, ageneral task set isfeasible, using EDF, if and only if:

Oid[Ln], r = rg%{ri(a)} <D,. (3)

The complexity of this worst-case response time analysis will be detailled in the sequel and compared
with the fixed priority case.
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1.2.1.4 Shared resourcesand releasejitters

For reasons such as tick scheduling or distributed contexts (e.g. the holistic approach introduced by
[TCO5] for fixed priority scheduling that was extended for dynamic priority scheduling in [SPU96-2],
[HS96]), tasks may be allowed to have a release jitter (i.e., a task T; may be delayed for a maximum
time J, before being actually released). In such casg, if atask T; is delayed for a maximum time J,
before being actually released, then two consecutive instances of T; may be separated by the interval
T,-J.

Furthermore, if the tasks are allowed to share resources, the analysis must take into account additional
terms, namely blocking factors, because of inevitable priority inversions. Note that:

* the maximum duration of such inversions can be bounded if shared resources are accessed by
locking and unlocking semaphores according to protocols like the priority ceiling [CL90],
[RSL90] or the stack resource algorithm [BA91]. In particular, for each task T; it is possible to
compute the worst-case blocking time B;. For example, the priority ceiling of a semaphore is
defined as the priority of the highest priority task that may lock that semaphore. A task T; is
then allowed to enter a critical section if its priority is higher than the ceiling priorities of all
the semaphores locked by task other than 1;. The task will run at its assigned priority unless it
isin acritical section and blocks higher priority tasks. In the latter case, it must inherit the

highest priority of the tasks it blocks but will resume at its assigned priority on leaving the
critical section.

* thelength A of the processor busy periods is unaffected by the presence of blocking instead.
Priority inversions may only deviate the schedule from its ordinary EDF characteristic. The
required modifications on the analysis are only few. The occurrence being checked, or another
one which precedesit in the schedule, may experience a blocking that hasto be included as an
additional term.

[SPU96] examined the feasibility of a general task sets in presence of shared resources and release
jitter.

Theorem 7 - ([SPU96]) a gneral task set in prsence of shad resouces and elease
jitters is feasible (assuming that taske ardered by inceasing value of BJ;), using EDFif:

J-D
Ot<A, )3 %ﬂ%JB:ﬁBkmst . @

D;<t+J i
wheee A is the size of the syimonous pocessor bsy period andk(t) = max{k|(D,—-J, <t)}.

The proof generalizes Theorem 6, page 15, showing that the worst processor busy period is till the
synchronous processor busy period and that the worst pattern of arrival, considering release jitter, is
when tasks experience their shortest inter-release times at the beginning of the schedule. Considering
shared resources, it is shown that the worst pattern of arrival arises with the blocking factors of the task

with thelargest D, — J,. value among thoseincluded in the sum. Similarly, [SPU96] devel ops the same
arguments for the computation of the worst-case response time.
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1.2.2 Fixed priority driven scheduling algorithms

In this section, we briefly summarize the principles of preemptive, non-idling, fixed priority schedu-
ling. These principles were derived in particular from [LL73], [LW82], [JP86], [LEH90], [AUD91] and
[TBW94]. Note that, contrary to what is happening in the dynamic priority case, feasibility and res-
ponse time computation are closely related in the state-of-the-art.

1.2.2.1 Optimality

Optimality property islimited in this section to the fixed priority driven class of scheduling algorithms.
In other words, a scheduling algorithm X is said to be optimal in the sense that no other fixed priority
assignment can lead to a valid schedule which cannot be abtained by x. This limitation reflects the theo-
retical dominance of the class of dynamic priority driven scheduling algorithms (e.g., a NSC for fixed
priority driven scheduling algorithms is a SC considering EDF). Anyhow, this ambiguity on the con-
cept of optimality will be overcome in Section 2.1, page 24, with respect to the concepts of scheduling
referential and Z-optimality.

Inthecase Oi O[1,n], T, = D;, origina work of [LL73] establishes the optimality of the Rate

Monotonic (RM) priority ordering. The priority assigned to tasks by RM is inversely proportional to
their period. Thus the task with the shortest period has the highest priority. For task sets with relative
deadlines less or equal to periods, an optimal priority ordering has been shown by [LW82] to be the
deadline monotonic (DM) ordering. The priority assigned to tasks by DM is inversely proportional to

their relative deadline (note that DM is strictly equivalent to RM inthecase Ui O [1, n], T; = D;).

[LEH90] points out that neither RM nor DM priority ordering policies are optimal for general tasks set
(i.e. when relative deadlines are not related to the periods). Finally, [AUD91] solves this problem

giving an optimal priority assignment procedure (Audsley) in O(nz) that must be combined with the
feasibility analysis presented in the sequel.

Theorem 8 - (JAUD91]) The Aidsle priority assignment jcedue is optimal for
generl task sets.

The procedure first tries to find out if any task with an assigned priority of level nisfeasible. Audley
proves that if more than one task is feasible with priority level n, one can be chosen arbitrarily amoung
the matching tasks. Then the first feasible task of level nisremoved from the task set and priority level
is decreased by one. The procedure proceeds with the new priority level until either all remaining tasks
have been assigned a priority (the task set is then feasible) or for a certain priority level (no task is
feasible, then there is no priority ordering for the given task set).

1.2.2.2 Feasibility condition and wor st-case responsetime

mCaseJiO[1,n],T; = D,
Theorem 9 - ([LL73]) For a given synaronous periodic task set (withi (0[1, n],

On .C
T, = D;), the RM shedule is feasible it) < n@" - 1€
0o C

[LL73] proved the sufficiency of this processor utilization test, for tasks assigned priorities according to
RM, showing that it is possible to find aleast upper bound on the processor utilization. Thisresult gives
us asimple O(n) procedure to check the feasibility.
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Note that [LL73] also proposed a mixed scheduling algorithm showing that when there is atask set T
scheduled by a fixed priority scheduling algorithm and another task set T scheduled by EDF in bac-
kground (i.e., when the processor is not occupied by thefirst task set), then the availability function f(t),
defined as the accumulated processor time from 0 to T available to T', can be shown to be sublinear,

i.e., afunction for which: f(T)<f(T+t)-1(1).
It follows that:

* if agiven processor busy period obtained by these two task sets |eads to an overflow at timet,
the resulting synchronous processor busy period cannot lead to an idle time prior to timet.

e aNSC for the second task setis:

Ot< A, f(t) 2 % HJQ.

where A isthe length of the synchronous processor busy period (cf. Section 1.1.2, page 10).

Note that the application of this result involves the resolution of a large set of inequalities and that
[LL73] did not establish a closed form expression for the least upper bound on U (the global processor
utilization allowed for T and T'). They just proposed hints for simple, but pessimist, sufficient condi-
tions and showed in an example that the bound on U is considerably less restrictive when the number
of task scheduled by EDF (rather than afixed priority scheduling algorithm) grows.

Note also that in [LEH90], Lehoczky shows that in the particular case where periods are harmonic, a
100% processor utilization can be obtained. Other particular cases have been studied in [LEH90] using
aprocessor utilization approach.

In addition to this first approach (based on U) another interesting approach focused on deriving the
worst-case response times I; of each task T; of a given non-concrete task set. This led to the obvious
following NSC that unifies the feasibility of atask set with the worst-case response times:

Oid[1,n] rr<D.-

L et us summarize now the main results on the worst-case response time computation in several contexts
for fixed priority driven scheduling algorithms.

Theorem 10 - ([JP86]) The wost-case esponse time; of a taskt; of a non-conate
periodic, or spoadic, task set (witlD; < T;, i 0 [1, n]) is found in a scenario in whicall
tasks ae at their maximumate and eleased syrigonously at a critical instant t=0r; is

computed by the followingecursive equationwhere hp(i) denotes the set of tasks of higher
priority than taskt; ):

r

k
. AT
johp()| 7j

Furthermoe, the task set is feasible if and only ifi O [1,n] , r; <D;.
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In[LL73] tasks are periodic and relative deadlines are equal to periods. [JP86] analysisis more general
because it enables relative deadlines to be smaller than periods. The proof shows that this equation is
correlated to the synchronous pattern and cannot be worse in the presence of another pattern. The recur-

sion ends when r:(+ = r:( = r; and can be solved by successive iterations starting from ri0 = C,.

Indeed, it is easy to show that rik is non decreasing. Consequently, the series converges or exceeds D;. In
the latter case, task T; is not schedulable.

m General task sets (i O [1,n], T; and D; are not related)

Theorem 11 - ([LEH90], [TBW94]): The wost-case esponse time, of a taskt; of a

generl task set is found in a scenario in whiell tasks ae at their maximumate and
released syrmonously at a critical instant t=0r; is computed by the followingauisive

equation Where hp(i) denotes the set of tasks of higher priority thanttgsk

= MaXgcq<ofW; q—aTi}. (5)

whee Q is the minimum value duthatw; < (Q +1)T; and

k
W:fal = (q+1)C; + Z {M}C] (6)
iofem| T

Furthermoe, the gneal task set is feasible if and only ifli 0 [1,n] , r;<D;.

The [JP86] analysisis still not sufficient, asit does not consider periods which are smaller than relative
deadlines. This limitation is, however, overcome by [LEH90] using the notion of |evel-i busy period.

Definition 2 - ([LEH90]) A level-i busy period is defined as the maximum interval of time
during whid a pocessor runs tasks of higher or equal priorities than gsk

[LEH90] and [TBW94] showed that the worst response time I; of agiven task T; occurs during itssyn-
chronous level-i busy period. In that purpose, they showed that it is possible to look successively at
several windows, each one starting at a particular arrival of task T;. If w; q denotes the width of the
busy period starting at time qT,; before the current activation of task T, , the analysis can be performed

by the recursive eqg. (6), page 20, that ends when W!H 1= W-k = Wi q (cf. Appendix A, page 120,

i,q i
for amore formal discussion).

Finaly, the worst response time of task T; isthen given by eq. (5), page 20, where Q is the minimum

value such that W; o < (Q+1)T, (meaning that the maximum length of the level-i busy period has
been examined).

Note that the length of the busy periods that need to be examined is bounded by the lowest common

. . . -t Cir
multiple of the tasks periods. It is also bounded by: _|TI Dz Cy/ %.—z ?j[ [LS95].

j<i j<i



Jean-Francois Hermant, Laurent Leboucher, Nicolas Rivierre 21

1.2.2.3 Shared resourcesand releasejitter

Taking into account shared resources and release jitter in presence of fixed priority driven scheduling
leads to the same reasoning than in presence of dynamic priority driven scheduling (cf. Section 1.2.1.4,

page 17).

First, when Oi O[1,n], = D;, Sha, Rejkumar and Lehoczky [RSL90] have extended the
sufficient condition of [LL73] (cf. Theorem 9, page 18) for the Priority Ceiling Protocol:

. B; i
._J _< ' _ <j<
_2_ T TS i(2 1),1<i<n

where B; denotes the longest blocking time of T, alower priority task.

The same enhancement can also be applied to the Lehoczky’'s busy period analysis. Moreover
[TBW94], in presence of general task sets, extends this analysis further by considering the notion of

release jitter (J; for T,). Their analysis is an extension of Theorem 11, page 20, that results in the
following final condition:

Oig[n],r<

r = maxq(wi’ qt J—qT;)

where w; = (q+1)C, +B; + Z [Wi,q-"‘]i—‘cj
il T

1.3 Goals

So far, the community of real-time researchers is currently split in two camps, those who support fixed
priority driven scheduling algorithms, and those who support dynamic priority driven scheduling algo-
rithms. According to the state-of-the-art (cf. Section 1.2, page 11), alot of results concerning optima-
lity, feasibility conditions and response time are now available in these two camps (cf. Table 1 for a
summary of these results for general task sets). However, to our knowledge, there are only few things
concerning a comparison of these fixed/dynamic results (except what wasinitiated by [LL73] in alimi-
ted context, cf. Section 1.2.2.2, page 18).

TABLE 1. existing resultsfor general task sets

Results fixed priorities Dynamic priorities
optimality (Auddey) (EDF)

Theorem 8, page 18 Theorem 1, page 12
(Q1) feasibility only Theorem 6, page 15
(Q2) response time Theorem 11, page 20 Section 1.2.1.3, page 15

In our opinion, the implementation and the hardware of today no longer justify a simple refusa of
dynamic priority algorithms. As an example, unlike the commonly-used FIFO scheduler, [ZE93]
focused on the design of hardware deadline scheduler which require that either the transmitter searches
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into a waiting queue to find a paekwith the earliest deadline to transmit, or &igearrived packt is
inserted at a proper position in an orderegiting queue. In particulafZE93] presented a design for
hardware deadline scheduler which can schedule onespaciat most 12 clockycles and shoed the
importance of implementing such avie for the performances of real-time channelercshared-
medium Local Area Netark. To that end, there has beextemsie research onabt switch design
[AD89], [TO90] where “fst” means that the switching/processing time of agiackn be controled
under the transmission time (e.g., with an outpdten architecture, switches supporting Gbps trans-
mission links hae been shan to be feasible with thevailable VLSI technology).

On the other hand, it seems to us that the theoretical dominance of the optimality property of dynamic
priority driven scheduling algorithms (@ection 1.2.1.1, page 12, and Section 1.2.2.1, page h8t

a clear factor to justify a simple refusal of fixed priority algorithinfact given a real-time problem

as specified in Section 1.1, page 8, we are interested to measure precisely the dominance of a schedu-
ling algorithms, from another, in terms of:

* (Q1) feasibility analysis. &t example,the choice of a particular scheduling algorithm looses
(resp. improves) its interesttiie given real-time problem isaf (resp. close) to anverload
situation (wherewerload means that avgin task actiation misses its absolute deadline).

* (Q2)indvidual worst-case response times computatiam.deample, LLF(cf. Section 1.2.1.1,
page 12) might be optimal for avgn real-time problemui leads to bad response times. T
our knavledge, such a comparison has not been not considered in the literature from a real-
time (i.e., non probabilistic) point of wie
Note that, in a general manné®2) is more informate than (Q1) and that, from the state of
the art, (Q2) is used to selfQ1) for fixed priority scheduling algorithms.

Therefore, that is the first goal of this paper to build a consistant theofeticedworkwhich could
encompass the collection of the existing results and that enables us to initiate the definition of new
arguments to answer (Q1) and (Q2). More precisely, this will be done evaluating:

* the preemptive, non-idling fixed/dynamic priority drivestheduling algorithms in terms of
efficiengy for (Q1) (we let for further studies the definition of aficefncy measure to answer
(Q2)). To that end, we will introduce in Section 2.1, page 24, the general concept of scheduling
referential defined as a couple (class of authorized scheduling algorithms; class of authorized
traffics). We will shawv that the particular class of periodic, non-concrete task sets can be
defined as aector space. It will then be possible to introduce norms in suettanspace and
to measure theayp separating a particular scheduling algorithm to an optimal one in a periodic
scheduling referential. Let us call such a measure, fivgeaty.

* thethree associated feasibility conditiofts. Table 1)in terms ofcompleity for (Q1) and
(Q2). More preciselyour purpose is to establish some upper awdiddounds on the number
of basic operations (addition, multiplication and functiomjolmed by these feasibility
conditions in order to compare theno. fhat end, Section 2.2, page 40, will makese NSCs
consistent, i.e., tractable and optimized in the same w

- Considering the feasibility result (only in dynamic comethe simple gpression of
h(t) (cf. eq. (2), page 15) will be seen as a predicate that isedhéctk bounded intea
and on a limited number of points.

- Considering the feasibility and response time results @ufand dynamic contd, the
NSCs maks use of a recur& expression, such as; . in the static case (cf. eq. (6),
page 20) andl;(a) in the dynamic case (cf. Section i.2.1.3, page 15), in order to check
thatr; o< D; andr;(a) < D;. Therefore, the bounds of the number of iterations to
cornverge will be ealuated in details.
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In a second step, this paper will initiate such a comparison by a straight, but limited (in the sense that
many refinements or other results might be derived from Section 2, page 24), application of our fra-
mework. More precisely, Section 3, page 60 (resp. Section 4, page 68), will apply our abstract fra-
mework to initiate the efficiency comparison (resp. complexity comparison) of preemptive, fixed/
dynamic priority driven scheduling algorithms. This will be done in presence of general task sets, as
well as particular task sets, i.e, with specifics relations between relative deadline and period. The obtai-
ned preliminary results will be illustrated in Section 5, page 101, with some simple but representative
numerical examples (e.g. voice and image traffics versus embedded system traffics) and the indications
aswell asthe limitations of our results will be discussed.

Finally, Section 6, page 116, will focus on a synthesis of our fixed/dynamic priority driven scheduling
algorithm comparison leading to find the right trade-off among several solutions for (Q1) and (Q2).
Note that in this paper (Q2) will just be compared in terms of complexity.
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2 Framework

The purpose of this part is to introduce a genera framework for the comparison of scheduling algo-
rithms in terms of efficiency (cf. Section 2.1, page 24) and complexity (cf. Section 2.2, page 40). In
order to illustrate our approach, some direct applications of these concepts in our real-time context are
given.

2.1 Efficiency Framework

In order to take into account the relativity of such concepts as efficiency and optimality, we will first
introduce the notions of scheduling referential, algebraic structure and valid norms for periodic non-
concrete task set classes (cf. Section 2.1.1, page 24, and Section 2.1.2, page 25). Then we will give a
fairly general definition of the efficiency of any scheduling algorithm P (cf. Section 2.1.3, page 28) and
derive an effective procedure to compute exactly the efficiency of P with respect to a periodic schedu-
ling referential that contains EDF (cf. Section 2.1.5, page 32).

2.1.1 Scheduling referential
Definition 3 - Schedulingreferential

A scheduling referential isacouple (Y1), where Y isaclass of task setsand I isaclass of
scheduling algorithms.

Y (resp. ) represents then the class of authorized task sets (resp. scheduling algorithms) on
which we are interested to base a comparison analysis.

This concept will enable us to introduce such notions as optimality or efficiency with respect to a parti-
cular scheduling referential.

Definition 4 - Z-optimality
Let Z=(Y,IN) beascheduling referential. P [1 I issaid to be Z-optimal if and only if:
(O dY), (ROM, Q1)) O P(1)
Where T isatask set and Q(T) (resp. P(1)) meansthat 1 is schedulable by Q (resp. P).

This gives a definition of the optimality of a scheduling algorithm with respect to a particular schedu-
ling referential.

Definition 5 - Z-region

Let Z=(,IM) beascheduling referential. The set of schedulable task sets (%) iscalled the
>-region.

X(2) ={t0Y,(PON,P(1))}
Definition 6 - Addition

Let T, and T, be two non-concrete task sets. The non-concrete task set composed of the

union of T, and T, iscalled the addition of T, and T, and written T, + T,.
+ is an associative and commutative operator.
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Definition 7 - Multiplication

Let T be a non-concrete task set ancbe a positive real. The non-concrete task set contai-
ning concrete tasks af with a computation time multiplied by is called the multiplication

of T by A and writtenA [X or AT.
- is an associative operator.

2.1.2 Periodic scheduling referential, algebraic structure and valid norms

We consider here the specific case of periodic tasks. Theorem 12, page2angalgebraic structure
for periodic scheduling referentials. This will be the base @rg general definition of Bfiengy pro-
vided further

Definition 8 - Periodicscheduling referential, PNTS, PNTSC

A periodic non-concrete task is a particular case of a non-concrete task characterized by a
couple(T,D) (where T is the period and D the relative deadline of the task).

If Tis an addition of n periodic non-concrete tasks,called a periodic hon-concrete task set
(PNTS).

A periodic scheduling referentfais a scheduling referentiak(Y;IN) whereY is a PNTSC,
i.e., aclass of PNTS.

Definition 9 - Deadlineperiodic equivalence

Two PNTS are said to be deadline periodic equivalent if for every existing cduf¢, the

sum of the computation times of the periodic non-concrete tasks characterigedbyis
the same for both PNTS.

From the literature, it seems that all the classic scheduling algorithms use only information about
periods and deadlines. Therefore, at least for preeengijorithms, nothing distinguishesadteadline
periodic equialent PNTS in terms of schedulability and hereaitethis paperdeadline periodic equi-
valent PNTS will be identified.

Let Y be a particular PNTSC. It is easy tdend it SOY is stable for the operators + and - . MeBp
it is also possible to g& a meaning to the fifrence between mvPNTS and to PNTS with a getive
computation time. By construction, the fallmg theorem can easily be dexd.

Theorem 12 - An algebraic structure for PNTSC
Let Y be a PNTSC, + be the addition operator and - be the multiplication operator.

(Y,+, - ) can be extended to capture PNTS with a negative computation time and differences
between PNTS. ThenY{,+, - ) is a vector space arﬁdaT, D}(T D) 0T xD is a base where

{erp} (TD)OTxD denotes the set of PNTS Yiwith an execution time equal to 1 and cha-
racterized by a period T and a deadline D.

1. Since the wrst possible density of avel for general task sets is the periodic one, the scheduling
contet of this paper can mobe represented by a periodic scheduling referential wYidseea PNTSC
and[l1 is a class of non-idling, preemyati scheduling algorithms.
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Definition 10 - Validnorms(Criteria)

Let =(,M) beaperiodic scheduling referential, Q [J I a given scheduling algorithm and
f anorm for the vector space (Y ,+, -).

fisavalid norm, or criterion, for Z if and only if:
(Or0Y), (ROM, Q) O f(r)<1)

In order to illustrate these concepts, let us now introduce trivial valid norms for periodic scheduling
referentials.

Theorem 13 - Ny and Ngpg

Let > = (Y, M) beaperiodic scheduling referential where Y isaPNTSC and I isaset of
non-idling preemptive scheduling algorithms. T [ Y™ can be written:

T = ; Crprp-
(TD)TT*D

L et introduce the following notations:

C
- Ny(r) = ; @ where N is called the «processor utilization norms.
TD)TT=D

1 [ _ L
O'Tp)TTxD O C

is caled the «<kEDF normp.
Then Ny and Ngpg arevalid norms, N < Ngpe.
Pr oof

Ny and Ngpg are trivial norms. Let T 0 Y and PO 1, P(1) (i.e, T isPfeasible). Since 1 contains
only non-idling scheduling algorithms, Pis non-idling. Since EDF is optimal among non-idling schedu-
ling algorithms, T is EDF feasible. Thus Ngpe(T) <1 from Theorem 6, page 15. By making t grow

towards infinity, it is easy to show that N ;(T) < Ngp(T) . Finaly, N (1) <1. 0

The fact that Ngpg is avalid norm is very important and can lead to non-trivial properties with respect
to admission control mechanisms. Let us consider for instance the admission of multimedia channels
(or multimedia bindings) on a system (centralized or distributed). The admission of such channels or
bindings is explained in [LS95]. Let us suppose the system is able to admit 10 audio channels of one
type (type Audio) on one hand and 2 video channels (type Video) on the other hand. Then if EDF isthe
scheduling algorithm, it follows that the system is able to admit:

10 Audio Channe|52+ 2 Video Channels = 5 Audio + 1Video
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Theorem 14 - Priority workload norm

Let Z = (Y, M) beaperiodic scheduling referential where Y isaPNTSC and I isaset of
non-idling preemptive scheduling algorithms.

T U Y. Let usintroduce the following notation:

EChy [c|+ Z{qTi * Di1|cj|

Nye(T) = Max;Max =i T
WP i qDINE qT, + D,
U

e

where Ny, is caled the «priority workload norm» and where the (T;, D;) are sorted according
to apriority order specified by a particular fixed-priority based scheduling algorithm P.

Ny isanorm. In general, it isnot avalid norm even if I'1 contains only fixed-priority based
scheduling algorithms.

However, we have the following remarkabl e properties:
Ny (1) < Ny (1) (7)
Nywp(T) <10 P(1) (8)
Proof

The fact that N\yp isanorm comes easily from the following properties:
Max; 4(A +B) <Max; (A +Max; B

and Max; ((AA) = AMax; ,A where A 0 IR".
Property (8) comes easily from Theorem 11, page 20. Using eg. (6), page 20, this theorem can be

written: (0i)(0a) (k< qT; + D) H = (q+ 1)C; + S [%_‘CIE Thisform (0i)(0q)(Ct) cannot
J<i] 7]
be transformed into aform: (i) (q)(Ot) . Thisresult will be used further and means that there is no

closed formin ([It) for fixed priorities.

j<i

Therefore, a sufficient condition for feasibility is:

0N (da) 3 Il j < 1[ and formula (8) is proved.
(O)(a) 4D C ®)isp

U L

By making q grow towards infinity, it is easy to show that N,(T) < N,,(T) and formula (7) is
proved. O
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We finally introduce a notion which will be used in the comparison of scheduling algorithms. The
period dispersion and the deadline dispersion will characterize the PNTSC.

Definition 11 - Dispersion

Let Y beaPNTSC.

The period dispersion of Y isequal t 6T—MaX(T‘)
€ period dispersion o IS equal 1o = —MTF—](—-FI—)
The deadline dispersion of Y isequal to 8D = Max(D)
& Ine dispersion o IS equal 1o = W(DI)

2.1.3 Efficiency and finest criterion

The following definitions give us a fairly genera definition of the efficiency as a measure of the dis-
tance of the Z-optimality of a particular scheduling algorithm with respect to a particular periodic sche-
duling referential. These definitions are very important because it gives a way to compare two different
algorithms irrespective of the choice of any valid norm.

Definition 12 - Efficiency

Let 2=(Y,I) be aperiodic scheduling referential, P [1 I agiven scheduling algorithm and f
anorm for the vector space (Y,+, - ). We define:

- a;(P), thef-efficiency of Pwith respectto X as:
a;(P) = Max{a/(0Ot0OY,f(t)<a O P(1))}

- &(P), theefficiency of Pwith respect to X as:
e(P) = Max; oyy{ax(P)}
where V[Y] denotes the set of valid normsfor (Y',+, -).

In other words, €(P), the efficiency of a scheduling algorithm P, is the maximum of the f-efficiencies,
wheref isin the set of valid norms.

Theorem 15 - Z-optimality
Let Z=(Y,I) be aperiodic scheduling referential and P [ 11 .
We have the following implications:
(e(P)=1)0 (PisZz-optima) O (g(P)ismaximal)

When thereis P M, ¢(P) = 1, ¥ is said to be convex because the Z-region X (Z) is con-
VEX.
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This last theorem justifies Definition 12, page 28. The efficiency can really be considered as a measure
of the optimality of a particular scheduling algorithm and Definition 12, page 28, gives us a quite abs-
tract definition of the efficiency irrespective of any valid norm. However, we are interested by an effec-
tive meaning to classify scheduling algorithms in a given periodic scheduling referential . Therefore,
our goal is to characterize the «finest» effective criteria, i.e., the best valid horm which enable us to
identify Z-optimal scheduling algorithm and to classify scheduling algorithms according to their effi-
ciency irrespective of the choice of one of these valid norms.

When PO T, €(P) = 1, the Z-region X(Z) is convex because there is avalid norm N characterizing
such aregion: X(Z) = {tOY,N(1t)<1}.

Definition 13 - Finest criteriont

Let =(Y,I) beaperiodic scheduling referential, avalid norm N issaid to be afinest cri-
terionof 2 if andonly if ay = €.

Theorem 16 - Existence of finest criteria

Let Z=(,I) be aperiodic scheduling referential. Thereis at least one finest criterion of =.
Proof

Max; V[Y]f isobviously avalid norm (where V[ Y] denotesthe set of valid normsfor (Y',+, -)). By
construction, it isaso afinest criterion. 0

Theorem 17 - Optimality criterion

With the same assumptions as Definition 13, page 29, if there exists a scheduling algorithm
Py, O M which verifies: oy (Py ) = €(Py ) = 1, then N is afinest criterion and is
said to be an optimality criterion.

From Theorem 15, page 28, PNo isoptimal.

Pr oof

Let suppose N, is an optimality criterion and let us show that it is a finest criterion. Let N be a valid
norm.
Oy < Oy isequivalent by definition to: (PO MOt OY)(Ny(1)<ay(P) O P(1)).

1. For instance, let 3=(Y,I1) be aperiodic scheduling referential where Y isaPNTSC and I aset of non-idling
preemptive scheduling algorithms containing EDF. If T [1 Y is.

i) EDF feasible, then Ngpe(1) isin theinterval [0, 1],
ii) not EDF feasible, then Ngpe(T)>1 (i.e., Ot such that h(t)>t).

ThenNED,:isanoptimalitycriterion(O(NEDF(EDF) = ¢(EDF) = 1)andsince I containsonly non-idling

preemptive scheduling algorithms and EDF is optimal among non-idling preemptive scheduling a gorithms then
EDFis >-optimal.
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Let POTT and TO Y. Let usassumethat N (T) < o (P) . It can be rewritten: NOH}( T(P)ES 1.
N

Since N, isafinest criterion, then Py QJ(N(P)E

Since N isavalid norm, N%% 1.

Therefore, N(T) < ay(P) and by definition, P(T) .

0N, appearsto be higher than any other o N - From Definition 12, page 28, it is equal to the efficiency
€. Findly,
aysSoy =€ €)

[o]

O

The previous theorem says that an optimality criterion is able to recognize that a particular algorithm is
optimal. In fact, it means that an optimality criterion is able to recognize every optimal algorithm. An
example of optimality criterion isNgpgif EDF L.

The following theorem will show that all optimality criteria are equal in a given periodic scheduling
referential.

Theorem 18 - Thereis at most one optimality scheduling criterion for a given scheduling
referential.

Pr oof

Let us show that all optimality criteria are equal®. Let N, and N’y be two finest criteria. We have
dready proved that: Ay, = Oy, = € (cf. formula (9)). Let us suppose now that:

o

(O OY)(N(1) #N'((1)) . Let Py, O, such that Py isoptimal.
Forinstance: N, (1) <N',(T) .

Thereis A [ IR:, N (AT) < O(NO(PNO) = O(N.O(PNO) = 1<N',(AT1), whichmeansthat AT issche-

dulable by P according to N, and not according to N, . Impossible. 0

~ L For example, if Y is the class of non-concrete periodic task sets (such that for each task set,
Oi0[1,n],D,; = T-)and I isthe class of non-idling, preemptive scheduling algorithms. We have:

-1 L
(OtO |R+)a1—) = Z Mapr 1+{ TDIJD iSNUEsinceDi =T,.

|—1 i

n
C
By making t grow towards infinity: Nepp = z ? = Ny.
i=
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Theorem 19 - If Il contains only preempt& and non-idling algorithms and EDFthe
efficiency of any sheduling algorithm P 1 I, is equal '[OCXNEDF(P) :

Proof

Let PO and f. O V[Y] afinest criterion.

O(fc(P) = Max{a/(0t0Y,f(t)<a 0 P(1))} and afc(P) = ¢(P).

The fact that O(fC(P) > O(NEDF(P) comes from the definition of €(P).

To show that O(fC(P) < O(NEDF(P) , itissufficient to show that 0T, (Ngpge(T) < afC(P) 0 P(1)).
Sincef.isvaidand EDFisin I, it followsthat: 0T, (Ngpe(T) <10 f (1)< 1).

Andthus: 0T, (Ngpe(T) < oy (P) O (1) <@g (P)) and O, (Ngpe(t) < (P) O P(1)). O

These results are quite important since it gives an effective way to compute the efficiency of a particu-
lar scheduling algorithm in a given scheduling referential = = (1, Y), at least in certain cases.

For instance, if 1 contains only preemptive and non-idling algorithms and EDF, €(P), the efficiency
of any scheduling algorithm P [ I, isequal to GNEDF(P) :

In the particular case where 0iO[1,n], D; = T,, we saw from Note 1, page 30, that
e(P) = GNEDF(P) = O‘NU(P) and Liu and Layland proved that if P=RM (Rate Monotonic, cf. Sec-

O C
tion 1.2.2, page 18), €(RM) isunderestimated by n2"—1C.
O C

Inthe general case(i.e,, 0i O [1,n], T; and D; arenot related), Section 2.1.5, page 32, will establish

an exact (but costly) efficiency computation procedure. On the other hand, Section 3, page 60, will esta-
blish a fast (but rather pessimistic) procedure that underestimates €(P) . As we will see in the sequel,
this last procedure is based on the valid norm Ny that is not afinest criterion and the proposed method
will be generalized in Section 3.4, page 66, for further refinements.

In the case where 'l has optimal scheduling algorithms, there might be no optimality criterion (for ins-

tance in the case where 1 contains only fixed priority algorithms, the Audsley algorithm is optimal but

there is no optimality criterion) or this one might be very hard to compute. In that latter case, we still
can approximate the optimality criterion by any valid norm in order to compute a lower bound on the

efficiency. Finally, it might happen that the set 'l has no optimal scheduling algorithm. In that case, the
general definition of the efficiency is still valid but it is not obviously computable.

2.1.4 Z-regionsof Fixed-Priority based scheduling referentials

If M contains only Fixed-Priority based scheduling algorithms, then X (X) isin general not convex.
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The following example shows the frontier of X (%) ina«Liu and Layland» case both for Fixed-Priority
based algorithms and for EDF-.

80 ,

Schedulability limit for EDF
T1=D1:53

60 L T2:D2:83

40 |

20 e .. ....
- Schedulability limit for FP "*ee,

.
)
‘e,
®
®
L
o9

Cy

10 20 30 40 50
From this ssmple property, we can easily derive the following theorem which will be used further in
Section 2.2.1.1.1, page 41.

Theorem 20 - Thefeasibility test for Fixed-Priority based algorithms cannot be written:

(Ot 0Y) Ot OS(t)))(f(t, t) <t) wheref is apositive function which is convex for
Tand S(1) isaset of rea numbers.

Pr oof

Let suppose that (Ot O Y) O(0Ot O S(1)))(f(t, T) <t) is a feasibility test for a Fixed-Priority

it 1) where S = [] S(1) is convex for T since
tay

based agorithm. Then Max,qg

Max(A + B) < Max(A) + Max(B) . Therefore X(Z) is convex whichisfalsein general. Impossi-
ble. 0

2.1.5 Efficiency computation procedure

From Section 2.1.3, page 28, we will now derive an effective procedure to compute exactly €(P), the
efficiency of a particular scheduling algorithm P with respect to a periodic scheduling referential
> = (M, Y) that contains EDF. By definition, Y is a particular PNTSC characterized by a set of
(T,, D;) and I contains non-idling, preemptive algorithms, in particular EDF and fixed priority
scheduling algorithms. As N is afinest criterion, €(P), the efficiency of P with respect to %, is
equal to O(NEDF(P) :

In Section 2.1.5.1, page 33, we will first show that (0T O Y, Ngpp(T) can be found in a bounded
interval. Then Section 2.1.5.2, page 35, will propose an efficiency procedure to compute €(P) w.r.t. .
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2.1.5.1 Preéiminary results
Let usintroduce the following notations:

n
U -D.
Wherever t =20, let h(t) = ZMapr,1+{t b;
j=1 O T

JEpj,and W(t) = N (T)t—h(t).
0

The following lemma shows that if @SNU(T) on the interval [0, LCM{T;}[ then

Nepp(T) S Ng(T).

Furthermore, in that case, we have: Ngpe(T) = N(T) since N (1) < Ngpge(T) .

Lemma 3 - Dt,Ost<LCMj{Tj},LIJ(t)2OD Ot t =0, W(t) = 0.
Pr oof

Let v beapositivereal and X, (t) be the difference between W(t +v) and W(t).

"0 -D. -D.
We have: X,(t) = Ny(T)u— Z DMapr,1+ t+v-D E—MaXEO,1+ =D, %j.
<0 O i 0 O T, i

Giventhat X [0 IR, Oy O IR, Max{ 0, x} —Max{0,y} < Max{0, x -y}, we have:

n
U |t+uv-D, t—D,; |U
xU(t)zNU(T)U—ZMapr,{ v JJ_{ LG
=1 O T Ty |0

- D D t—D: |{_D.
Letéf)(t): t+v DJ |t DJ _ 2+_J_t DJ .
T T L

Giventhat Ox O IR™, Or, 0<r<1,0< | x+r|<[x], wehave Osé{)(t)s[_%_‘.
i
n

Consequently, X, () = Ny(Du - % [_%—‘Cj .

j=1l ']

n

Let v be the smallest strictly positive root of the equation VN (T) = Z [_%—‘Cj. Clearly,
j=11

LCMJ-{ TJ-} isthe smallest root of this equation.

Finally, O, 0S t<LCM,{T;}, W(t) 200 Ot t20, W(1) 2 0. 0
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n
G,
Let usnow introduce G = Z (T, - D) Thefollowmglemmacan easily be derived:
i=1
h(t)
Lemma 4 - [Ot=Max(D;), <N (T)+—

Proof

-D. |O
t DJJ[CJ-. Ot>Max(D,), we have:
O

By definition Q(?t_) =

i

n
h(t) _ 1¢ [t+T;-Dj|. 1
t_tz Gt

Finauy,@sNU(rM% 0

n n
4+T =Dy g
Z D—'Ij'j——JB:J = NU(T)+EJ_;DJ

Thislast lemmayields the following results:

* if0<0,Ngppe(T) = Max%/lakaMax(D)M% U(I)E,thatls

i
d“)

Nepp(T) = Max%‘/laXM|n(D)<t<Max(D) U(T)D’

* if 0>0, thefollowing lemma showsthat Ngp(T) can befound in abounded interval.

h(t
Lemma 5 - Ifo=0andif(t;>0, (o )>NU(T) then
O'
E E h(t,)
Ot > MaxMax(D;), 2l h(t) M (10)
0 h(t,) ot ty
[l to‘ _NU(T)D
Pr oof
0 C
0 o L .
Let t>Max[Max(D;), ——————L. From Lemma4, page 34, it follows that:
0 h(ts) C
O i -Ny(O)F
(0)
h(t) o o _ h(ty)
TSNU(T)'FYSNU(T)"' o = to 0

o

h(t,)

(¢}

—Ny (1)
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2.1.5.2 Efficiency procedure

Combining the previous lemmata, we will now derive an effective procedure to compute exactly €(P),
the efficiency of a particular scheduling algorithm P with respect to a periodic scheduling referential
> = (N, Y) that contains EDF. This procedure can be costly but leads to the exact value of €(P) (a
faster method to establish an underestimation of €(P) will be established in Section 3, page 60). In
fact, by exact computation, we mean that the efficiency can be computed as precisely as possible. The
precision is bounded by: 8C/ Minj{ T Dj} where 3C istheincrementation value of C.

By definition, Y is a particular PNTSC characterized by aset of (T;, D;) and 1 = {EDF, P, ...} .
As Ngpp isafinest criterion, €(P), the efficiency of Pwith respectto 2, isequal to oy, (P). Then
€(P) iscomputed by an exhaustive examination of all possible tasks setsin Y™ which areteasible by P
(i.e., P(1)). This exhaustive examination as described in the following pseudo-code, can be done by
nested loops if the number n of periodic tasks is fixed (an aternative way isto do it recursively).

According to Section 2.1.5.1, page 33, the computation of Ngpg is done in a bounded interval (cf.
Function Ngpe(T 0 Y)) and only when the task set is no longer feasible by P on the previous PNTS
T, which was feasible (cf. Function Efficiency(P 1, Z)). The conditional test [P(T)L at the
beginning of each loop can be optimized by first a very rough test using a sufficient condition (e.g. in
Section 2.2, page 40, the Efficiency theorem will give an interesting sufficient condition using the pro-
cessor load norm Ny,). The exact test [P(T)L will be computed only when the previous one fails.

Function Efficiency(P 0O, )
For [{i =1)Cton Do C; ~ 0; EndFor; (P, %) « o; Ngpg « ©;
While [P(T)C Do
Ty, « T; C; « Cy +1;
While [P(t)C Do
T, - T;C, « C,+1;

While [P(t)C Do

T, « 1; C, « C +1;
EndWhile;
Nepe < CallFunctionNgpe(Ty);

g(P, Z) « Min(e(P, Z), Ngpp) ;

EndWhile;
Nepe < CallFunctionNgpe(T,);
g(P, Z) « Min(e(P, Z), Ngpp) ;
EndWhile;
Nepe < CallFunctionNgpe(Ty);
e(P, Z) « Min(e(P, Z), Ngpp);

Return (P, 2);
EndFunction;

1. This bound comes from the fact that Ngp (T + 0T) < Ngpp(T) + Ngpe(0T1).
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Function Ngpe(T OY)

0 Z (T, - D)
i=1
M, « h(1);
t — Min(D;); [* with t=0 a critical instant */
If <0 Then [* cf. Lemma 3 and Lemma 4*/

While @ < Min(Max(D;), LCM(T,))C Do

h(t)C.
Ml - Max%/ll, T[,
t <- next absolute deadline;
EndWhile;

Else M2<_ @;

t <- next absolute deadline;
While [ <Max(D;)C Do

M, Maxm(t) M,
t <- next absolute deadline;
EndWhile;

Endlf;
Endlf;

Else /* cf. Lemma 3, Lemma 4 and L emma 5*/
If (Max(D;) < LCM(T,)C Then

While [@ <Max(D;)C Do

t O
t <- next absolute deadline;
EndWhile;
t, « LCM (Ti);

While I <t,[ Do

0)

I f D—it—)>M2Thentl<— Fl—(Y)———;
t N
h(t) .
M2 «— t y
Endif;
t <- next absolute deadline;
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EndWhile;
Nepp(T) « Max(Mq, M,);
ElseWhile 1 <LCM(T;)C Do
h(t)C.

t <- next absolute deadline;
EndWhile;

If M1 <Ny(1) Then Ngppe(T) « Ny(1);
Else t; —« Max(D;);

M, « Ny(1);

While I <t,L Do

If @ >M, Then

(o)
tl - Max%/lax(D,), WE,
h(t).

Mz ==

Endlf;
t <- next absolute deadline;
EndWhile;

Nepp(T) « Max(M4, M,);

Endif;
Endlf;
EndlIf;

Return Ngpp(T);
EndFunction;

Let us now illustrate the efficiency procedure on the following example. We consider the scheduling
referentia = = (Y, M), where:

e thY, 1 =C e, 5+ Cyleg 7+ C3ley3 10,

e M = {EDF, HPF/DM}, (Earliest Deadline First and Highest Priority First / Deadline
Monotonic).

We define the Z — region(P) of ascheduling algorithm P asfollows:
OrayY, (tdZz—-region(P)) = P(1)

From Definition 4, page 24, and Definition 5, page 24, we have:
X(Z) = {10Y,(QOM, Q(1))} = [ Z-region(P), thatis:
POM

X(Z) ={t0VY,P(1)} = Z—region(P),where PO is X —optimal .

Inthisexample, X(2£) = {t OY, EDF(1)},since EDF T is ¥ —optimal .
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The efficiency procedure computes £(P) = ay_ (P) =Min; ;poiyhedron(p){ Nepr(T)} where

Polyhedron(P) denotes the set of the vertices of the ~ —region(P) .

> —region EDF
Cile; 5+ Cyleyy 7+ Cyley3

: 0777 < X OSS
3 Wf

> —region HPF/DM
Cile; 5+ Cyleyy 7+ C3ley3 o

; RS
- S
cs) :: """;,g?

L

LA

_—_—_——

e e
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It isimportant to point out that:

* the Z-region X(2) = X —region(EDF) is convex because there is a valid norm Ngpe
characterizing such aregion: X(%) = {tT O Y, Ngpe(1) <1},

e 3 —region(HPF/DM) 0 Z —region(EDF) since EDFis ~ —optimal .

The computation of €(P) isdone very quickly but with a precision bounded by:
oC 1
e = = = 20%
Min{T.D;} 5 °
since 8C = 1. To obtain (at a greater cost) a better precision (for example 1%), one must set 0C, the
incrementation value of C, to 0.05.

The following code, which is a Maple V Release 4 (computer algebra system) code, is the recursive
implementation of Function Ngp(T) .

Task set T
> N:=3; C[1]:=2; T[1]:=7; d[1]:=5; C[2]:=3; T[2]:=11; d[2]:=7; C[3]:=5; T[3]:=13; d[3]:=10;

LCMJ-{TJ-} (LCM), Minj{Dj} (Min) and Maxj{Dj} (Max)

> LCM:=lem(seq(T[j],j=1..N)); Min:=min(seq(d[j],j=1..N)); Max:=max(seq(d[j],j=1..N));

The processor utilization norm (rho), o (sgma), and the h(t) demand processor function

> rho:=sum(abs(C[i])/T[i],i=1..N); sigma:=sum((TTi]-d[i])* abs(C[i])/T[i], i=1..N):
> h:=t->sum(max(0,1+floor((t-d[i])/T[i]))* abs(C[i]), i=1..N);

Toset Ngppe(T) to Nyy(T1)

> Nedf:=rho;

Next(t) computes the point of discontinuities which is greater than t
> Next := proc(t) local j; min(seq(d[j]+(1+floor((t-d[j1)/T[i1)*T[jl,j =1 .. N)) end

0 [
Norme_EDF(a, b) computes Ngp(T) = MaXEMaXKaMD Maxtza%h@t[
O ] 0 0 [

> Norme_EDF := proc(a,b) local t,norm; global Max,sigma,Nedf;
t ;= a; norm := h(t)/t;
while norm <= Nedf andt <b do t := Next(t); norm := h(t)/t od;
if b<=tthen RETURN(Nedf)
else Nedf := norm; RETURN(Norme_EDF(Next(t),max(Max,sigma/(Nedf-rho))))
fi (cf. Lemma 5, page 34)
end
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Main() computes Ngpe(T) (cf. Lemma 3, page 33, and Lemma 4, page 34)

>Main := proc()
local t,norme;
global Min,Max,rho,sigma,L CM,Nedf;
if 0 <sigmathen RETURN(Norme_EDF(Min,LCM))
else RETURN(Norme_EDF(Min,min(Max,LCM)))
fi
end

Nepr(20B; 5+30ey 7+5081390) = 1

> Main();

2.2 Complexity framework

The purpose of this part is to introduce a general framework to compare the complexity of the
feasibility tests associated to preemptive, fixed and dynamic priority driven scheduling algorithms in
terms of basic operations (i.e., addition, multiplication and function). To this end, we will consider a
periodic scheduling referential & = (Y, 1), where Y isaPNTSC (i.e., aclass of general or particular
task sets) and I isaset of non-idling preemptive scheduling al gorithms, which containsthe 2 -optimal
Earliest Deadline First scheduling algorithm and a set of Fixed Priority based scheduling algorithms.

The existing pseudo-polynomia necessary and sufficient feasibility tests for Fixed Priority based
scheduling algorithms and for the Earliest Deadline First scheduling algorithm are introduced in the
state-of-the-art in Section 1.2, page 11. These tests have been established separately, which makes the
comparison of their respective complexity difficult. Therefore, in order to make a coherent and
significant comparison, the first step will show that, whatever the scheduling algorithm, it is possible to
use a similar approach to establish tractable and optimized feasibility tests. Then, the second step will
show how to establish their complexity in terms of basic operations.

More precisely, we will first state these feasibility tests under their intractable forms in Section 2.2.1,
page 41. Then Section 2.2.2, page 42, will formally explain how the concept of busy period enables us
to make these feasibility tests tractable. Indeed, this concept leads to a restriction of the number of
points where the feasibility checking should be done. Moreover, as will be seen in Section 2.2.3, page
49, the tractable feasibility tests based upon calculation of the worst-case response time of atask might
beimproved according to afaster convergence computation of w; and L;(a). Then, we will expressthe
feasibility testsin their optimized form (cf. Section 2.2.4, page 49) and we will show how to establish
and to compare their complexity in terms of iterations and basic operations (cf. Section 2.2.5, page 58).

By means of this general framework, which is summarized in Section 2.2.6, page 59, we will compare
the complexity of the 2 -optimal EDF algorithm with Fixed Priority based scheduling algorithms in
presence of general task sets, as well as particular task sets (cf. Section 4, page 68).
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2.2.1 The necessary and sufficient feasibility tests
The necessary and sufficient feasibility tests for scheduling agorithms can be expressed in:

e a«[tOS, P(t)»form, where Pisapredicate and Sisthe set of points where the predicate P
should be checked,

e a«iO[1, n], r;<D,;»form, wherer; (resp. D;) is the worst-case response time (resp. the
relative deadline) of atask T;.

It is important to point out that the necessary and sufficient feasibility tests which are based upon
calculation of the worst-case response time of atask yield not only the feasibility of the task set but also
the worst-case response time r; of atask 1;. The computation of r; isimportant if we want to analyze a
global distributed system according to the holistic approach introduced by Tindell et a. [TC95].

2.2.1.1 The feasibility tests in a «Jt 0 S, P(t) » form
2.2.1.1.1Fixed Priority based scheduling algorithms

From Theorem 20, page 32, we know that the necessary and sufficient feasibility test for Fixed Priority
based scheduling algorithms cannot be written:

(OrOY)O(@moOs))(f(t, ) <t)
wheref is a positive function which is convex for Tand S(T) isaset of real numbers.

2.2.1.1.2The Earliest Deadline First scheduling algorithm

The necessary and sufficient feasibility test for the Earliest Deadline First scheduling algorithm in a
«Ot O S, P(t) » formisasfollows:

t-D;

T

n
Ot>0, z Mapr,1+{

0
] JEstt
=1

Thistestisstrictly equivalentto: Ngpe{ 1} < 1, T U Y. Itisalso called the norm based feasibility test
for EDF.

2.2.1.2 The feasibility tests in a &Ji O [1, n], r; < D;» form

2.2.1.2.1Fixed Priority based scheduling algorithms

The necessary and sufficient feasibility test for Fixed Priority based scheduling algorithms is as
follows:

Oid[1,n], r, <D
Wwhere r;, the worst-case response time of atask T, isgiven by: r; = Maxg, o{W; —0aT;} .

Theresponsetimer; o =Ww; ¢-dT; corresponding to the given level-i busy period starting qT; before the
current activation of T; is given by the difference of w; 4 and qT;. The width w;  of such alevel-i busy
period is given by:

e e 5T

J<i j
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2.2.1.2.2 TheEarliest Deadline First scheduling algorithm

The necessary and sufficient feasibility test for the Earliest Deadline First algorithm is as follows:

Oi O[1,n], r; <D,
where r;, the worst-case response time of atask T;, isgivenby: r; = Max . o{ L;(a)—a} .

The response time rj(a) = L;(a) - a corresponding to the resulting busy period relative to the absolute
deadline a + D; starting at time a before the current activation of 1; is given by the difference of L;(a)
and a. The length L;(a) of such abusy period is given by:

B

J#i j ]

These last two feasibility tests are based upon cal culation of worst-case response time of atask and are
quite similar. More precisely, for Fixed Priority based scheduling algorithms, the worst-case response
timer; of atask T; isgiven by the maximum over g Ll IN of the difference of w;  and gT;, wherew;
is the width of the resulting level-i busy period starting at time qT; before the release of the current
invocation of t;. For the Earliest Deadline First scheduling algorithm, the worst-case response time r; of
atask T; is given by the maximum over all IR of the difference of Lj(a) and a where L;(a) is the
length of the resulting busy period relative to the absolute deadline a+D; starting at time a before the
current invocation of T;.

In a general manner, these feasibility tests are intractable. Indeed, the number of points where the
feasibility checking should be done is infinite. Consequently, we need to render these tests tractable.
Thisisthe purpose of following section, Section 2.2.2, page 42.

2.2.2 From intractableto tractable feasibility tests

If we want to obtain tractable feasibility tests, we need to introduce and to use the notion of busy period.
This enables us to restrict the set of points where the feasibility checking should be done.

Let T I Y. Inagenera manner, the busy period A(1) is defined as the maximum interval of time during
which the processor runstasks. A is determined through the following recursive equation:

D ZC[

_ <A
A ;[TJC and is bounded by: MlnDZT (LCM,{T,}, —J——C = (cf. Appendix A).

1ZTE

The busy period A(T) is important and very useful to obtain the tractable necessary and sufficient
feasibility tests for the Earliest Deadline First scheduling algorithm both in the «t (I S, P(t) » form
andinthe«li O [1, n], r; < D; » form as we will see further on.

Thisnotion can easily be extended to deal with Fixed Priority based scheduling algorithms. In that case,
alevel-i busy period A(t) is defined as the maximum interval of time during which the processor runs
tasks of higher priority than task T1;. A; is determined through the following recursive equation:

C L
_ A Ci _LZ_____
A= JZI{TJ—‘C and is bounded by: MlnDZT OLCM, .i{ T}, c [(cf Appendix A).

% 121’[

I=i
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2.2.2.1 Thefeasibility test for EDF in a«[Jt [0 S, P(t) » form

The necessary and sufficient feasibility test for the Earliest Deadline First scheduling algorithm in a
«Ot 0 S, P(t) » form is intractable at first glance. Indeed, the set of points where the predicate P
should be checked is IR*.

To obtain atractable feasibility test, we have to restrict the set of points where the predicate P should be
checked. To achieve that purpose, we demonstrate the following lemmata (Lemma 6, page 43, and
Lemma 7, page 44) and corollary (Corollary 1, page 44).

n

0 D

Wherever t2 0, let h(t) = § Mapr,1+r TDJ
|:| .

J%:j and d(t) = t—h(t).
i=1 L

]

Lemma 6 - Ot,0<t<A,®(t)=200 Ot,t=0, d(t) =0

n

where A isdetermined through the following equation: A = Z [%—‘Cj
j=al '

Pr oof.

Let A beapositivereal and A, (t) bethedifferenceof ®(t+ A) and ®(t). We have:

"0 _D. _D.
NG =)\—ZDMapr,1+ t+A-Di |5 maxp, 1+ =P E&j.
S0 O L O T, |

Giventhat Ox O IR, Oy O IR, Max{ 0, x} —Max{0,y} <Max{0, x -y}, we have:

. O [t+A=D t—D. |O
MO 2A- Y MaxpD, ks P g B o
=1 O T LTy O

- t+A-D. t—D. A t=D |t-D.
o[22
T T R T

Giventhat Ox O IR™, Or, 0<sr<1,0<|x+r]<[x], wehave 036&(03“;]
i

n
Consequently, A, (t) A — z [%—‘CJ
j=1l ']

Thus, we have:
O, t20,A,(t)20 « 06, t=20, P(t+A) = P(1).

Finaly, thislast yields:
Ot,0<t<A,P(t)=200 0Ot,t=0, d(t) =0. 0
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Lemma 7 - Ot,0<t<pu,d(t)=200 Ot,t=0, P(t) =0

Z(T‘

10

:' |0

OO

where i = MaxpMax, ¢ < { D}, -H—
i
-5 S

Proof.

Lett=p= Max1<j <l D-} . From this assumption, we have:
(D(t)—t—zg{ JH:

j=1
Giventhat Ox O IR, | X | £ X, we have:

n n
o3 e el s -5
J =

j=1

—| |_O
v
o

j

Finally, thislast yields:
Ot,0<t<pu,Pd(t)=00 Ot,t=0, d(t) =0.

Corollary 1 - [0Ot,0<st<Min{A,u},®(t)=00 0Ot,t=0, P(t)=0
The proof of this corollary isimmediate from Lemma 6, page 43, and Lemma 7, page 44.

CAr i

Corollary 1, page 44, enables us to restrict the set of points where the predicate P should be checked.

We have:
Ot,0<t<Min{A, u}, P(t) O Ot,t=0, P(t)
D C
: 3 (1,-0)¢
J
where A = Z[T)_‘—‘C and 4 = MaxEl\/Iax1<J<n{D} L= -
j=11 "1 D 1—
[l j=1 j

In ageneral manner, the predicate P should be checked over the busy period A.

2.2.2.2 Thefeasibility testsina«0i O [1, n], r; < D;»form

2.2.2.2.1 Fixed Priority based scheduling algorithms

I:II:II:II_:II:II:II:I

The necessary and sufficient feasibility test for Fixed Priority based scheduling algorithms in a
«iadfa,n], r, < D;» form, isintractable at first glance. Indeed, the set of points where the predicate

P should be checked is IN .

To obtain a tractable feasibility test, we have to restrict the set of points where the computation of r;
should be done. To achieve that purpose, we demonstrate the following lemma (Lemma 8, page 45) and

corollary (Corollary 2, page 46).
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Lemma 8 - [OqO IN, Wi grQ+1~ W,q_)\ where Q; = |V$—‘ 1 and A, Z[;WCJ
i I <i j

Proof.

Let us consider alevel-i busy period, which is defined as the maximum interval of time during which a
processor runs tasks of higher or equal priorities than t;. The length A; of such abusy period is given by

the following equation:
A
vy Ml
j; T

Let Q; besuchthat Q;T; <A, < (Q; +1)T,,thatis Q; +1 = {_)%—‘
i

Let us consider the width Wi o of the given level-i busy period starting Q; T; before the current
activation of T;. It is determined through the following equation:

A Wi
W, o = | - |C+ LQ |C.
"o M | jzi{ T W !

This recursive equation can be solved by successive iterations starting from w; o = = 0. ltiseasy to

show that the series:
k+1) _ [ A W-(k) (0)
Wi [HCﬁz 'T_Q C; wherew; o = 0
[ j<i i

isincreasing and that it convergesto A;.

Hence, we have the following remarkable equality: w; o = A;.

Let us now consider the sum of w; , and Wi’ Q, - By definition, we have:

Wi o
Wtwq = @00 +2C s 3 HTQE?J

j<i

Giventhat O(X,y) O IR x IR, [x+y |<[x]+[y], wehave:

Wi o+ W,
(A+Q+2)C + Z{ I,qT. Iin—‘Cj SWj gt Wiq-
j<i j

T

I _ Wi 41
By definition, we have: W; ¢, o +q = (4+Q +2)C; + _Z{LQ'*—‘CJ-.
j<i j

This recursive eguation can be solved by successive iterations starting from Wiq+Q+1 = =0.1ltis
easy to show that the series:

w

k+1

Wi(,q++()?i+1 = (q+Q;+2)C; + Z{%Q'”wc wherew,(()1+Qi+1 =0
j<i j

isincreasing and that it convergesto W; ¢, o +1-
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For every w, such that: 0 < W <w;. q+Q +1, Wehave (q+Q; +2)C, + Z[ _‘C >W.
T

i<i

Therefore, we finally have: w;

I,CI W Q thdls Wi’q+Qi+l_W'

|q+Q+1’ |,qS i

Corollary 2 - OgOIN,r 4. q+1STqWhereQ; = {;
Proof.

Let us consider the difference of r;

i,q+0 +1 adr; 4. Wehave:
A
fig+Q+17 Mg = Wigeq+1~Wiq=(Q+ 1T = Wi,q+Qi+1_W"q_{4Ti'
i
, . . )\i
From Lemma 8, page 45, weimmediately have: I o, o +1 =i S Aj— = T,<0. O
i

Corollary 2, page 46, enables us to restrict the set of points where the computation of r; should be done
for Fixed Priority based scheduling algorithms. We have:

(lg,q=0, ri’q+[ﬁsri’q,where Mg = wi,q—QTi

It follows that:
fi = MaxXg, o{ Wi g—aTi} = MaxosqShW‘l{Wi'q_qTi}

In ageneral manner, the computation of r; should be done over the level i busy period A;.

2.2.2.2.2 TheEarliest Deadline First scheduling algorithm

The necessary and sufficient feasibility test for the Earliest Deadline First scheduling algorithm in a
«i O[1,n], r, < D, » form, isintractable at first glance. Indeed, the set of points where the predicate
P should be checked is IR .

To obtain a tractable feasibility test, we have to restrict the set of points where the computation of r;

should be done. To achieve that purpose, we demonstrate the following lemma (Lemma 9, page 46) and
corollary (Corollary 3, page 48).

Lemma 9 - Oa,az=0,L;(a+A)—L;(a)<A whereX = z[%}cj
= T
Proof.

Thelength L; (@) isdetermined through the following equation:

R o N

[ J j
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This recursive equation can be solved by successive iterations starting from Li(o)(a) = 0.ltiseasyto
show that the series:

()
SARCRERE J%*Zm'na (‘ﬂ maxch, 1+ 212L2 |

J#1 J O i

isincreasing and that it convergesto L;(a) .

Let us demonstrate by induction that [k [I IN, Li(k)(a+ A) —Li(k)(a) <A where A = Z[%—‘CJ
[

By definition, wehave L ¥ (a+ 1) = L{%(a) = 0. Thus LI%(a+A)-L{Pa) <.

L et us assume that Li(k)(a+ A)— Li(k)(a) < A istrue at rank k.

a0

By definition, we have:

L& D@+n) = L

_7‘
T;
* Li(k)(a+ A)< Li(k)(a) + A\ (by assumption);

REIRCE

k)
(a+)\)w aX[p’l+{a+)\+Di—DjJEl.épj

O Tj 1]

We have:

. mapr,l a+tA+Di-D; E<maxgp 1+ a+D;—D; E+ Al
0 Tj 0 0 Tj 0 Tj
It follows that:
(k+1) a A
L. atA) < +H| 2L+ LG +
e = g LTiJBZI M |
(k) -D.
Zmin L (a) +A ,maxED,1+ a+D;-D, E+ A EC,
E2 T; N T; O |70
L& Y@+) <

N
)

+
T
o
|

T+
—
>
J— |

@)

+
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Li(k+1)(a+}\) < %‘-F\‘-ngB:I-F’V%—‘CI +

(k)
S mina___l‘i_l_(a)w, maxED, 1+ {a____+ i _DjJ E.lépj *
jZi j (0

Hence,
L& D@en) -L* V@) <.

By induction, we have:

kO N, L®@+A) =L @) <A where A = z[&}cj.

7| T

LetL,(a) = klinlooLi(k)(a) for every a Finally, we have: L (a+\) —L,(a) < . O

Corollary 3 - Oa,a=0,r,(a+A)<r,(a) where = Z[%]CJ
T
Proof.

Let us consider the difference of r;(a+ A) and r;(a) . We have:
r(a+A)-r(a) = L;(a+A)—-L;(a)—A.

From Lemma 9, page 46, we immediately have: r;(a+ A) —r;(a) <0. 0

Corallary 3, page 48, enables us to restrict the set of points where the computation of r; should be done
for the Earliest Deadline First scheduling algorithm. We have:

Oa,a=0, r,(a+A)<r;(a),wherer;(a) = L;(a)—a
It follows that:
= Max,.o{L;(a)—a} = Maxy_, ., {L;(a)—a}

In ageneral manner, the computation of r; should be done over the busy period A.

For the Fixed Priorities policy, the worst-case response time r; of atask i is based upon calculation of
Wi o the width of the resulting level i busy period starting at time gT; before the release of the current
invocation of task i. For the Earliest Deadline First policy, the worst-case response timer; of atask i is
based upon calculation of L;(a), the length of the resulting busy period relative to the absolute deadline
at+D; starting at time a before the current invocation of task i. The calculation of w; ¢ (resp. L;j(3)) is
done by successive iterations starting from w; o =0 (resp. L;(a) = 0).

All these tractable feasibility tests based upon calculation of the worst-case response time of atask can
be improved. The purpose of Section 2.2.3, page 49, is to study w; 4 and L;(a) to obtain a faster
convergence.
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2.2.3 Improvements of the feasibility tests

The study of w; qand L;(a) isdonein Appendix B, page 127. We know that w;  (resp. L;(a)) increases
asq (resp. @) increases.

Thus, afaster convergence can be obtained with Wi(,oc)1+ 1= W g (resp. Li(ay, 1)(0) = Li(&)).
In ageneral manner, to determinew; ¢, we consider the sequence { Wi(’ké} k> 1 defined by the following

recursive relation:

(k)
i(’kq+ Y= (q+ 1)C; + Z {M}Cj Wherewi('lé =C+w

=il T

w pand w4 = ZC-

i,q- y A
j<i

As well, to determine L;(a), we consider the sequence {Li(a1)(k)}kZO defined by the following
recursive relation:

(k) Y
L@ = B2 Jg:i+_zmin§ (@) },maxgp,lﬂwgi %),

IEX J j

where L (8)” = L(a_,) and L,(a)) = 0

2.2.4 Thefeasbility testsin their optimized form
2.2.4.1 Theoptimized feasibility test for EDF in a«[t O S, P(t) » form

Theorem 21 - The feasibility test 6r the Earliest Deadline Fst scheduling algorithm in a
«Ot O S, P(t)» form may be revisited asllows:

t-D;

]

n
aotads, z Mapr,1+{

0
7 JEstt
=1

where:

n D . _ - [
. 5= []S,,S, = D, +kT,0<k <| MIMAM =D}
=1 O T C

n

e A = z [%_‘Cj (A is the smallest positevroot of this equation)
j

=1
n
. CC
5 > (T=PpF [
< j
e U= MaXEVIaXlsjsn{Dj}’l . n C. E
g 1-y = ¢
0 ZlTj C
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Pr oof.

From Corollary 1, page 44, we have the following relationships:
OtO[0, Min{A, u}[,h(t)st = Ot=0, h(t) <t

Since h(t) isdiscontinuous and since h(t)/t decreases ast increases between two consecutive points
n
of discontinuities, we only need to check if h(t)<t holds on the set S = [] S,
j=1
Min{)\,u}—Dj“ C

-1C. O
C

S; = {D;+T; 0N} n [O,Min{A, p}[ = ED]"'ijj’OSkjS{
O j

The following equivalence relations hold.

u Cheyo O O Cht)o_ U
(Max - < 10= IMaX, s o[~ < 10= (Ngpe(1) 1)
0 O<t<M|n{)\,u}Dt O o 0O t>ODt 0 0 EDF

However, it isimportant to point out that:

0
* Maxt>oéh—(:—)gz Nepp(T) isclearly anorm,

C .
* MaXg i cminga H}Eyh%[isnotanorm since Min{A, p} , the upper bound on t, depends
Ot C
on{Ci}i g

Consequently, the optimized feasibility test for EDF in a«[Jt 0 S, P(t) » form will not be referred to
as the norm based feasibility test for EDF in the sequel. The norm based feasibility test for EDF isonly
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Let us now consider the following example. Threetasks 14, T, and 13 are considered. We have:
7= (Cl’ Tl’ D]_) = (2, 7, 5), o= (C2, T2, Dz) = (3, 11, 7) and 3= (C3, T3, D3) = (5, 13, 10)

38
37
36
35
34

NN N
~ 00 ©

26
25
24
23 w(t)
22

h(t)
17
16
15
14
13
12

R NWD OO N O

01234567 8 9101112131415161718192021222324252627282930313233343536373839 B

Figure 1: The W(t), t and h(t) functions over [0, A[.

—

z

—
-

: (C,T,Dy) =(2,7,5)

S, = EDl+k1T1,Os kls[M'“{}"T“} -Dﬂ_lE: {5, 12, 19, 26, 33}
0 L 0

Task Tz' (Cz, T2, D2) = (3, 11, 7)
S, = EDZ+k2T2,Os k, < Min{A. u} — Dy _15: {7, 18, 29}
O T, 0
Task 13 (Cg T D3) = (5,13, 10)

Min{A, u} — Dy

T3

0
S; = %33+k3T3,OSk3s[ —‘—152{10,23,36}
0 0

Thefollowing relation holds: [t [1 S, h(t) <t.

Consequently, thetask set T =14 + T, + T3 iSEDF feasible.
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2.2.4.2 Theoptimized feasibility testsin a«Ui O [1, n], r; < D;»form

2.2.4.2.1 Fixed Priority based scheduling algorithms

Theorem 22 - The necessary and sfifient feasibility test ér Fixed Priority based gweduling
algorithms may be revisited aslfows:

Oi0d[1,n],r,<D;,

= MaXOsqui{ Wi q —qT;}

where:

* A\ = [ﬁ C;isthelimitA; = [im )\i(k) of the series:
i T. k - 400

[y (k)
)\i(k+1) = Z }tl_i_\‘cj,)\i(o) =1,

J<i j

k - +o0

* W, =(qg+1)C+ Z[ —‘ j is the limitw; , = lim Wl(ca of the series:
T

j<i

(k)

(k+1)_ (1) _ — Z
(q+1)C+ §|V |q—‘c W: C+W 1 W 4 = C..
| <i j ha has

Pr oof.

The worst-case response time r; of atask 1j, isgiven by: r; = Maxq s of 1 o} . Fi g = Wi q—0T;.

From Corollary 2, page 46, wehave: Lig Ul IN, ;. q+Q +1=Ti g where:
A A
Q = [_F'l—l and A; = IZ.[_'_—‘Cj.Hence, = Maxqzo{ri’q} = MaxOquQi{ri,q}.
i J=1p g

For every g, 0< g < Q;, wehave: A, > Wi q> (g+1)T;. Wealso have:

A
0 S (Q+DT, = A< T
W|,Qi<(Q|+ )T, I<{Ti—‘l

e Q = ﬁ_—‘ 1 isthe smallest value of q that satisfies w; qS <(g+1)T,.
[

Appendix A, page 120, provides a practical way of computing A, :
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|
k - 400

* A\ = Z[ﬁ—‘cj isthelimit A; = lim )\( ) of the series:
i<il '

A0

Ak - z{T wc A9 =
=il T

Appendix B, page 127, provides a practical way of computing Wi g

= (q+1)C, + Z[ 'q—‘C isthelimit w; o = lim Wl(é of the series:
i<i J k - +oo
(k+1) w) (1)
—(q+1)C+z 'qC qu_C+W|q1W1=ZCj. O
=il T J<i

Let us now consider the following example. Three tasks 14, T, and 13 are considered. We have:
1= (Cl’ Tl’ Dl) = (2, 7, 5), o= (Cz, T2, D2) = (3, 11, 7) and 3= (Cg, T3, D3) = (5, 13, 10)
HPF/DM (Highest Priority First / Deadline Monotonic) is the scheduling algorithm.

Tl Tl

_|
/2
o

© (C, T, D,) = (3,11,7)

A A A
e n=22lc.+*|c,oN,=5ad0,=|2|-100,=0,
’ [TJ " [TJ e ° [Tj °

* I =Wy =Wy = A, =5,

_|
2
5

: (Cg T4 Dg) = (5,13, 10)

A A A A
e A= c + M8 e+ 28 c.O0 N =39 and Q.= |28 |-10 Q. =2,
’ [TJ ’ [TJ ? [TJ U o {TJ s

e ry = Max{ws o, W3 ; —13,w; ,—26} = 17,

1 2
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1 2

= W3’2 = WS,QS = AS = 39

The following relation does not holdli (0 [1, n], r; < D;, sincerg > Dj.

Consequentlythe task set =14 + T, + 13 is not HPF/DM feasible. From Section 2.2.4.1, page 49, we
know thatt is EDF feasible

2.2.4.2.2 TheEarliest Deadline First scheduling algorithm

Theorem 23 - The necessary and sufficient feasibility test for the Earliest Deadline First
algorithm may be revisited as follows:;

0iO0[1,n],r,<D;,
ri = MaanAiT{ Li(a)_a}
where:

« AT = DA, LA T=A n[0A-C], A ; ={D;+k;T;=D;, k; O IN},

0 0 D -D 10 _C+D_D.|C
A= 0D, +kT,-D, max(p, | 220 |gek <[ A2G*Bim D |
’ W ] Tj 0 Tj C

At ={a;,a, .., alAiTl} isordered in a non-decreasing order;

e A= [%—‘C isthelimit A = [lim )\(k) of the series:

i k - +o0

(]
A = ZP c, A9 =1,
J

. _ a . i(a) a+D,-D, |
Li(a) = %+H_B:i+;mmg le 1 maxgp 1+{'T—JIJJE.|%C],

a0 Al isthelimit Li(a) = lim LM (a) of the series
— +oo

()
(k+1) 3 (a) 0 a +D;—D; |
Li “(a)= % { JB: ty mmﬁr w max%p,1+{T—JJ[[CJ

J¢| ] i N

L&) = Li(a_1), Li(a) = 0.
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Pr oof.

The worst-case response timer; of atask 1, isgivenby: r; = Max 5 o{r;(a)}, r;(a) = L;(a) —a.

From Corollary 3, page 48, we have: [a, a= 0, r;(a+ A) <r;(a) whereA = Z[__I)_‘_—‘CJ
J i

Itfollowsthat: r; = Max,, o{r(@)} = MaXgc < {1 ()} .

T

Foreverya, 0<a<\,wehave 1+ LEJ < [A_‘ . It follows that:
i

(k+1) L (a) (0)
L; (a) < C+z —_—— |C; where L (a) = 0.
Tl & T
Consequently, L;(a) = I(Iim Li(k)(a) isbounded by: A = Z[A—‘CJ
— +oo

7| T

Foreverya, A\ —C, <a<A,wehave: r;(a) <L;(a)—A +C, < C; , thatis r,(a) <C;.

r(0) = C + Zmin Li(0) mapr 1+ Di - D [[CJ being greater than or equa to C;,
i T O T

wefindly have: r; = Max . o{ri(@)} = Maxgc,{r(a@)} = MaxOSag_Ci{ri(a)}.

For notational convenience, we definethe L;(a, t) function as:

+| 2 C.+ § min l,mapr,1+{a—+D DJ%C
3 {TJB: jZi gﬂl 0 T, jm’

[ j
We have: L;(a) = lim LY@ = L(aL,(a).

The L;(a,t) function is discontinuous (with respect to &). Since it remains constant between two

consecutive points of discontinuities, we only need to compute r;(a) on the set AiT ;

« AT = DA, LA T=An[0A-C], A ; ={D;+k;T;-D;, k;OIN},

A T = ED-+k-T-—D- mapr Di —D; Dsk-s A-G+Di—Dj|L
i TR i , =S K; C
O O Tj O Tj C

AiT = {ay, a, ...,a1AiT|} is ordered in a non-decreasing order.

Appendix A, page 120, provides a practical way of computing A :
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T k - +oo

A= [A—‘CJ isthelimit A = lim )\(k) of the series:
j

|
=

NG A(")W A© =
ﬂ -

Appendix B, page 127, provides a practical way of computing L;(a):

o o [3:2

J#1 J

a DA isthelimit Li(a) = lim L%(a,) of the series:
— +oo

() LL]
. ) (a) +D D
LK ”(ai)—%rJ’mJB:*Z '”a Tﬂ aX[p 1+P T JED]J

IEX i i
L@@y = L. L. =0
i (&) = Li(a_q), Li(a) = 0. 0
Let us now consider the following example, which was introduced previously in Section 2.2.4.1, page

49. Threetasks 14, T, and 13 are considered. We have:
1= (Cl’ Tl’ Dl) = (2, 7, 5), o= (Cz, T2, D2) = (3, 11, 7) and 3= (CS’ T3, D3) = (5, 13, 10)

.

Cl+a

Ly@

rl(a) = Ll(a) —-a

HHHD—\HHHHHHNNNNNNNNNNwwwwgwwww
PNWNRIODNODOORNWANRUIONODOORPNWRJIDODNODOORNKS GO N®

[] >
01234567 8 910111213141516171819202122232425262728293031323334353637

Figure 2: TheL4(floor(a)), C, + aand ry(floor(a)) = L(floor(a)) - floor(a) functions over [0, A - C4].
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<.

wwwgwwww
=N W a1 o N

+a

PREERPEENNNNNDNNNNRN W
RN OVDNOORNRRAD DS S
@]
N

Ly@

2R
[SA=EN)

<L\J rz(a) = Lz(a)—a

01234567 8 9101112131415161718192021222324252627282930313233343536 >

P NWHAOON®©O©

Figure 3: The Ly(floor(a)), C, + aand ry(floor(a)) = L(floor(a)) - floor(a) functions over [0, A - C].

A
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=
o

13(8) = La(a)-a

RN WD OO N O

01234567 8 910111213141516171819202122232425262728293031323334 L

Figure 4: The Ly(floor(a)), C3 + aand r(floor(a)) = Ls(floor(a)) - floor(a) functions over [0, A - Cg].
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Task1y: (Cy, T4,Dy) = (2,7,5)

AT =1{0,25,7,13, 14,18, 21, 24, 28, 31, 35}

ry = MaanAlf{Ll(a)—a} = Ll(a)—a|a:5 =5
Task 1,: (Cy, Ty, D,) = (3,11, 7)

At ={0,3,5, 11, 12, 16, 19, 22, 26, 29, 33}

rp = Max, dba(8)-a) = L2(a)—a|a:3 =7
Task 1g3: (C3, T4, Dg) = (5,13, 10)

Ast = {0,289, 13,16, 19, 23, 26, 30}

rg = MaanAsT{ Ly(a)—a} = L3(a)—a|a:O =10

Thefollowing relation holds: [i U [1, n], r; < D, . Consequently, the task set T is EDF feasible.

2.2.5 Complexity comparison of the optimized feasibility tests

The foregoing necessary and sufficient feasibility tests are both tractable and optimized. They are
expressed in:

* a«0Ot0S, P(t)»and «0i O [1,n], r; < D,;»formfor EDF,

* a«0iO[1,n],r; <D,;»formfor Fixed Priority based scheduling algorithms.

In Section 4, page 68, we will compare the complexity of these feasibility tests. To this end, we will
first establish upper and lower bounds on the complexity of these feasibility tests. Tight bounds will be
given in terms of basic operations, such as addition, multiplication and elementary function. Then, with
these tight bounds, we will be able to set the bounds of the following two ratios:

* thecost of the feasibility test for EDF inits «[i O [1, n], r; < D; » form over the cost of the

feasibility test for Fixed Priority based scheduling algorithmsin its «Ui O [1, n], r; < D; »
form,

* the cost of the feasibility test for Fixed Priority based scheduling agorithms in its
«0i0[1,n],r;<D;» form over the cost of the feasibility test for EDF in its

«Ot O S, P(t) » form.

Ceor,(miorLn,r<py . Crp (mio[wn)r<n)

and

These ratios will be denoted
CFP, (0i 0[1,n],r,<D;) CEDF, (OtO'S, P(1))

respectively.
We will see that:

* Cepr, miown,r,<p,)’ Crp, (0i 071 n], r, < D,) 1S Pseudo-polynomial in O(n),
. . 2
Cep, (i 11, n,r. <0’ CeDE, (Tt 0's, B(1)) 1S Pseudo-polynomial in O(n”).

This comparison analysis will be made in presence of particular task sets as well.
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2.2.6 Summary

A general framework for the comparison of the Z-optimal EDF scheduling algorithm
and Fixed Priority based scheduling algorithmsin terms of complexity

|
The Z-optimal EDF scheduling algorithm | Fixed Priority based scheduling algorithms
I

Intractable Necessary and Sufficient Feasibility Tests

I
I
I
I
Busy Period A | Level-i Busy Period A,
I
I
I
I

S1591 Al 10 15€9} ©|Ce1Fe.) 0] 9|elde iUl Woid

Y Y
Tractable Necessary and Sufficient Feasibility Tests
I
I
A Faster Convergencecan be obtained with:
= |
2 1 _
g (@) = @) | D G s
= L. =0 | W, 1 = C.
g (@) B j; j
I
Y , Y
|

Optimized Feasibility Tests

OtO S, P(t)
Compartspn

Oid[1,n],r, <D, Y—. OiO[1,n], r, <D,
complexity
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3 Efficiency of fixed and dynamic priority driven scheduling algorithms

In this section, we consider a periodic scheduling referential = = (Y,I1), where Y is a particular
PNTSC characterized by aset of (T;, D;) and Il contains non-idling, preemptive versions of EDF and

Fixed Priority scheduling algorithms. In such a scheduling referential we know, from Section 2.1, page
24, that NgpE is the finest scheduling criterion and that EDF is Z-optimal following that the efficiency

of EDF, £(EDF) = ay_ (EDF) = 1.

On the other hand, P being a given non-idling, preemptive Fixed Priority scheduling algorithm, Section
2.1.5, page 32, gives us an exact (but costly) algorithmic procedure to compute the efficiency of P

e(P) = ay_,.(P). Thegoal of this section is now to establish a general efficiency theorem that will
enable us to compare P and EDF rapidly in presence of several PNTSC. More precisely, an efficiency
theorem can be seen as a fast procedure based on a simple valid norm that leads to an underestimation
of €(P) . Indeed, finding afast underestimation of €(P) based on Ngpg (the finest criterion) is an open
guestion that we leave for afurther study. However we know from Theorem 18, page 30, that given any
scheduling algorithm P O I and any valid norm N, o (P) < O(NEDF(P) = g(P). Therefore, in this

section, we will establish an efficiency theorem in two steps:

* first, we will use the simple processor load norm N, to find an upper bound of the Ny;-

efficiency of EDF and then derive N, afiner valid normthan N, for the study (cf. Section
3.1, page 60).

* second, we will find a lower bound of the N'; -efficiency of P that is also a lower bound of
the efficiency of P since aN,U(P) < €(P) (cf. Section 3.2, page 61).

This result will be applied in Section 3.3, page 63, to compare EDF and fixed priority scheduling algo-
rithms in presence of general, as well as particular, task sets. In particular. it will be shown that €(P)

has alower bound that cannot be equal to zero and that the value of this lower bound is PNTSC depen-
dent (i.e. vary according to the authorized relations between deadlines and periods).

Let us note that we consider the efficiency theorem proposed in this section as a straight, but limited,
application of our efficiency framework (introduced in Section 2.1, page 24). In order to apply this effi-
ciency framework with more refinements for further study, we will derive, in Section 3.4, page 66, a
fairly general method based on any valid norm to compute a lower bound of a particular scheduling
algorithm, whenever the use of afinest scheduling criterion is not feasible.

3.1 Upper bound on the N-€efficiency of EDF

The necessary and sufficient test for any T I Y with EDF is given by eq. (2), page 15. From this NSC,
the following Necessary Condition can easily be derived:

n
Ot t> Z Mapr,{h (11)
U

( |) |:|
i—l

T, -

With t = Max(D;), the following necessary test is derived:
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C.

ax(D i) |<zn >
Mln(T) _Mln(T) Z

i<n

=U=N,. (12)

—'I_O

Max(D)) = § C; 0

D;)
Min(T;)
tion to that, by making t increase towards infinity, we find that the efficiency of EDF is also bounded by
1. Thisisof course not a surprise, since this property istrue for every algorithm. So, an upper bound for
the efficiency of EDFis1if Max(D,) = Min(T;).

Thus, an upper bound of the N-efficiency of EDF is if Max(D;) <Min(T;). In addi-

_ Min(T;)

Max(D;)
since when Ngpe(T) <1, then the necessary condition established in eq. (12), page 61, leads to
N/ (1) < 1. On the other hand, when Max(D;) =Min(T;), N';, = N, isavalid norm which is

Moreover, it adso means that when Max(D;) < Min(T;), N’ N is avalid norm

not  surprising. Finaly,  whatever Max(D;) and Min(T;), we have
_ Max(Max(D;), Min(T)))
v Max(D;)

I

N whichisavalid norm.

This property will be needed further on to find alower bound of the efficiency of a fixed priority sche-
duling algorithm.

3.2 Lower bound on the efficiency of any fixed priority scheduling algorithm

3.2.1 Preliminary results

The equation giving w; ¢ (eg. (6), page 20) is recursive and can be solved by iterations. It is easy to
show from the equation, that the resulting series converges if and only if the processor utilization norm
N, islessthan one, which we will suppose implicitly from now on. For agiven g:

(q+ 1)C + Z | qC <WI qs (q+ 1)C + z |:| i, q+ 1%:] (13)
I <l i<i
_@+e a2
c, ~aTisWiqmdTis ~——qT, (14
1- 1-5 =
J<'T] j<|TJ
0 C_,o
LIDIE s U AT -1t 2 G
ie L ISWi,q_qTi< I<i | = i<i (15)
1-5 2 1-%
J'ZiTJ jZiTJ
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Theorem 24 - Feasibility test for fixed priority $eduling algorithms

The feasibility test for a periodic non-concrete task set and a fixed priorities scheduling algo-
rithm can be written in the following manner:

0i O0{1,....,n}f,(Cp, ... . Ty o T,_y) <D, (16)
| G L
W|th —C SfI(Cl, sy CI,Tl, sany TI _1) < — C (17)
1- > _J 1- s _J
j<iT; j<iT;

The lower bound of formula (17) can be reached if and only if:
ok ok IONTE  mioqn iy g = dras s X
1 jro i—10 ) eeey i j JD kz<i_|_.

The upper bound is never reached but f; can be as close as possible to it.

3.2.2 Efficiency theorem

Theorem 25 - Efficiency of fixed priorities $eduling algorithms

The efficiency of a fixed scheduling agorithm for each periodic non-concrete traffic classis
greater than:

Max(Max(D;), Min(T;)) Min(D;)
Max(T;) + Min(D;) Max(D))

Proof. Let I'jyin and rimnaxbe respectively the lower bound and the upper bound in formula (17). A suf-

ficient condition for [Ji lmax < D; isthat:
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S
Max(Ti) 3 3,
L= ) < Min(D;) (18)

S

1—
jZnTj

Min(D;)
Max(T;) + Min(D;)’

It is therefore siicient that: N < which is equalent to:

' <Max(Max(Di),Min(Ti))Min(Di)
U™ Max(T;)+Min(D;) Max(D;)
a\alid norm. The theorem is pred. O

since, from Section 3.1, page 60, wewrtbatN’ ; is

3.3 Applications of the efficiency theorem

The eficiengy theorem established in Theorem 25, page 62sgis a laver bound ore(P), i.e., an
approximation of the measure of the non-optimality of Bixed Priority scheduling algorithms P in a
scheduling referential that contains EEefore applying this &Eiengy theorem, let us highlight its
limitations:

- first, ary PNTSC is simplified according to the dispersion of the task parameters.

- second, considering an “optimal” €t priority scheduling algorithm, theder bound ore(P) will
be pessimistic since ourfieiency theorem is &lid whateer B a “good” or a “bad” fied priority
scheduling algorithm. This is not surprising since, from the state of the art, cf. eq. (6), page 20, the
existing fixed priority feasibility condition that we used to establish tHeieficy theorem is
independent of anfixed priority scheduling algorithm.

In spite of these limitations, some preliminary results wilvrie dened interpreting the &€iengy
theorem in the follwing situations, characterized by a kind of PNTSC (cf. Section 5, page 101, for an
illustration of these results on some numericalneples):

- homogeneous caskli , D;=D, T;=T.

- Liu and Layland case:[i, D; = T;.

-{D;} «{T;} . All the deadlines are supposed to be dominated by all the periods.
-{D;} »{T,} . All the periods are supposed to be dominated by all the deadlines.

- general case (i.e. relati deadline and periods are not related).

let us recall that in all that casdéise efficiency of EDFg(EDF) = 1.

m Homogeneous caséli, D;=D, T;=T.

In that case,\ery particular PNTS is deadline periodic e@leént to a monotask PNTS (i.e., is charac-

terized by a unique coupld, D) and a global computation tin@ = Z C,). Thisis a good illustra-
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tion of the power of our framework from which we can derive avery simple admission test for EDF and
for fixed priority scheduling algorithms:

e C<TwhenD=T (e U<1),
. D
. CsthenD<T(|.e.U£T),

The feasibility conditions are the same for fixed priority scheduling algorithms and EDF. In other
words, for homogeneous PNTSCs, fixed priority scheduling algorithms are optimal and their efficiency
isegual to one.

Note that a direct application of our efficiency theorem shows that €(P) is underestimated by

r __1
r+D D
+ =
1 T

terization of the error made by the approximation induced by Theorem 25, page 62. For example, in the
particular case where D=T, the relative error is 50%.

when D islessthan T and by otherwise. From that, we can deduce a charac-

D
T+D

m Liuand Layland’'scase: (i, D; = T;.
In that particular case, we know from Section 2.2, page 40, that O(NU(P) :O(N,U(P) =g(P) . Moreover,

SiE

[l il
according to Theorem 9, page 18, Liu and Layland proved that U < n[2 — 1(]isasufficient condition
il 0

when the scheduling algorithm is rate-monotonic (RM) and that U < 1 is a necessary and sufficient
condition for EDF. It also means that O(NU(RM), the efficiency of RM, is underestimated by
1
Hi
ne -1
O

O

As a comparison, our efficiency theorem shows that €(P) is underestimated by
Min(T;) 1

Max(T;) +Min(T;) ~ 8T +1

(note that inthat Liu and Layland’s case 8D =0T ).

, where 8T represents the dispersion of the periodsin the PNTSC

If we consider that n, the number of periodic tasks in the PNTSC, can also be interpreted as a kind of
measure of the dispersion, it is remarkable to see that both theorems give an underestimation which is
decreasing with the dispersion. In other words, P is |ess efficient when the dispersion grows.

Inour precise case «[i, D; = T, » and P= RM, our efficiency theorem is weaker than Theorem 9, page

18. However, it is much more general since it is valid whatever P and whatever the relations between
deadlines and periods. For all that cases, it gives the indication that EDF and Fixed Priority scheduling
algorithms are equiva ent when the dispersion of the tasksis very low and EDF becomes more efficient
when the dispersion grows.
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m {D;} »{T,} case

In that particular case, we know from Section 2.2, page 40, that O(NU(P) :O‘N'U(P) =g(P) . Moreover,

Min(D.
we find that, €(P), is underestimated by: Max(T) _f I\/;?n(D y This gives us the indication that the
i [

more MAX(T;) is small compared to MIN(D;), the more the efficiency of P is close to 1. This seems

intuitively normal since when the deadlines are very big, the choice of a particular policy is not so
important.

m {D;} «{T;} case

_ _ Min(T;) Min(D;)
is underestimated by:Max(Ti)+Min(Di)Max(Di)'
MIN(D;) becomes negligible in comparison to MAX(T;), €(P) is underestimated by
Min(T;) Min(D;) = 1
Max(T,)Max(D;) =~ &T3D
of the relative deadlines) of the PNTSC.

In that case, €(P) Furthermore, when

where dT (resp. OD) represents the dispersion of the periods (resp.

This gives usthe indication that, the closer MAX(D;) isto MIN(T;), the smaller €(P) is. Moreover, this
is even more true when the dispersion (in periods or in deadlines) increases. In other words, any (even a
“bad”) fixed priority scheduling algorithm P might be closer to EDF when the deadlines are largely
smaller than the periods and when the dispersion is small. This seems intuitively normal since in that
case, the scheduling decisions are not very important. Note that:

* the indications given by the efficiency theorem in that case (where {D;} «{T;} )clearly
depend on the use of the valid norm N’ that is a better approximation of the finest criterion
Nepr than the valid norm Ny (in the other cases N’ j=N,).

* considering the limitations of the efficiency theorem explained at the beginning of this section,
we can only conjecture that the use of DM (Deadline Monotonic), an “optimal” fixed priority
scheduling algorithm in that case (cf. Section 1.2.2.1, page 18) will anticipate the indications
given by the efficiency theorem. In other words DM might be rapidly comparableto EDF when
al the deadlines become smaller than all the periods and the dispersion is not too large.

m General case (i.e. when the periods are not related to the deadlines)

In the general case, due to the simplification of any PNTSC according to the dispersion of the task para-
meters, there is no clear interpretation of the efficiency theorem. It only gives a lower bound of £(P)
that is not equal to zero but might be pessimistic.

To conclude, this part gives us some preliminary new results in several situations to compare the effi-
ciency of fixed versus dynamic priority driven scheduling algorithms (cf. Section 5, page 101, for an
illustration of these results on some numerical examples). We are fully aware, however, that a lot of
work remains to be done to hold more precisely the measure of the non-optimality of Fixed Priority
scheduling algorithms P in a scheduling referential that contains EDF. To that end, let us see now how it
might be possible to refine the analysis.
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3.4 A general method to comparethe efficiency of scheduling algorithms.

In Section 3.2, page 61, we underestimated €(P) , the efficiency of any fixed priority algorithm P, in a
scheduling referential where EDF is allowed and the use of the finest criterion (Ngpg) is rather hard.
More precisely, starting from a more simple valid norm (N;), we demonstrated that:

Max(Max(Di),IVIin(Ti))Min(Di)< B < o = e(p
Max(T) + Min(D;)  Max(D,) ~ “Nu(P) < Ongy,(P) = €(P)

where the valid norm N’ is a better approximation of the finest criterion Ngpge than the valid norm Ny.
In Section 3.3, page 63, we derived from this efficiency theorem some preliminary results concerning
the behavior of €(P) in presence of several kinds of PNTSC. On the other hand, we saw the limitations
of this efficiency theorem:

- first to handle clearly the efficiency of general task sets since it simplifies any PNTSC according to
the dispersion of the task parameters.

- second to compute a tight lower bound on €(P) when Pis an “optimal” fixed priority scheduling
algorithm, since it doesn’t enable us to distinguish between several fixed priority driven scheduling
algorithms.

In other words, our preliminary results give us some preliminary indications to compare fixed versus
dynamic priority driven scheduling algorithms in terms of efficiency but the lower bound that we obtain

on oy (P) might be a strong worst case.

In order to refine the analysis, it is possible to establish afiner efficiency theorem than the one we esta-
blished. It is important to notice that the resulting classification of scheduling algorithms will depend
on the choice of aparticular valid norm. Indeed, we can imagine that the more the valid norm isclose to
the finest criterion, the more exact the classification will be. We leave this conjecture and the question
to find afiner efficiency theorem for afurther study.

Let usjust derive now, from this particular efficiency theorem, arather general method in order to unde-
restimate the efficiency of any given scheduling algorithm P in a given scheduling referential where an

optimal algorithm Py, is allowed and where the use of afinest criterion is rather hard. To that end, let
us choose amore simple valid norm N. Therefore (cf. Figure 5):

* inafirst step, we derive a necessary condition on N for a PNTSC to be P, -feasible. This

opt
condition can be written: (0t Y, N(T) < a where a = O‘N(Popt) i.e. O isa(tighter as
possible) upper bound of the N-efficiency of Popt .

N/a is sill a valid norm since when T is Popt

N(t) <0 holds. It should be used instead of N when o < 1. Therefore, N(1)/a < 1.

-feasible then the necessary condition

* inasecond step, we derive a sufficient condition for aPNTSC to be P-feasible. This condition
can bewritten: Ot O Y, N(1) B < ay(P),i.e B isa(tighter as possible) lower bound of

the N-efficiency of P.

It follows that @ < g is still asufficient condition for the P-feasibility where N/ a isthe
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valid norm established in thefirst step of the method that is afiner approximation of the finest
criterionthan N (since a < 1).

Finally O(E is an underestimation of the efficiency of P that is better than 3.

Np N N/

(Popt)

IN/a
ansaP)

, alower bound on g(P).

Figure5: General method to underestimate the efficiency of a partiular scheduling algorithm
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4 Complexity of fixed and dynamic priority driven scheduling algorithms

The purpose of this section is to compare Fixed Priority based scheduling algorithms with the Earliest
Deadline First scheduling algorithm in terms of complexity. To this end, we will use the genera
complexity framework introduced in Section 2.2, page 40. This framework will enable usto obtain:

* tractable feasibility tests, on the one hand,
* optimized feasibility tests, on the other hand.

In Section 2.1, page 24, we give a genera definition of €(P), the efficiency of a scheduling algorithm
P with respect to ascheduling referential < . In ageneral manner, we can define K (P) , the complexity
of the feasihility test for P, asfollows:

K(P) = Minp omt KU(P)}
where:

. KH(P) denotes the complexity of the feasibility test for P, which is optimized according to

L, aparticular method of optimization,
* M denotes the set of all the possible methods of optimization, which isinfinite, a priori.

Here, we will use only K“D(P) to measure the complexity of the feasibility test for P, where uUisthe

optimization method introduced in the general complexity framework. This method is described in
depth in Appendix B, page 127.

The complexity of the optimized feasibility tests will be given in terms of basic operations, such as
addition, multiplication and elementary function. Elementary functions are functions such as “Min”,
“Max”, “floor”, “ceil” or “less than or equal t0”. In the sequel, we will assume that the cost of one
addition (add), one multiplication (mult), one division (div) and one elementary function (function) is
equal to &, the cost of one instruction cycle. Of course, such an assumption depends explicitly on the
material architecture where the feasibility tests will be implemented. This assumption appears quite
reasonable.

Unfortunately, we cannot directly compare the complexity of the optimized feasibility tests as they are
stated in Section 2.2, page 40. The reasons are as follows:

* Theorem 21, page 49, exploits U, which is used only for the feasibility test for EDF in a
«Otad s, P(t) » form,

* Theorem 22, page 52, exploits the notion of level-i busy period A, , which is used only for the

time being for Fixed Priority based scheduling algorithms (cf. [GRS96] for possible uses of A;
for deadline driven scheduling algorithms).

Therefore, in order to compare the complexity of the optimized feasibility tests, we will have to adjust
them at alevel of refinement where the comparison appears possible. To achieve that purpose, we will
assume the following:
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* Theorem 21, page 49:

S; = {D;+T;ON} n [0, A[ = %:)+kJTJ,0 <k < P—Dﬂ_lE,
C

¢ Theorem 22, page 52:
Al = A,

* Theorem 23, page 54:

AT = QAUT,AHT = A n[OA[,A;; = {D;+KkT,;-D;, k;0Z},
D, - D, A+D,-D, C
O i i C

Then, we will establish upper and lower bounds on the complexity of the feasibility tests. Tight bounds
will be given:

* 0" < Cegpp (nos py) <P where o’ = Q(n) and B = O(n?),
* 0<Cpp (migLn)r<p)<B where a = Q(n?) and B = O(n3),

* Y<Cepr (min[Ln]r<p,) S0 wherery = Q(n%) and & = O(nd).

With these tight bounds, we will be able to set the bounds of the following two ratios:

C
¢ L RO LD e ¥ = 0(1) and 2 = O(n).
B Cepmio[unlr<p) B a
C
. g, PR OO n=b) B Where——Q(l) andB = O(n?).
B~ Ceor, (ntos p(t)) o B’
We will see that:
C i <D,
e theratio EDF. (@O[L.nl. 1 =D) is pseudo-polynomial in O(n),
Crp, (oLl r<D)
C i <D
* theratio sl CEIELUS L), is pseudo-polynomia in:

Cepr, (0to's, (1))

- O(n),if A2 Maxj{ Dj} ,

- O(n2) , otherwise.
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4.1 Complexity analysis

4.1.1 The optimized feasibility test for EDF in a«[t 00 S, P(t) » form

The optimized feasibility test for EDF is given by Theorem 21, page 49.

n
O -D. |0
A task set T isEDF feasibleif and only if LIt [J S, Z Max [0, 1+{t DJJ[CJ- <t.
= O i |g
j=1 J

Let add, mult and function denote respectively the cost of one addition, the cost of one multiplication

and the cost of one elementary function such as“floor”, “max” or “less than or equal to”.

Let C denote the cost of the optimized feasibility test. We have:

C The cost of the optimized feasibility test for EDF

test — -
t—Dj

T

d d 0.0
Ot0O S, test@Maxgest,lZMapr,1+ [CjD;

o 4 O 00
is test<1 ?

C = |9 {C_Computation + 1 [function) + 1 [(Function

T

. d -D. |0
where C_Computation denotes the cost of the computation of % Z Max™, 1+ r DJ J [Cj :
]

U U

By definition, we have:

S = Z|Sj| S| = MaXEO, Min{A u} —-D; E(cf.Theorele, page 49).
] 0 T C

It is easy to show that:
C_Computation = (3n—1) [add + (2n + 1) Cmult + 2n [Function.

Finally, we have:

Min{\, u} - D;

T

C:ZMapr, EE((Sn—l) Cadd +
J 0 O

(2n + 1) Omult + (2n + 1) (function) + 1 [function

C< Z[Tﬁw (((3n—-1) Cadd + (2n + 1) Cmult + (2n + 1) Cfunction) + 1 [function
] j
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Assuming that add = mult = function = ¢, the cost of one instruction cycle, we have:

A 0
C<H7n+1) A+ 1F
3 DJZ[TJ'—‘ -
From Appendix A, page 120, we have:
A <nE[LE5{T}1 wherep = S = N (r)andé{T}=mx'—{T'}
P E L ! P=27 =Ny Min{T}
J j T nt

Conseguently, we have:

CSg7n+1)[hc[-lf—p [5{T}1+1EEE

Therefore, C is pseudo-polynomial in O(nz) with a constant factor of approximately:
7 E[ﬁ EB{T}—‘,Whichisbounded by: 7 E[% DA{T}—‘ when p<P<1;0{T} <A{T}.

To be very rigorous, we must add to C the costs of the off-line computations of A and [ since the
interval of points where the predicate P should be checked is bounded by: Min{ A, u} .

These costs are as follows;

* thecost C, of the computation of A is pseudo-polynomial in O(nz) with a constant factor

of approximately: 4 E[ﬁ [(B{T} —‘ —4, which is bounded by: 4 E[% A{T} —‘ -4

when p<P<1and d{ T} <A{T} (cf. Appendix A, page 120) ;

* the cost Cu of the computation of W is polynomia in O(n) with a constant factor of
approximately: 7.

Finally, C remains pseudo-polynomial in O(nz) but with a constant factor of approximately:

11[(%) [B{T}—‘—4s11E[%DDS{T}—‘—4WhenpsP<1and6{T} <A{T}.
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4.1.2 The optimized feasibility testsin a«Ui 0 [1, n], r; < D;» form

4.1.2.1 Fixed Priority based scheduling algorithms

From Theorem 22, page 52, the worst-case response time of atask T; is given by:
i = MaXOquQi{Wi, q _qTi}

<(g+1)T;.

where Q; = ﬁ_—‘ 1 isthe smallest value of q that satisfies w; <
i

The width w; q of the given level-i busy period starting qT,; before the current activation of T; is
determined through the following equation:

= (q+1)C+Z[ - —‘
J

i<i

For notational convenience, we define the W; q(t) functionas (q + 1)C,; + Z [ —‘Cj :
j

J<|

Appendix B, page 127, provides a practical way of solving the recursive eguation
Wi g = Wi,q(wi,q).
The series:

(k+1) _

(
i,q i

pandw; 4 = ZC-

Wi,q(w )whereW gl Wi g J

i<

isincreasing and it convergesto w; q-

The W; OI(t) function is discontinuous. If N;(0, a) (resp. N;(a, B)) denotes the number of steps of
W,yq(t) over [0, af (resp. [a, B[) then we have:

N;(0, a) = Z[Tﬂ and N;(a, B) = N;(0, B) =N, (0, a) = Z[Ew—z[gw.
i i<i i<i

i< Tyl =il T
Thus, the number of successive iterations that is needed to converge to w;, q = I(Ilm W( ) starting
: e b
from WI((; i q(w(o)) = G +W(O) = G +W; 4_; isbounded by:
0 - W,
N (W0 Wi ) = Ni(W; q_g, W o) = Z[Lﬂ_z{ﬁw
<l Tl =T
Consequently, the number of successive iterations that is needed to determine w; q = I(Ilm WI( (;
— +o0
(i.e., to convergeto w; q WI((; and to verify that W(k b - i q(W(k)) = W(k)) is bounded by:
1.

EdRIE



Jean-Francois Hermant, Laurent Leboucher, Nicolas Rivierre 73

Let C, i q denote the cost we have to pay to solve w; q= W, q(Wi q) by successive iterations starting
(1)

from w;’ . We have:
Ci < (:i(,lc)1 + Ci(,20)| + (:i(,?i()1 The cost we have to pay to solve w; (=1)Wi, q(Wi g)
by successive iterations starting fromw; q
Ci(’lg1 The cost of the computation of WI( % = Ci+W g1
Ci(zg1 The cost of Z {VL{‘ - Z {W'_q—l_‘ + literations
' L | T, L | T
] <1 | ] <l ]
Ci(,:z The cost of the test «isw; < <(Q+1)T;>»

iq i é =W q(W ) is generally equal to the cost of

one iteration. In our particular case, it is only equal to the cost of one single addition since

w =
| q Ci+Wi,q—1'

Note that C( ) the cost of the computation of W(

Let add, mult and function denote respectively the cost of one addition, the cost of one multiplication
and the cost of one elementary function such as*“ceil”, “max” or “less than or equal to”.

Let C_Computation; , denote the cost of the computation of W,(kq Vo= i q(W(k))
Let C_Comparison denote the cost of the test «is W,(kq D= W(k(; .

Let C_lteration; denotethe cost of oneiteration.

We have: C_lteration; , = C_Computation; , + C_Comparison; , where:
C_Computation; , = i Cadd + (2i —1) Omult + (i — 1) Hunction,

C_Comparisoni'q = 1 [function.

Hence, C_Iterationi'q = i Cadd + (2i — 1) Cmult + i (Function.

Therefore, we have:

R AL

j<i

Ci(’zgl ) SJZ'[ j 1 JZ

(3)
c,

{ = 1_‘ + 1%[(: IteratlonI q,thatis
|

[ i,g- 1} + 1D[(| Cadd + (2i — 1) Cmult + i Cfunction) .

the cost of the test «is w; o < <(g+1)T;? isequal to 1 Cadd + 1 Omult + 1 [function.

Finally, we have:

Clqleadd+5'Z[v%ﬂ—Z[ g 1%15[(. Cadd + (2i — 1) Omult + i Cfunction) +
j<i j j<i i

1 Cadd + 1 Omult + 1 Function
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Let C; denote the cost of the computation of r; = MaXg ¢ q<q{Wj ¢q—dT;} . Wehave:

C, The cost of the computation of r; = Max < Q_{ Wi g~ qT;}

C < (Cj o+ 1ladd + 1 [mult + 1 [function)
0=9=Q

IN

Letusrecal that Q; +1 = {_)%—‘ and Wig = A; . (cf. Lemma8, page 45). We have:

i

C < Z Ci o+ (Q+1)(1Cadd + 1 [nult + 1 [Function) , that is:
0<g=Q

C.

S

0y "hﬂ -y {"_V'_q;lw + 150 Cadd + (2i — 1) Cmult + i Cunction) +

osquijJ T & T

(Q, +1)(2 Chdd + 1 Chmult + 1 Cunction) + (Q; + 1)(1 Cadd + 1 Cmult + 1 Function)

C < Ej;{v%}j;{%%@i +1) g Cadd + (2i — 1) Cnult + i Cunction) +

(Q; + 1)(3 Cadd + 2 Cmult + 2 [Function)

Finally, we have:

j i

C < z [ﬁw [(i [add + (21 —1) Omult + i (function) + [_)%1 [{3add + 2mult + 2function)
i<t

Let C denote the cost of the optimized feasibility test. We have:

C The cost of the optimized feasibility test Ui [1[1, n], r; <D,

test — -o0 ; [0i O[1,n], test — Max{test,r;—D,};istest<0?
n

C< z (C, + 1 Cadd + 1 (Function) + 1 (function
i=1

Finaly, we have:

A . . _ .
< Zgl[ﬁ-ﬂ [{i Cadd + (2i — 1) Cnult + i (Function)  +

A

:

w ({3 [add + 2 Cmult + 2 [(function) + n Cadd + (n + 1) [function

—
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Assuming that add = mult = function = ¢, the cost of one instruction cycle, we have:

Cs< ﬁ;[;} M4i—1) + 72{% +(2n+ 1)%[&

i i

Furthermore, we have: A; < A, for every i LI [1, n] . For notational convenience, let A, = A.

We have:

c<Kon*+n+7) Dz[%k(znu)gtz
T T

From Appendix A, page 120, we have:
Max,{ T}
A p _ it
2 [f—‘sn#—l_p[ﬁ{T}—‘,whereé{T} —Min|{T|} .

J J

Consequently, we have:

ch2n2+n+7)mE[ﬁ EB{T}—‘+(2n+1)EEE

Therefore, C is pseudo-polynomial in O(n3) with a constant factor of approximately:

2 E(ﬁ EB{T}_‘,Whichisboundedby: 2 E[% m{T}W whenp<P<1:8{T}<A{T}.
Contrary to Section 4.1.1, page 70, here we must not add to C the costs of the off-line computations of
{Ai}i g (Ln]" These costs have already been taken into account. Indeed, we know that:

e Q = [_)%—‘—1 isthe smallest value of q that satisfies w; < (q+1)T;,

Wi = A

These last two properties are obviously taken into account during the computation of r; and its
associated cost C;.
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4.1.2.2 TheEarliest Deadline First scheduling algorithm

From Theorem 23, page 54, the worst-case response time of atask T; is given by:
I‘i = Maxag Ai‘r{ Li(a) _a}
where

A=A LA T=An[0A-C], A ; ={D;+k;T;-D;, k;OIN},

The set AiT ={a,a, ..., a1A_T|} is ordered in a non-decreasing order.

The length L;(a) of the resulting busy period relative to the absolute deadline a + D; starting at time a
before the current activation of t; is determined through the following equation:

Li(a) = B+ { JH: zmlng I )w mapr 1+{$JE§:]

Ea ] i 1]

For notational convenience, we definethe L, (a, t) function as:

T eI B 1

EA ]

Appendix B, page 127, provides a practical way of solving the recursive equation:
Li(a) = Li(a, Li(a))-

The series:

L** V@) = L(a, LY(a)) where LI(a) = L(a_,) and L,(a)) = 0

isincreasing and convergesto L, (&) .

The L;(a, t) function isdiscontinuous. If N;(O, a) (resp. N;(a, B)) denotes the number of steps of
L;(a,t) over [0, af (resp. [a, B[) then we have:
. O —D. |
z mlngﬁw, max[p, 1+ {MJ[[and,
iZi T 4

T J- [

N;(0, @)

N;(a, B)

e e e R ]
minf] £ |, max[D0, S ' min[] = |, max0,1+| 1—! "1 |mMm
j; QTJ O T M j; T; 0 T mN

N.(0, B) —=N,(0, a) , that is:
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Thus, the number of successive iterations that is needed to converge to L,(a) = I(Iim Li(k)(ai)
— +oo
starting from Li(o)(al) = L;(a_4) isbounded by:
0 .
Ni(Li % (@), Li(@)) = Ni(Li(a_y), Li(@))  thatis

zming '_I(_a”w mapr 1+P+Di_DJJ%_me§L (8 _ 1)1 mapr 1+r‘1+Di
E3

i T =i T T

Consequently, the number of successive iterations that is need to determine L;(g) = lim Li(k)(a1)
k - +oo
(i.e, to convergeto L;(g) = I(Iim Li(k)(a1) and to verify that Li(k+1)(a1) = L,(a, Li(k)(aq)) =
— +oo

L™ (a)) isbounded by: N.(L;(a_,), L;(&))+1.

Let C,(a) denote the cost we have to pay to solve L;(g) = L;(&, L;(&)) by successive iterations

starting from L i(o)(al) . We have:

C(a)<sCcM(a)+C?(a) Thecostwehavetopay tosolvel (a) = L.(a,L,(a))
by successive iterations starting from L( )(a1)

Ci(l)(éq) The cost of the computation of Li(l)(a1) = L(a, Li(O)(al))

Ci(z)(ai) Thecost of N;(L;(a_4), L;(&)) + 1 iterations

Ci(l)(al), the cost of the computation of Li(l)(a1) = L(a, Li(o)(a1)) is equal to the cost of one
iteration.

Let add, mult and function denote respectively the cost of one addition, the cost of one multiplication
and the cost of one elementary function such as “floor”, “ceil”, “min”, “max” or “less than or equal to”.

Let C_Computation,(a) denote the cost of the computation of Li(k+ 1)(al) = Li(a, Li(k)(a1)).

Let C_Comparison; (&) denote the cost of the test «is Li(k+ 1)(a1) = Li(k)(ai) .
Let C_lteration; = C_lteration;(g) denote the cost of one iteration.

We have: C_lteration;(a) = C_Computation;(g) + C_Comparison,(a) where:
C_Computation;(g) = (4n-3) [add + (3n—1) Cmult + (4n —3) (Function,
C_Comparison;(g) = 1 [function.

Hence, C_lteration,(a) = (4n-3) Cadd + (3n—1) Cult + 2(2n— 1) unction.
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Therefore, we have:
cP(a) = (Ni(Li(a_1), Li(a)) + 1) O _lteration,.

Finally, we have:
Ci(a) < (N;(L;(a_1), Li(&)) +2) [C_lteration; .

Let C; denote the cost of the computation of r; = Max,, ; , «{ L;(a) —a} . We have:

C The cost of the computationof r; = Max, ;5 +{L;(a) —a}
[« -0, OaOdAT, r, « Max{r;, L;(a)—a}
C < Z (Ci(a) + 1 Cdd + 1 (Function)
aldAf
We have:
Z (C,(a) + 1 Cadd + 1 [function) , that is:
aIZIA'r
Ci< Y Ni(Li(a_yp). Li(a)) OC_lteration; + (2C_lteration; + add + function) CJA,T|
aldAf
C <

. i(a) a1+Di—D.JlIJ .
min mapr 1+ 1L 1| mMiC Iteration; —
aDZATjZi g TJ —‘ \‘ Tj 1]

: (g _ 1)_‘ {31 +Di—D-JED :
min mapr 1+ 11 1| 0C_Iteration; +
auz/w; g T; T, N

j
(2 [C_Iteration; + 1 Cadd + 1 Cfunction) AT

. —D,; |LLJ .
C < z Zmlng '(61)} mapr 1+{MJ[|][C_Iteratloni -
alJA | Zi TJ Tj LT]
. —D. |[LJ .
> Zmlng (& 1)W mapr 1+{LD'DJJ[[]E(:_Iteratloni +
alOA T Zi J O TJ (1]
(2 [C_Iteration; + 1 Cadd + 1 [function) AT
C <

) L. 0 +D:-D |[1] _
> min M , max[D0, 1+ alat i Bt [LC_lteration, +
EA Tj U Tj (1]

(2 [C_Iteration; + 1 Cadd + 1 C(function) AT
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0 -C, +D,-D, | :
C < Zmln A mapr 14+|2=Ci*Di=D; [TCC_lteration, +
jZi TJ TJ (1]

(2 [C_Iteration; + 1 Cadd + 1 (function) A,

Finally, we have:

G mlng A w mapr 1+ V‘ —Gi* b _DiJ%EC_Iterationi +
IE3 T] TJ (L]

2 0A;T| COC_Iteration; + |A;T| ({1 Cadd + 1 Cfunction)

Let C denote the cost of the optimized feasibility test. We have:

C The cost of the optimized feasibility test Ui O [1, n], r; < D,

n

C< Z (C; + 1 [add + 1 (function) + 1 [function
i=1

test — -c0 ; [i O[1,n], test — Max{test,r;—D,};istest<0?

Finally, we have:

O -C . —D. | .
C<ZZm|n maxEO 1+ A-Gi+D D; MCC_lteration,
|
T M

INE j j

20y |A| CC_lteration; + ' |AT| ({1 Cadd + 1 Cunction)
| |

By definition, we have:

AT_ DA| JTaA T— i,jn[o’)\_ci]’Ai,j:{Dj+ij]’—Di, kjlle},
) —D. 10 el _D.IC
A j-r = EDj+ijj—Di,MaxED, Di DJ DSkjS A Ci +Dh DJ C.

We have: A, TD(A n [0, A[), where:

0. [D;-D;]0 C
Ai j n [01)\[ = %DJ +k]TJ_D|’ MaX[p, DI DJ |:| k )\+D D 1[
| O 0 Tj 0 Tj C
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T

Hence, |A, 1| < Maxgp, {MW—MWE{), {Di-%@s[ﬂ and |A1] < X[H
J ] J j

Finally, 3 |Af| <n DZ[%W
| ] J

We have:

C < (3002n—1)% [add + (3n — 1)2 Chnult + (12n — 9n + 2) Cfunction) a0y [H £
] ]

Assuming that add = mult = function = &, the cost of one instruction cycle, we have:

Cs(33n2—27n+6)uz[ﬂt§
1T

From Appendix A, page 120, we have:
Max { T}
A p _ it
2 [T—‘sn#—l_p[ﬁ{T}—‘,whereB{T} —Min|{T|} )

J J

Conseguently, we have:

C<(33n%-27n+6) [h[[ﬁ EB{T}W E

Therefore, C is pseudo-polynomial in O(n3) with a constant factor of approximately:

33 E(ﬁ EB{T}—‘,Whichisboundedby: 33[[%@{T}1 when p<P<1:5{T} <A{T}.

To be very rigorous, we must add to C the cost C, of the off-line computation of A since the interval

of pointswhere r;(a) = L;(a) —a should be computed is bounded by: A .

Thiscost C,, is pseudo-polynomial in O(n2) with a constant factor of approximately:

4[[&) [B{T}—‘—4, which is bounded by: 4[[%,@{”—‘—4 when p<sP<1 and

O{ T} <A{T} (cf. Appendix A, page 120). It is therefore negligible beside O(n3) .

Finally, C remains pseudo-polynomial in O(n3) with a constant factor of approximately:

33 Ehf—p EB{T}—‘,Whichisboundedby: 33[[%@{T}—‘ when p<P<1:3{T} <A{T}.



Jean-Francois Hermant, Laurent Leboucher, Nicolas Rivierre 81

4.2 Complexity comparison
4.2.1 The optimized feasibility test for EDF in a«[t 0 S, P(t) » form

4.2.1.1 Upper bound on the cost of the optimized feasibility test

Let B' denote an upper bound on the cost of the optimized feasibility test for the Earliest Deadline First
scheduling algorithm. From Section 4.1.1, page 70, we have:

B = O(n%)

' is pseudo-polynomia with a constant factor of approximately: 11 E[ﬁ [(B{T} —‘ —4,whichis
bounded by: 11 E[— m{T}—‘—4 whenp<P<landd{T} <A{T}.

4.2.1.2 Lower bound on the cost of the optimized feasibility test

Let a' denote alower bound on the cost of the optimized feasibility test for the Earliest Deadline First
scheduling algorithm. From Section 4.1.1, page 70, and without taking into account of |, we have:

O

a' = (7n+1)DzMapr P DWD
0

i

We can distinguish three cases:
m Casel: A< Minj{ Dj}
Inthat case, we have: a' = 0. Wemust addto a' the cost C, of the off-line computation of A

From Appendix A, page 120, we have: Q(n) <C, < O(nz) .Hence, Q(n)<a'< O(nz) .

m Casell: Mini{D;} A <Max;{D}

Inthat case, wehave: (7Tn+ 1) (E<a'<(7n+1) DZ A
T
Wemust add to ' thecost C, of the off-line computation of A .

w [E , namely: Q(n) < a' < O(n?).

From Appendix A, page 120, we have: Q(n) <C, < O(n2) .Hence, Q(n) <a'< O(n2) :

m Caselll: A 2 Max,{ D}

Inthat case, wehave: (7n+1)hE<a'<(7n+1) DZ[_%—‘ £ , namely: Q(nz) <a'< O(nz).
] i

Wemust add to ' the cost C, of the off-line computation of A .

From Appendix A, page 120, we have: Q(n) <C, < O(nz) . Hence, Q(nz) <a'< O(nz) .
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4.2.1.3 Theratio '/a'

From Section 4.2.1.1, page 81, and Section 4.2.1.2, page 81, it follows that:

e ifA< Maxj{ Dj} ,then Q(1) < E <0O(n). (cf. Casel and Case 1),

a
| | |
| | | >
0 Q(n) < a'<0o(n) o' < Cep< B’ B':lan(%—‘E Complexity
s'znnzc{f—p[sm][z
Figure 6: Complexity of the optimized feasibility test for EDF when A < Maxj{ Dj}
. if)\zMaxj{ Dj},then Q(l)sgsO(l).(cf. Caselll).
| | |
| | | >
0 an®) ca'<o(n?) o' < Cgpp< B’ B = 11”2{%}; Complexity

B':llan{l%PpDS(T}WEE

Figure 7: Complexity of the optimized feasibility test for EDF when A = Maxj{ Dj}

4.2.2 The optimized feasibility testsin a«Ui 0 [1, n], r; < D;» form

4.2.2.1 Fixed Priority based scheduling algorithms
In this section, we use the same notations as those introduced previously in Section 4.1.2.1, page 72.

4.2.2.1.1 Upper bound on the cost of the optimized feasibility test

Let 3 denote an upper bound on the cost of the optimized feasibility test for Fixed Priority based
scheduling algorithms. From Section 4.1.2.1, page 72, we have:

B = o(n®)

B is pseudo-polynomial with a constant factor of approximately: 2 E[ﬁ [D{ T}—‘, which is

bounded by: 2[[%@{T}1 when p<P<1 and 8{T} <A{T} .



Jean-Francois Hermant, Laurent Leboucher, Nicolas Rivierre 83

4.2.2.1.2 Lower bound on the cost of the optimized feasibility test

Let C; , denote the lower bound on the cost we have to pay to solve w; = Wi q(W; ) by

successive iterations starting from Wi(,lc)] -Wehave: C; , = 1[kdd + 1[C_lteration; .

Proof. The cost C; , is minimum when Wi(z(: = Wi(

=C + W(O)

1)
q I Lq-

We have:
C_Ii‘q = (i+1) add + (2i — 1) Omult + i Cfunction.

Let Qi denote the lower bound on the cost of the computation of r; = MaXOquQi-{ Wi,q—qTi} .
We have:
C = Y (G q+10a0d+1Cmuit+1Cfunction) where Q'+ 1 = [ﬂ thatis
0<09=<Q
C, = ((i +2) Cdd + 2i Omult + (i + 1) Cfunction) E[_ﬂ
|

Let C denote the lower bound on the cost of the optimized feasibility test. We have:
n

Z (C, +1 [add + 1 (function) + 1 (function, that is:
i=1

C

(@)
I

n
S H(i +2) Cedd + 2i Cnult + (i + 1) Cunction) E(H% n Cadd + (n + 1) Cfunction.
i=1 i

Assuming that add = mult = function = ¢, the cost of one instruction cycle, we have:
ol O
c=0y H4i +3) A B+ (2n+1)IE .
T |V O
L—i'lz 1 |

From Appendix A, page 120, we have: p IMin{ T} <A.

It follows that:

Max,{ T}
Min{T}"

Giventhat: 0<p<1 and 8{T} =1, we have: [L—‘ =1.
{T}

Finally, we have: (2n2 +7n+1)[E<C.
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Let a denote a lower bound on the cost of the optimized feasibility test for Fixed Priority based
scheduling algorithms. We have:

a = Q(nd)

o ispseudo-polynomial with a constant factor of approximately: 2.

4.2.2.1.3 Theratio 3/ a

From Section 4.2.2.1.1, page 82, and Section 4.2.2.1.2, page 83, we immediately have:

B _
= = 0(n
E = o(n)
g is pseudo-polynomia with a constant factor of approximately: [ﬁ (B{T} —‘ , which is bounded
by: [%’ EA{T}W when p<P<1 and 8{T} <A{T} .
| | { -
0 o =2n% a<CrpspP B:g#zﬁ%k Complexity

p=an’t| o 5T | &
Figure 8: Complexity of the optimized feasibility test for Fixed Priority based scheduling algorithms

4.2.2.2 TheEarliest Deadline First scheduling algorithm
In this section, we use the same notations as those introduced previously in Section 4.1.2.2, page 76.

4.2.2.2.1 Upper bound on the cost of the optimized feasibility test

Let & denote an upper bound on the cost of the optimized feasibility test for the Earliest Deadline First
scheduling algorithm. From Section 4.1.2.2, page 76, we have:

<o g3

0 is pseudo-polynomial with a constant factor of approximately: 33.
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4.2.2.2.2 Lower bound on the cost of the optimized feasibility test

Let C,(g) denote the lower bound on the cost we have to pay to solve L;(a) = L;(a, L;(a)) by

successive iterations starting from Li(o)(a,).We have: C;(g) = C_lteration;(q).

Proof. The cost C;(a) is minimum when Li(l)(al) = Li(o)(a1). O

We have: C,(g) = (4n-3) [add + (3n—1) Cult + 2(2n - 1) [function.

Let C; denote the lower bound on the cost of the computation of r; = Max_ -, +{L;(a) —a} .
We have:

G = Z (Ci(a) + 1 Cadd + 1 HFunction) , that is:
adJA"

C, = (2(2n—1) Cadd + (3n — 1) Cnult + (4n— 1) Cunction) 0A;T|.

Let C denote the lower bound on the cost of the optimized feasibility test. We have:
n
C = Z (C, +1 Cadd + 1 (Function) + 1 [(Function, that is:
i=1

n
C = (2(2n-1) Chdd + (3n - 1) Cinult + (4n - 1) Cunction) Oy AT
i=1

+n[add + (n + 1) (function

By definition, we have:

At = DA, AT = A [OA[LA = {D;+kT;-D;, k;02},
. —D. i . —D. C
Ai jT: %DJ+kJTJ_D|1 D| DJ SkJS )\+D| Dl _1[
' 0 Tj Tj L

Hence, |A|’JT| — [A+Di_Dj—‘_[Di_Dj .

T T
It follows that:
AT = A landDj2i, | A <A f<| 2
i T T
Hence,
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Finally, we have:

C= (2(2n—1) [add + (3n—1) Cult + (4n—1) (function) E’E A +(n-1) A d
1T D? T
+n[add + (n+ 1) (function

Assuming that add = mult = function = &, the cost of one instruction cycle, we have:

H{11n-4) [&[Tﬂ +(n-1) EZ{%J% (2n+1)HE=<C.

Let y denote alower bound on the cost of the optimized feasibility test for the Earliest Deadline First
scheduling algorithm.

We have to consider two cases.
Casel: A = Minj{TJ-}

Inthat case, (11n—4) [h DZ{_%J [ <C.Hence y = Q%‘IZ DZ{_%J E
J ' J j

i j
Yy is pseudo-polynomial with a constant factor of approximately: 11.

Inthat case, (11n—4) DZ[_%—‘ [£ <C.Hence y = 9%1 DZ[%—‘E
IR 7

i i
Yy is pseudo-polynomial with a constant factor of approximately: 11.

Casell: A <Minj{Tj}

4.2.2.2.3 Theratio 8/y

From Section 4.2.2.2.1, page 84, and Section 4.2.2.2.2, page 85, we immediately have:
Casel: A2 Minj{Tj}

2T

In that case, \—/ = O———

27

S is pseudo-polynomial with a constant factor of approximately: 3.

>

>
CArCrr

T

i
Notetha:iL—sl+n/§ A Esl+n.Hence,§=O(n).
] TJ Y

1B

J
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Casell: A <Minj{Tj}

Inthatcase,s = O(n).

S is pseudo-polynomial with a constant factor of approximately: 3.

Here, it is important to point out that the ratio &/y is at most 3n, but it is much closer to 3 in most

cases. This means that & (resp. Y), the upper (resp. lower) bound on the cost of the optimized
feasibility test for the Earliest Deadline First scheduling agorithm, is rather tight and therefore rel evant.

|
| | | -
0 v:unzzLHE V< Ceppsd 5:33nzz{Hz Complexity
y=11n3|:h%Pp DS{T}JEE 5=33n3c{ﬁtamkﬁ
Figure 9: Complexity of the optimized feasibility test for EDF ; A = Minj{ TJ-}
| | |
| | | >
0 y:llnz{%—‘i Y<Cepp<d 5:33“22&}5 Complexity

5=33n’

Figure 10: Complexity of the optimized feasibility test for EDF; A < Minj{ Tj}

The second case, where A < Minj{ Tj} , isapathological one. In such a case, we have:
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4.2.3 Complexity Theorems

4231 Theratio Cep (i g(1,n),r, <)’ CEDF, (0t O'S P(1))

We have to distinguish two cases:

m Casel: A< Maxj{ DJ-}

In that case, from Section 4.2.1, page 81, we have: ' < Cpp < ', where:

Q(n)<a’'<0(n?) and B = 11n 0y A= 11n2E[L [B{T}W E
71T 1-p
From Section 4.2.2.1, page 82, we have: o < CFP <3, where:
o= 2n22
~ 2912 A P
B=2n 2 E=2n E[ EB{T}W
2T
a CFP(IZIlD[ln]r<D) [3 B
Theorem 26 - =< whee: = = Q(1) and— = O(n )
B CeprF, (mto s, P(y) 0‘ l3

Proof.

We have: % L Hence = Q(1).
11n E[ pp[B{T} _[B{T}W B
il

We have: E,:: L1 =2n2E[L EB{T}—‘.Hence, E = O(nz). 0

a 1-p a

nCg

| | | | |
| | | | | >
Complexity

0 a=2n% Q(n) <’ <0(n?) B=2n z{

B':lan#ﬁB{T}—‘ﬂ |3=2n3E{1TppEB{T}—‘EE

Figure 11: Complexity comparison : theratio Crp (i 11, n), r, < D,)/ CeDF, (0t 0 S, P(1))

Theratio Crp/ Cepg isbounded by: B/a', which is pseudo-polynomial in O(nz) :
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m Casell: A= Maxj{ Dj}
In that case, from Section 4.2.1, page 81, we have: Cp= o' = [3', where:
o =f'=1nlly A [Ezllan[L EB{T}W[E
71T 1-p
From Section 4.2.2.1, page 82, we have: O < CFP < 3, where:
a =2n22
~ op2 AN~ 3# p W
=2n 2 =2n —— [B{T
B DEMEE o5 (BT} |E
C .
Theorem 27 - 2< FP'(DID[l’n]'riSDi)SE, whee: & = Q(1) andE, = O(n)
B Cepr,(tos py) @ B a
Proof
2
We have: %z > 2{: £ =% 5 1 .Hence,% = Q(1).
11n 1_p[5{T}—‘EE EE{T}—‘
Ltk
We have B Ll =2 [h. Hence, E = O(n) 0
[ _‘EE 11

Complexity

0 o =2n% u':[y:nnﬂﬂz B=2nzz(ﬂi
] ] ]

a=p=11n] o By | pe2r’ ] 125 o) |

Figure 12: Complexity comparison : theratio Cep (i 11, nj, r<D)’ Cepr, (oS, P(1))

Theratio Crp/ Cepr isbounded by: B/ a’, which is pseudo-polynomia in O(n).
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4.2.32 Theratio Cepe (mipan),r,<0,)’ Crp, (mio[1n],r,<D))
From Section 4.2.2.1, page 82, we have: 0 < Cp < 3, where:
a=2n2EE
P AT rE = 3# p W
=2n EAY =2n D{T
B DXHEE o5 (BT} |E
From Section 4.2.2.2, page 84, we have: y < Cpp < 0, where:
A ~ 3 P
11n 2 & =11n E[—[BTJ[E
y= DZM £ o3(}
5=33n A[E33n[[p[5Tw
i m
Y . CEDF(DlD[ln]r<D) o) % 0
Theorem 28 - = <= whee: = = Q(1) and= = O(n)
[3 Cep (nin[Lnr,<p) O B a
Proof
o3| 2|
y. 1 LT 1 Y
We have: 2 = = [ Hence, = = Q(1)
B2y 0y Ao 2 B
1T
.33 A<33 P S _
We have: 2= = Dz[ﬂ : Eh[[l_p[B{T}—‘.Hence,a = O(n). 0

| | | | |
| | 1 | | >

Complexity

o2 o2 A 112 | A a3l A
0 o =2n% B=2n Z{?—‘E y=11n thz 5=33n z{ﬂz

J j ] i

B:znﬁr"pmmkz y=lln3E{1%PpE5{T}JEE azssnﬁﬁcsmkz

Figure 13: Complexity comparison : theratio Cepr (i1, n), r,< D)’ CrFp, (0i 0L 0], 1, < D)

Theratio Cepp/ Cpp isbounded by: 8/ a, which is pseudo-polynomial in O(n) .
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4.2.4 Summary
m  Theoptimized feasibility test for EDF in a«[t O S, P(t) » form
From Section 4.1.1, page 70, we know that:
* Cepr (mtos, p(t)) 1S Pseudo-polynomial in O(n?),
* a'<Cgpr (mros py) < B wherea’ = Q(n) and B’ = O(n?).

m  Theoptimized feasibility test for FP scheduling algorithmsin a«Ui O [1, n], r; < D;» form

From Section 4.1.2.1, page 72, we know that:
Cep, (i 0[1, n],r, < D,) IS Pseudo-polynomial in O(nd),

* a<Crp (mig[Ln]r<p,)SB wherea = Q(n?) and B = O(nd).

m  Theoptimized feasibility test for EDF ina«[i O[1, n], r; < D;»form

From Section 4.1.2.2, page 76, we know that:
CepF, (i O[1 n], 1, <D, 1S Pseudo-polynomial in O(n3),
* Y<Cepr (min[Ln].r,<p) <0, wherey = Q(n3) and 3 = O(nd).
m Theratio Cep (i1, ny,r <p,)” CeDF, (0t OS, P(1))
Casel: A < Maxj{ DJ-} . From Theorem 26, page 88, we know that:
* Crp (minqn).r <by” CepF, (otos Py 1S Pseudo-polynomial in O(n?),
CFP, (Qi0[1,n],r,<D;) < B

_OT,Where% = Q(1) andg—, = 0O(n?).

. O
B Cepr (tos Pt

Casell: A 2 Maxj{ Dj} . From Theorem 27, page 89, we know that:

Cep, (mi 011, n),r,<D,)” CeDF, (0t 0 s, P(ty) 1S Pseudo-polynomial in O(n),

Cep (0 <D,
FP, (DI D1, ”]’r'SD')sg,where% = Q(1) and(% = O(n).

. O
B Cepr (ntos P

m Theratio Cepr (migp1,n),r,<0)” Crp, (0i 0[1, 0], 1, < D)

From Theorem 28, page 90, we know that:
* Cepr (miown, risDi)/CFP, (Ci O[1,n], r, <D;) 1S Pseudo-polynomial in O(n),

C - <D,
EDF, (0i O[1, n],r.sD.)Sg,Where\é = Q(1) andg = O(n).

° MS
B~ Cep(min[wnl,r <0y
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4.3 Application of the complexity theorems
4.3.1 Homogeneoustraffics

We consider homogeneous traffics. We have: TJ- =T and Dj = D forevery j 0[1, Nn].

Weaso have: A = ij and \; = ij forevery i 0[1,n].
1 ya

j<i

4.3.1.1 Thefeasibility test for EDFina«[t O S, P(t)» form

T
Theorem 29 - Ngpe(1) = Ny(1) Dm

Proof.
N N [
We have: Nj(T) = 1ZC and Ngpp(T) = Ny(1) DTEI\/Iaxt>OD:l'MaxED,1+ =D\
T4 ot O T I
]
U1+k L
Thus, Nepe(T) = Ny(t) O IMax; » Tk L
C
Let (k) = 22X wehave (k) = —2—1—.
D +kT (D +KT)
We have to consider three cases.
Casel: D<T
Inthet case, f' (k) < 0. It follows that: Max, , o{ f(K)} = f(0) = %.
Casell: D =T
Inthat case, f(k) = 1-1 for every integer k. Hence, Max, . ,{f(k)} = 1- l
’ T D ’ k=0 T D
Caselll: D>T
Inthat case, f'(k) > 0. It followsthat: Max, . o{ f(k)} = I(Iim f(k) = 'Tl'
- +oo

1

Consequently, we have: Max, s of f(K)} = m .

: T
Finally, we have: Ngpe(T) = Nyy(T) n(T.D]" O
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From Theorem 29, page 92, we have the following equivalence relations:

(Ngpe(T) €1)  (ASMin{T,D}) = (A<T)O(A<D)) = ((Ny(1) <1) O(A <D))

In other words, T is EDF feasible if and only if ZCJ- <Min{T, D}.
]

Let add and function denote respectively the cost of one addition and the cost of one elementary
function such as“min” or “less than or equal to”.

Let C denote the complexity for thisfeasibility test. C isjust equal to (n—1) [add + 2 [function.

Assuming that add = function = &, the cost of one instruction cycle, we have:

C = (n+1)&, whichispolynomia in O(n)

4.3.1.2 Thefeasibility testsina«i O[1, n], r, < D;»form

4.3.1.2.1 Fixed Priority based scheduling algorithms

Theorem 30 - Oi0O[L,n-1], r,4=r+C,q, 11 =C;
Proof.

Letp; =

=

z C; . By definition, p; < 1 for every i U [1, n], whichisequivalentto p,<1.
i'<i

A
Given that )\i = ZCj,Wehave p; = -_I:',Whichislessthan or equal to one.

i<i

From Theorem 22, page 52, the worst-case response time of atask T; is given by:
i = MaXgcq<ofWi q—aTi}

where Q; = [_)%—‘—1 isthe smallest value of q that satisfies w; < (q+1)T;.

For homogeneous traffics, we have: Q; = P%—‘—l =[pi]-1=0snce0<p;<1.

Therefore, the worst-case response time of atask T; is given by:

=W o=Wq = A = .ZC
j<i

Finaly, wehave: Oi O [1,n-1], r,,,=1;+C;,,, r; =C;. 0



Jean-Francois Hermant, Laurent Leboucher, Nicolas Rivierre 94

From Theorem 30, page 93, we have the following equivalence relations:

(001, n], ((pj=1) 0(r;<D))) = ((P,<1) U(r,<D)) = (A=<sT)U(A<D))
(0i O[1,n], ((p; 1) O(r;<D))) = (A<MiIn{T,D}) = (Ngpe(T) < 1)

In other words, T isfeasibleif and only if r,, = ch = A islessthan or equa to Min{ T, D} .

Let add and function denote respectively the cost of one addition and the cost of one elementary
function such as“min” or “less than or equal to”.

Let C denote the complexity for thisfeasibility test. C isjust equal to (n—1) Cadd + 2 [function.

Assuming that add = function = &, the cost of one instruction cycle, we have:

C = (n+1)&, whichispolynomia in O(n)

4.3.1.2.2 The Earliest Deadline First scheduling algorithm

Theorem 31 - Oi0O[L,n], r =

Proof.

From Theorem 23, page 54, the worst-case response time of atask T; is given by:
r, = Maxgsof{Li(a)—a}

Li(a) = % { JBZ + megl_ (a)_‘ maxED,1+{a+[_)ri_DjJE..?pj

E2 N j

where:

. . O
For homogeneous treffics, we have: L;(a) = % + E_‘JB:, + mmﬁﬁw, 1+ {QJ DDZ CJ- )

Wehave: 1; = Max,so{Li(a)—a} = Max, {Li(a)—a}.
L,(a)—a>0

If L;(a)—a>0 then 1+ {_%J < [ﬁ—‘ , whichinvolves L;(a) = % + {_%JED\ :

It follows that:

0
r = Max,, %+E}JED\—aD= A+ Max, . {KA—KT} .

Li(a)—a>0 b L(kT)-kT>0
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rn=A+THl-p)Max,, {-k} = A. O
Li(kT)-kT >0

From Theorem 31, page 94, we have the following equivalence relations.

(p<1)O(0iO[L n],r.<D)) = (A<T)O(A<D)) = (A <Min{T,D})
((p<1) O(0i O[1,n],1;<D)) = (Ngpe(T) < 1)

In other words, T isfeasibleif and only if A = ij islessthan or equal to Min{ T, D} .
]

Let add and function denote respectively the cost of one addition and the cost of one elementary
function such as“min” or “less than or equal to”.

Let C denote the complexity for thisfeasibility test. C isjust equal to (n—1) [add + 2 [(function.

Assuming that add = function = &, the cost of one instruction cycle, we have:

C = (n+1)¢&, whichispolynomial in O(n)

4.3.1.3 Summary

m  Theoptimized feasibility test for EDF in a«[Jt [J S, P(t) » form
From Section 4.3.1.1, page 92, we know that:

* (Nepr(T)<1) = (A <Min{T,D}) where A = 5 C;,
]
Cepr, (mos py) = (N+1)E.

m  Theoptimized feasibility test for FP scheduling algorithmsin a«[i O [1, n], r; < D;»form

From Section 4.3.1.2.1, page 93, we know that:

+ (0i0[L,n],5D;) = (Negpe(r) 1) where i O [1,n], 1y = & = ¥ G,
=i

Cep (o), r<p) = (N+1)E.

m  Theoptimized feasibility test for EDFina«[i O [1, n], r; < D;»form
From Section 4.3.1.2.2, page 94, we know that:
e (OiO[Ln],r;<D;) © (Ngpp(1) < 1) where Di O [1,n],1; = A = ZCJ-,
]

CEDF,(DiD[l,n],riSDi) = (n+1)¢.
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Cep (mio[1n],r <D) CepF, (mi 01, n],r,<D)

and
Cepr, (ctos P(1)) Cep, (i 0[1n],r,<D))

m Theratios

Crp, (mio[Ln],r,<D) _ CepF, (001, 1, <Dy _

From above, we immediately have:
Ceor, (Ot0'S, P(t)) Crp, (0i O[1,n),r,<D;)

As a conclusion, we can say that the feasibility conditions are the same for Fixed Priority based
scheduling algorithms and EDF, which is not surprising at all. (cf. Section 3.3, page 63).
4.3.2 Heterogeneoustraffics

4.3.2.1 Thefeasbility test for EDFina«[t O S, P(t) » form

C

Theorem 32 - T EDF( ) ZWDJ}

Pr oof.

Letusconsider atask st T Y, T = ZTJ-.

T C.
From Theorem 29, page 92, we have: NEDF(TJ) = NU(TJ-) EMin{TJ- D3 = Min{Tj- DI’
i

If follows that: Ngpp(T) < Z Ngpp(T)) since Ngpg isanorm. Furthermore, N (T) < Ngpe(T).

Finally, we have: ZT_J < Ngppe(T) < ZMin{ -|-J_ D1’ .
T ] )

43211 T;<D,, for every j0[1,n]

From Theorem 32, page 96, we immediately have:| Ngpe(T) = N(T) = ZT_J
J

Let add, mult and function denote respectively the cost of one addition, the cost of one multiplication
and the cost of one elementary function such as “less than or equal to”.

Let C denote the complexity for thisfeasibility test.
C isjust equal to (n—1) Cadd + n Cmult + 1 (Function.

Assuming that add = mult = function = &, the cost of one instruction cycle, we have:

C = 2ng, whichispolynomial in O(n)
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43212 Tj > Dj ,for every j O [1, n]

From the assumption Dj < Tj ,forevery | 0[1, n], Lemma7, page 44, may be revisited as follows:

z(T D)
Ot,0<t<p’, d(t)=00 Ot,t=0, d(t) =0 where p' = L=

n
2 ?‘
Proof.

From the assumption D; <T; , for every j O[1, n], weimmediately have:

q:(t)—t—zg {

j=1

JBZJ without assuming t > Max, ;. .{ D;} -

The end of the proof istrivia (cf. Lemma 7, page 44). O

Finally, Theorem 21, page 49, may be revisited as follows:

t— 1l 0
MaxtDSD—ZMapr 1+{ JECE

1—1 O TJ

where:

n H ]
.+ 5= 0SS = M +kT, Oskjs{Mm{)\’“}_Djw_lE
- C

. g iy T,

Let C denote the complexity for this feasibility test. From Section 4.1.1, page 70, we know that C is

pseudo-polynomial in O(n2) with a constant factor of approximately: 11[[ [D{ T}—‘

1-p
which is bounded by: 11 E[%D DS{T}—‘—4 whenp<P<1landd{T} <A{T}.
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4.3.2.2 Thefeasibility testsina«[i O [1, n], r, < D;»form
4.3.2.2.1 Fixed Priority based scheduling algorithms

432211 T;2Dj, for every J 001, n]

From Theorem 22, page 52, the worst-case response time of atask T; is given by:

i = MaXOquQi{Wi,q_qTi}

<(q+1)T;.

where Q; = {_)%—‘ 1 isthe smallest value of q that satisfies w; <

i
Thetask set T = ZTi isfeasibleif andonly if: i O [1, n], r; < D, that is:
I
Oi O0[1,n], OgO[0, Q] Wi < qT; +D;

Assuming that T; = D, for every i [I[1, n] , weimmediately have:
0iO[1,n], 0q0[0, Ql wi = (q+1)T;
Hence, Q; = O and A; < T;. Itfollowsthat: I; = W; g = W; o = A

Finally, we have:

: A
Oi0d[1,n], r; = A, where: A; = Z[?‘WCJ
<1 j

A practical way of solving this recursive equation is given in Appendix A, page 120.

Let add, mult and function denote respectively the cost of one addition, the cost of one multiplication

and the cost of one elementary function such as“ceil”.

Let C, denote the cost we have to pay to solve A; = Z {ﬁ}cj by successive iterations starting
I<il 0

from )\i(l) = Z C,.

=

From Appendix A, page 120, we have:

C <(i-1) Dadd+5'2ﬁ_ 1-. +1D[((|—1) Cadd + (2i) Omult + (i + 1) (unction)
=il T

Assuming that add = mult = function = &, the cost of one instruction cycle, we have:

C<Hmj<l{ w CRENENE:
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Let C denote the complexity for the feasibility test Ui [1[1, n], r; < D; . We have:

C The cost of the optimized feasibility test Ui [1[1, n], r; <D,
test — -o0 ; 0i O[1,n], test — Max{test,r;—D,};istest<0?
n
C< z (C,+28)+¢&
i=1
It follows that:

T j<i

C< anizﬁ_ﬂ_%(m 1)(8n2—11n—6)Ff .

Furthermore, we have: A; <A, for every i O [1, n] . For notational convenience, let A, = A.

We have:

C< %%an[%w —8n2+11n+ 6gn+ 1)E .

From Appendix A, page 120, we also have:

J

A b =N = 1 -
JZ[_F_‘SnE[l_pES{T}—‘,Wherep zT.andé{T} T

Finaly, we have:

C< %%ﬁ B{ T} W ~1m% + %(4n2 +11n+6)Hn+ 1)z

Therefore, C is pseudo-polynomial in O(n3) with a constant factor of approximately:

p
2EEgl—p

- D+g ichi : [Bﬁi _‘_ D+2 :
EB{T}—‘ 1D 3,whlchlsboundedby.Z 1_PDS{T} 1D 3when.

p<P<1landd{T}<A{T}.

432212 T;<Dj, for every jO0[1,n]

In that case, we do not have any particular results and we apply those of Section 4.1.2.1, page 72.

We have:

Cs%2n2+n+7)m#ﬁ [5{T}1+(2n+1)%[&
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C ispseudo-polynomial in O(n3) with a constant factor of approximately:

2[[&) [B{T}—‘,Whichisboundedby: zt[%m{T}w whenp<P<1;3{T} <A{T}.

4.3.2.2.2 TheEarliest Deadline First scheduling algorithm

In that case, we do not have any particular results and we apply those of Section 4.1.2.2, page 76.
We have:

C<(33n°—27n+6) Eht[ﬁ EB{T}W CE

C ispseudo-polynomial in O(n3) with a constant factor of approximately:

33 E(ﬁ EB{T}—‘,Whichisboundedby: 33[[%@{T}1 when p<P<1:5{T} <A{T}.
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5 Numerical examples

The goal of this section isto verify our theoretical resultsin presence of numerical examples. In Section
5.1, page 101, considering particular scheduling referentials, we will briefly comment on the possible
measures. In Section 5.2, page 105 (resp. Section 5.3, page 111), we will focus on the efficiency (resp.
complexity) analysisin order to highlight the trends and the limitations of our preliminary results esta-
blished in Section 3, page 60 (resp. Section 4, page 68).

5.1 Particular scheduling referential

Let > = (Y, M) beascheduling referential with M = {EDF, DM) and Y" be a PNTSC characterized
by all the deadline periodic equivalent task sets of T, aparticular PNTS (where T; =(C;, D;, Ty),

(1) T={(3,20,12); (4, 20,12) ; (1, 20, 12) ; (1,20, 12) ; (1, 20, 12) ; (2, 20, 12)}.
¢ (2 T={(12, 20, 12)}.

* (3) T={(15, 30, 40) ; (15, 30, 40)}.

e (4 1={(2,20,12); (2, 20,12); (2, 20, 12) ; (15, 30, 40)}.

* 5 1={(257);(3711); (5 10, 13)}.

 (6)T={(1,5,10); (1,13, 18); (5, 20, 45) ; (9, 40, 30) ; (7, 45, 32) ; (11, 80, 150) ; (4, 180, 50)} .

e (7) T={(2227, 5000, 200000); (1423, 12000, 25000); (420, 14199, 40000);
(496, 19199, 20000); (552, 19199, 160000); (3096, 50000, 50000);
(7880, 59000, 59000); (3220, 87199, 800000); (3220, 98399, 100000);

(1996, 100000, 50000); (520, 100000, 200000); (1990, 193499, 1000000);
(1120, 197598, 200000); (954, 197598, 2000000); (1124, 198545, 200000);
(3345, 200000, 200000)}

The following table examines these PNTSs in terms of feasibility, response time and Complexity. More
precisely it gives:

-\ = A, the processor Busy period (cf. Appendix A, page 120): size and real cost.
- I'pwm,» the worst-case response time obtained by DM (cf. Theorem 22, page 52).

- costl, the rpy computation complexity on A; (cf. Section 4, page 68).

- 'epp the worst-case response time obtained by EDF (cf. Theorem 21, page 49).

- cost2, the repe computation complexity on A (cf. Section 4, page 68).

- cost3, the EDF feasibility complexity on A (cf. Section 4, page 68).

- cost2/costl, the response time complexity ratio (EDF/DM).
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- costl/cost3, the feasibility complexity ratio (DM/EDF).

TABLE 2. Feasibility, response time and Complexity

T A DM costl | repe cost2 cost3 | cost2/costl | costl/cost3
@ 112, r1=3, r,=7, =8, 133 r1=12, r,=12, r;=12, 1105 1 8.31 133
29 r4=9, rs=10, rg=12 r,=12, r5=12, rg=12,
(SUCCESS) (SUCCESS)
@ |12 r=12 13 r;=12 15 1 1.15 13
4 (SUCCESS) (SUCCESS)
3 [ 30, r1=30 13 r1=30 15 1 115 13
4, (SUCCESS) (SUCCESS)
@ | 33 r1=6, r,=33 43 r1=15, r,=25 191 46 4.44 0.94
25 (FAIL) (SUCCESS)
5) | 39, r1=2, 1,=5, r;=17 173 | ry=5, r,=7,15=10 1963 243 | 1135 0.71
122 (FAIL) (SUCCESS)
(6) | 147, r1=1, ry=2, r;=7, 683 | ri=1, =2, r5=7, 26092 | 1601 | 38.20 0.43
342 r,=17, rg=26, 1,=24, r5=29,
rs=83, r;=87 rs=64, r,=87
(FAIL) (SUCCESS)
(7) | 35502 | r;=2227,r,=3650, 1104 | ry=2227, r,=3650, 27425 | 453 | 24.84 2.44
143 r4=4070, r,=4566, r4=4070, r,=4566,
rs=5118, rz=8214, rs=5118, rz=8214,
r;=16094, rg=19314 r,=16094, rg=19314
rg=23030, r1;=26449 rg=25368, r1;=26969
r17=26969, r1,=28959 r11=26969r,,=29001
r15=30079, r1,=31033 r13=33100r,,=33100
r15=32157, r1g=35502 r15=34047r,5=35502
(SUCCESS) (SUCCESS)

The following table examines these PNTSs according to several valid norms and the associated effi-
ciency of scheduling algorithms. More precisdly it gives:

- Ngpp(T) the EDF normon T (cf. Theorem 13, page 26).

- N(T), the processor utilization norm on T (cf. Theorem 13, page 26).

- N’U('[) =

Max(Max(D;), Min(T,))

Max(D;)
T (cf. Section 2.2, page 40).

- e(EDF), the EDF-€fficiency in Z.

N, (1) thevalid norm used by the efficiency theorem on

-€(DM) = ay_ (DM), the exact computation of the N g -efficiency of DM in X (cf. Section
2.1.5.2, page 35, for the algorithmic procedure).

- ay, (DM), the exact computation of the N, -efficiency of DM in X.

- ap (DM), the exact computation of the N', -efficiency of DM in X
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Max(Max(D;), Min(T;)) Min(D;)

< , < =
Max(T.) + Min(D)) _Max(D,) <oy U(P) O(NEDF(P) €(P), a lower bound of the

efficiency of any fixed priority scheduling algorithm Pin X (cf. Section 3.2.2, page 62).

TABLE 3. Valid Norms and efficiency

T | Nepe(D) [ Ny(t) | N'y(r) | e(EDF)| e(DM) | ay (DM) | ay. (DM) lower bound on
e(P)

@ |1 1 1 1 1 1 1 0.625

@ 11 1 1 1 1 1 1 0.625

3 1 0.75 1 1 1 0.75 1 0.571429

4) 0.875 0.875 0.875 1 <0.81667 <0.775 <0.775 0.33333

5) 1 0.943057 0.943057 1 <0.916667 <0.7272 <0.7272 0.277778

(6) 0.93875 0.93875 0.93875 1 <0.773561 < 0.46667 <0.46667 0.03226

()] 0.4454 0.411441 0.411441 1 0.002494

Let us now briefly comment on these tables:

- PNTS(2) is deadline periodic equivalent with PNTS(1) (cf. Definition 9, page 25). It follows that
the results concerning feasibility, valid norms and efficiency are the same. The only differences are
that the response time of the unique task of PNTS(2) is equal to the maximum worst task response
time of PNTS(1) and that the complexity analysis is lower for PNTS(2). According to this
simplifying property, we will always aggregate deadline periodic task in the sequel.

Moreover, PNTS(2) is homogeneous (i.e. contains only one couple (T, D)) and can be seen, for
example, as a set of audio streams. To this end, let us consider that the time unit is 1 msec (for
example, D=20msec for PNTS(2). This is quite reasonable since for teleconferencing, the
maximum lifetime for audio messages is 250 ms [JSS94]). As planned in Section 3.3, page 63, in
that case, EDF has no interest since €(DM) =¢(EDF) =1. This result holds whatever P, a fixed

priority scheduling algorithm is (DM in our case) and (T (1Y) (i.e. for any task set where Ui,
T;=12, D;=20).

Finally, since the unique deadline (D=20) is greater than the unique period (T=12), we have then
Neppe(T)=Ny(1)=N"|(T) and the feasibility is simply checked by ZCi =C<T (e

Ny(t)<1).

PNTS(3) is homogenoustoo and can be seen, for example, asaset of video streamsthat we simplify

by T={(30, 30, 40)} due to the deadline periodic egquivalence property. For the same reasons than
PNTSs (1) and (2), EDF is out of interest. However, in that case, the unique deadline (D=30) is
smaller than the unique period (T=40) following that the feasibility analysis is now simplified by

zCi = C<D (cf. Section 3.3, page 63) and that oy (DM) <&(DM) = 1 since (T O'Y)
Ny(T) < Ngppe(T) . In other words, the fact that N is not afinest criterion when deadlines are
smaller than the periods, and then not the best measure of the efficiency of DM, is clearly visible
on thissimple example (¢(DM) =1 when GNU(DM ) =0.75). On the other hand, in that case where
al the deadlines are smaller than all the periods, N';, the valid norm that we introduced for the

efficiency theorem (cf. Section 3.3, page 63), leads to an easy and more precise evaluation of the
efficiency of DM than N (s(DM):O(N.U(DM):l).
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- PNTS(4) considers half computation time of PNTSs (2) and (3), i.e., can be seen as a set of voice
and video streams. Due to the deadline periodic equivalence property, we simplify it by T ={(6, 20,
12); (15, 30, 40)} = (PNTS(2) + PNTS(3))/2. Asplanned in Section 2.1, page 24, T is till
EDF-feasible.

On the other hand, T being heterogeneous, DM must be dominated by EDF (cf. Section 3.3, page
63). Thisis verified by the efficiency measure, (EDF) = 1>¢(DM) = 0.8667 (in particular
T, isnot DM-feasible sincer, =33 > 30).

Let us consider now T’ ={(6, 20, 12) ; (12, 30, 40)}, a deadline periodic equivalent modification of
PNTS(4) that considers a lower computation time for 1,. T' becomes DM-feasible and it is
remarkable that using Ngpg (the finest criterion) this was foreseeable since the computation of
Negppe(T') = 0.8 issmallerthan e(DM) < 0.81667 . Onthe other hand, using thevalid norm Ny,
(that is not a finest criterion), this was not foreseeable since the computation of
Ny(t") = 0.8>0.775 = O(NU(DM) (the same remark holds using the valid norm N’ since

for this PNTSC all the deadlines are not smaller than all the periods, and then N'(; = Ny;).

PNTS(5) and PNTS(6) can be seen, for example, as small real time embedded applications (note
that PNTS(5) isthe example used in the previous sections to illustrate our approach). In both cases

the processor utilizationiscloseto 1, N'; = Ny, (since al the deadlines are not smaller than all

the periods) and T is EDF-feasible but not DM-feasible. This last point is not surprising since in
both cases Npe(T) (resp. N(T)) isgreater than €(DM) (resp. O(NU(DM)).

A more general remark, planned in Section 3.3, page 63, and verified by the lower bound on €(P) ,
is that PNTS(6) being more heterogeneous than PNTS(5) (see the dispersion in deadlines and
periods), the efficiency of DM must be lower. Clearly, thisis aso verified by the exact computation

of ¢(DM) and O‘N'U(DM ) . The drawback isthat the lower bound on €(P) isastrong worst case.
Let us recall however (cf. Section 2.2, page 40), that we consider the efficiency theorem more as a

fast procedure to evaluate the quality of fixed priority scheduling algorithms than as a tight lower
bound (cf. Section 5.2, page 105, for a more detailed discussion on that point).

PNTS(7) isinspired from [TC95] and [SPU96-2] that describe a hypothetical aircraft control
system. Unfortunately, when the number of task is high, the procedure that we proposed to compute
exactly the efficiency of DM is no more usable since it becomes too costly (cf. Section 3.2.2, page
62). Let us notice however that the (strong) lower bound on €(P) obtained by the efficiency
theorem in that case shows that DM seems to be dominated by EDF in terms of efficiency.

Finally, as said previously, the complexity analysis of PNTS(1) isout of interest sinceit isdeadline
periodic equivalent with PNTS(2) but more costly. For the other PNTSs, let us recal that our

measure is made on A; for DM and A for EDF (we let the use of A; for EDF, established by

[GRS96], for further works). On these particular examplesit appears that the use of EDF leadsto a
clear difference, in terms of complexity, if the feasibility alone of the task set is needed and not a
full worst-case response time analysis. On the other hand, the unique possible measure of the
complexity analysis, considering a fixed priority scheduling algorithm (DM in our case) is
intermediate with those obtained, considering EDF. This was planned in Section 2.2, page 40, and
Section 4, page 68, and we refer the reader to Section 5.3, page 111, for anillustration of the general
asymptotic complexity performance analysis.
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Let us now examine in more details how the efficiency vary when the scheduling referential vary.

5.2 Efficiency performances

The goal of this section is to verify if the preliminary results obtained by the application of the effi-
ciency theorem are valids. More precisely, we will compare €(P) the exact computation efficiency of
some fixed priority scheduling algorithms P (cf. Section 2.1.5.2, page 35) with the lower bound given
by our efficiency theorem (cf. Section 3, page 60). Let us recall that this efficiency theorem gives us an
underestimation of the efficiency of any fixed priority scheduling algorithm with regard to the disper-
sion of deadlines and periods. This will be done in presence of some numerical examples where the
scheduling referential vary.

First (cf. Figure 14), let us consider avery simple example that considers Y', aPNTSC characterized by
only two couples (T;, D;) and where Ui, D; = T; (i.e. Ngpp(T) =N (1) =N";(T) ). Now, let Y vary
according to the dispersion of the periods.

Ti=Di, Z tasks

? Bfficiency Theorem

dispersicn

1 5 k) ) 13

S

Figure 14: Liu and Layland case, 2 tasks

In Figure 14,we note that:

- The efficiency theorem gives us alower bound on €(P) , the efficiency of any fixed priority driven

scheduling algorithm P, that is decreasing with the dispersion. This concurs with the theoretical
results.
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- Let us consider now X, a “bad” fixed priority driven scheduling algorithm where the priority
assigned to tasksis proportional to their relative deadlines. Clearly, we verify that €(X) decreases
with the dispersion and that the efficiency theorem leads to a tight lower bound. This is not
surprising since the efficiency theorem is valid whatever the fixed priority scheduling algorithm.

- On the other hand, let us consider now RM (Rate Monotonic, cf. Section 1.2.2.1, page 18) an
“optimal” fixed priority driven scheduling algorithm in this context. Clearly, the efficiency theorem
is not representative of the behavior of €(RM) . More precisely, in that particular case, we know
that afiner underestimation of €(RM) isgiven by theresult of [LL73]. Let usrecall, however, that
theresult of [LL73] isvalid only for RM and when [Ji, D; = T;. On the other hand, our efficiency
theorem is more general.

Commenting further using RM, we note that when the periods of the two tasks are multiples of one
another, we can seethat €(RM) isequal to one. Thisis not surprising from the result of [LEH90]
(cf. Section 1.2.2.2, page 18). Indeed, in that case where [i, D; = T; and when the periods are
multiple of each other, Theorem 10, page 19, leads to:

d

. _ _ i
J0hp@)] 1 johp(i) )

C.
Therefore Z =1 <1 =>theCNSis N, (1) <1,
jonpG)+i

Let us now extend (cf. Figure 15) the context to five couples (T;, D;), where Ui, D; = T; and wherewe
ensure that the periods are never multiples of each other (except, of course, when Dispersion = 1).

Ti=D1, 5 tasks

1+ FOF-Ffficimn e
g.8+
Li Lyl
0.6+ o ¢(DM)
o g(X)

% Bfficiency Theors=m

dispersicn

i 5 3 i 5

S

Figure 15: Liu and Layland case, 5 tasks
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The conclusions are the same as those in the presence of two couples (T, D;) except on two points. First
the underestimation of €(RM) given by [LL73] is lower since the number of couples is greater.

Second €(RM) cannot be equal to one, as seen previously, since the parameters are not multiples of
each other (except of course when the dispersion is equal to one).

Using DM only, let us now consider (cf. Figure 16) an example characterized by Y, a PNTSC where
the dispersion in deadlines and in periods is a constant equal to 2. Let us modify Y increasing or
decreasing the deadlines. More precisely, X = 0 means that [i,D; = T,, Xx<0 means that

Oi, D; <T; and x>0 meansthat i, D, > T, . Asaconsequence, we either have tasks with deadli-
nes greater than the periods or tasks with deadlines smaller than the periods (but never simultaneously
at the same time). Furthermore, X <—15 means that all the deadlines are smaller than all the periods
and X > 30 means that al the deadlines are greater than all the periods (note that in any cases, the

lower bound of Liu & Layland given in the following figures has to be considered as an asymptote for
the efficiency theorem).

DM, Disp({T)=Z, Disp(D)=2, 5 tasks

o= 4 EDE-Ffficimacy

.//‘"d"’“’_a—r/J

Liu and Layland

0.4+ o ¢(DM)

7 + C(NU(DM)
/ © @, (OM)
] © BEficiency Thecrem
0.2+
g Th b 40 feasiins FF%‘?

Figure 16: Genera case, 5 tasks
In Figure 16, we note that:
-When x =0 (i.e, 0i,D; 2T; ), Ngpp(t) = Ny(t) = N'(y(1). Therefore e(DM) isequal to
ay_ (DM) =ay (DM) = oy (DM). Furthermore, as planned in Section 3.3, page 63, the
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more the deadlines increase, the more £(DM) increase.

-When x<0 (i.e, Oi,D; < T;), ¢(DM) isfirst at its lowest valuewhen [Ji, D; iscloseto T;.

After that, when the deadlines continue to decrease, €(DM) increases swiftly to become equal to
1 when al the deadlines become smaller than all the periods.
Considering O NU(DM ) , thisbehavior of €(DM) isundetectable. On the other hand O‘N'U(DM )

isstabilized when all the deadlines become smaller than all the periods. This confirmsthat N’ (that
isthe valid norm used by the efficiency theorem in Section 3, page 60) is afiner approximation of
Nepe than Ny in that case. The drawback is that the lower bound on €(P) given by the efficiency

theorem is a strong worst case in comparison to the real behavior of €(DM) (as said previoudly,
we leave the question of finding a fast computation of the exact efficiency or a finer efficiency
theorem for further works). Let usrecall, from Section 3.3, page 63, that we consider the efficiency
theorem as a fast procedure to evaluate the quality of fixed priority scheduling algorithms but we
also identify itslimitation since it simplifies any PNTSC according to the dispersion and it does not
enable us to distinguish between several fixed priority driven scheduling algorithms.

In order to illustrate that particular point, let us now consider (cf. Figure 17) the same example but
using X, a“bad” fixed priority scheduling algorithm where the priority assigned to tasksis proportional
to their relative deadlines, instead of DM.

Disp(T)=2, Disp(D)=2, 5 tasks

FOF-Fffirimpeye:

o

Liu and Layland

P

o g(X)
+ GNU(X)
=3 uN’u(x)

o Efficiency Thecr=m

Ypmon ] 5 pam Ffmmi

—2a Ul Za 40 aa

Figure 17: Genera case, 5 tasks
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The conclusions are the same as in presence of DM except that the measures of £(X), LIV (X) and
O, (X) are lower than for DM (especially on the left side of the figure). Thisis not surpnsmg since,
from Section 1.2.2. 1, page 18, X isarather “bad” fixed priority scheduling algorithm in comparison to
DM. Theimportant point is that the lower bound given by the efficiency theorem is still valid (sinceitis
valid whatever the fixed priority scheduling algorithm) and is atighter lower bound in that case.

Using DM again, let us now consider (cf. Figure 18) a similar example where the dispersion in periods
is still aconstant but where the dispersion in deadlines increases on the left side of the figure.

DM, Disp{T)=1.5, Disp(D)=1/%, 5 tasks
= l EOF-—Fffi —jmpcrr
Liw and Layland
a.61+
a. / o €(DM)
+ (XNU(DM)
a UN’U(DM)
@ Bfficiency Theorem
a.z2+
Il I : Drasil+d ne Ffmemt |
—z0 Tla 20 40 &0

Figure 18: General case, 5 tasks

The conclusions are the same as for Figure 16, except that, due to the greater dispersion of the deadlines
to the left side of the figure, the measure of oy (DM), IS (DM) and the lower bound of €(P)

given by the efficiency theorem decreases more SNIftly in that case. This was planned in Section 3.3,

page 63, but is not verified by €(DM ), the exact computation of the efficiency of DM. More precisely,
at this time, we do not know if this is example dependent or if our efficiency theorem is a too strong
approximation of Ngpr to handle the behavior of €(DM) in that case. As said previously, we leave the
guestion of finding a better efficiency theorem for further works.

Finally, let us consider now (cf. Figure 19) a more general case where, from Section 1.2.1.1, page 12,
DM is not an “optimal” fixed priority scheduling algorithm. To that end, let us consider a scheduling
referential with Y ageneral PNTSC where periods and deadlines are not related. More precisely, let us
arbitrarily set a constant dispersion for the periods equal to 8 and a constant dispersion for the deadline
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equal to 1 (meaning that al the deadlines are equal to a unique value D). Let us now modify Y
increasing or decreasing the value of D. X <—70 meansthat D is smaller than all the periods, X = 0
means that D is equal to the average of the periods and X >—70 means that D is greater than all the
periods. As a consequence, we never have Ui, D, = T, and during (-70, 70), we are in presence of
tasks having their deadlines greater than their periods and at the same time of tasks having their deadli-
nes smaller than their periods).

DM, General case, Disp(T)=8, Disp(D)=1, 4 tasks

o S(DM)
+ @y, (DM)
a C‘N'U(DM)

*Bf ficiency Theorem

D Hlige o f Frmi }

20 40 aa a0 10a 1za

Figure 19: Genera case, 4 tasks

In Figure 19, we note that €(DM) , the exact computation of the efficiency of DM, varies:

-when X = 0, the more D increases, the more €(DM) increases. Thisis verified by the lower bound
given by the efficiency theorem and concurs with the theoretical results. Moreover, since x = 0 do
not represent the case, Ui, D; = T, , we do not immediately have Ngpe(T) = Ny (1) = N'((1).
After awhile, however, £(DM) becomesequal to ay_ (DM) = ay. (DM) =ay (DM).

- during theinterval [-50, 40], €(DM) isat itslowest valuethat is below the lower bound established
by [LL73]. This seems to indicate that EDF dominates DM in the genera case which is not
surprising for two reasons. Thefirst oneis obvious since the lower bound of [LL 73] isnot valid for
that case. The second oneisin some ways subtler since we do not even know if DM isthe best fixed
priority driven scheduling algorithm in the general case. Indeed, let us recall from the state of the
art (cf. Section 1.2.2.1, page 18) that in the general case, the optimal fixed priority assignment is
obtained by the Audsley procedure [AUD91] that isin O(nz), an extra computation cost.

- when X £-50, ¢(DM) increases swiftly to become equal to 1 when x=-70, i.e. when D, the
unique deadline, becomes smaller than all the periods. That is not obvious considering the lower
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bound given by the efficiency theorem. In fact, in that case, this efficiency theorem gives usastrong
underestimation of €(DM). However, note that it stops decreasing when x=-70 meaning that
€(DM) cannot be equal to zero. Once more, the reason is because of the use of the valid norm N’
instead of N, that is a better approximation of the finest criterion when all the deadline are smaller
than the periods

To conclude this part, we have compared €(P), the exact computation of the efficiency of any fixed
priority scheduling algorithms P with the theoretical results planned by our efficiency theorem. In parti-
cular, we have verified that the efficiency of any fixed priority scheduling algorithm has a lower bound
that is not equal to zero and that the more the task set is homogeneous or the more all the deadlines are
greater (or smaller) than all the periods, the more DM is close to EDF in terms of efficiency. In other
words, the more the task set is heterogeneous or the more the PNTSC isin the general case, the more
EDF dominates fixed priority scheduling agorithms.

On the other hand, the limitations of our comparison are first that these results have been established on
relatively small PNTSC (since the procedure that we have established in Section 2.1.5, page 32, to com-
pute exactly the efficiency of scheduling algorithm is too costly when the number of couples (T;, D;) is
large). Second, we have confirmed that our efficiency theorem is a straight, but limited, application of
Section 2.1, page 24. In particular, it need to be improved to hold more clearly the distance of the opti-
mality of a specific fixed priority driven scheduling algorithm. To that end, let us recall that we have
proposed in Section 3.4, page 66, a general method to establish finer efficiency theorems.

In order to complete the performance analysis, let us now examine in more details the complexity of the
associated feasibility conditions.

5.3 Computational Complexity

The purpose of this section is to illustrate our complexity results with a numerical example. An
asymptotic analysis of the computational complexity of the feasibility tests associated to Fixed Priority
based scheduling algorithms and EDF is given in Section 4, page 68. This asymptotic analysisis done
under the following assumptions:

* Theorem 22, page 52:
A=A,

* Theorem 23, page 54:
AT = DAHT,AHT = A n[OA[,A;; = {D;+KkT,;-D;, k;0Z},
J

A, j’r = %Dj +ijj—Di,[Di_Dj—‘SkjS[A+Di_Dj—‘_1E'
-0 T T C

The reasons why these assumptions are made are given at the beginning of Section 4, page 68. Roughly
speaking, these assumptions are made in order to compare the complexity of the optimized feasibility
tests at a level of refinement where the comparison appears possible. Here, we will not take into
account of these assumptions. In other words, we will only consider the optimized feasibility tests at
their finest level of refinement asthey are given at the end of the complexity framework (cf. Section 2.2,
page 40). We will see that the asymptotic analysis aways holds.

We will consider the following example:

T = Z C, ey p , where:
N I
1<1<100

<
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e C = ithprime(1+ ((i—1) mod4)), thatis:

Cak+1 = 2, Cakr2 = 3, Cuea3 = 5,Cygeuq = 7, k20,

T, = D; = ithprime(i + 45) , that is:
{199, 211, 223, 227, ..., 821, 823, 827, 829} .

This example is described in depth in Appendix C, page 131.

We will consider the following scheduling algorithms: HFP/DM (Highest Priority First / Deadline
Monotonic) and EDF (Earliest Deadline First).

C.
L et us compute the processor utilization norm. We have: N ,(T) = z ?' = 96.5%.
1<i<100 i

Sinceweareina“Liuand Layland” case (T; = D;), wehave: Ngp (1) = Ny(1). Itfollowsthat T
is EDF feasible. In the sequel, we will see that T is not HPF/DM feasible.

The computational complexity of the feasibility tests based upon calculation of the worst-case response
time of a task for both HPF/DM and EDF are given in Appendix C, page 131, for every task set

Ti1k = T;, 1<k<100.
[ ] 1SIszI

m Highest Priority First / Deadline Monotonic

In(C,)

Upper Bound on C,

Lower Bound on C,

Figure 20: Lower Bound on C,, Real Overall Cost C,, Upper Bound on C,
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Let o, = Lower Boundon C, and B, = Upper Bound on C, . We can distinguish three cases:

Casel:1l<k<47

Inthat case, all thetask sets Ty ) = Z T; are HPF/DM feasible.
1<i<k
Furthermore, we have the following property (cf. Appendix C, page 131):

Ok, 1<sk<47, A\ <Min;_ {T;},whichisequivaentto: A\, = ;Ci.
i<

Thisisthereasonwhy o = C, for every k, 1 <k < 47. Indeed, we have:

i'S

Casell : 48<k <63

In that case, all the task sets Tpy y; = T, are HPF/DM feasible. We have: a, < C, <3,
1<i=<k

e = MaXgcqeqdri of - Whererry o = Wy —qTy, and r, <Dy

IN

Caselll : 64<k <100

Inthat case, all thetask sets Ty ) = T; arenot HPF/DM feasible. We have: a, < C, < 3,
1<i=<k

e = MaXgcqeq i of - Whererry o = wy (—qTy, and r, >Dy.

A

m Earliest Deadline First

In(C,)

Figure 21: Lower Bound on C,, Real Overall Cost C,, Upper Bound on C,
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Lety, = Lower Bound on C, and &, = Upper Bound on C, . We have:

. B0 O ®, 0
kO Yk Yk O

Thisresult isnot surprising at all (cf. Section 4.2.2.2, page 84). Furthermore, we have:

In(C,)

20

Upper Bound on C,

10

Lower Bound on C,

Ul 1 2 3 4 ln(k)

Figure 22: Lower Bound on C,, Real Overall Cost C,, Upper Bound on C,

Vi = Q(k%) and §, = O(k°)

Thisresult isnot surprising at all (cf. Section 4.2.2.2, page 84).

CepF, (0 01, K], 1, <Dy, k

Let d(K) = %D We have:

CFP, (0iO[1,k], r;<Dy), k

115 Ming -y < 100l 9 (K)} < & (K) S Max, oy < 100{ 0(K)} <5.78

Thisresult isnot surprising at al (cf. Section 4.2.3.2, page 90). We know that:

CepF, (0i 0[1,k],r,<D)), k

= O(k)
Cep, (mio[1k],r,<D)), k

Thisisillustrated on the following figure:
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¢ (k)

C i . .
Figure23: ¢ (k) = lD EDF, (Ti O[1,k],r;<D;), k
K Crp (0i 011, K],r,<D)), k
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6 Synthesis

Let us now summarize our results concerning the efficiency (resp. complexity) comparison established
in Section 3, page 60 (resp. Section 4, page 68) in the following cases.

m Homogeneouscase: i L [1,n], T; = T,D; = D

* ¢(P), theefficiency of any Fixed Priority based scheduling algorithm P, isequal to e(EDF),
namely: €(P) = ¢(EDF) = 1 (cf. Section 3.3, page 63),

Crp, (mio[Ln),r,<D) _ CepF, (0oL ), 1, <D _

1 (cf. Section 4.3.1.3, page 95).
CepF, (mto's, P) Crp, (mi o[, n),r,<D)

In that case, the feasibility tests are the same both for any fixed priority based scheduling algorithms P

and EDF. In other words, for homogeneous PNTSCs, fixed priority based scheduling algorithms are -
optimal and their efficiency is equal to one. Clearly, in that case, EDF has no interest.

m General case (i.e., when periods are not related to deadlines)

* thelower bound on €(P), the efficiency of any fixed priority based scheduling algorithm P, is
underestimated by:

Max(Max(D;), Min(T;)) Min(D;)
Max(T;) + Min(D;) Max(D;)

(cf. Theorem 25, page 62, and Section 3.3, page 63)

C . e
* theratio FP, (0i O[1 n], 1< D))

is bounded by:
CeoF, (OtOS, P(t))

- Casel: A <Max;{D;},

C : <D
g, <200 R=D) E where: g, = Q(1) and E = O(nz),
B Ceor, (OtO'S, P(t)) B a
(cf. Theorem 26, page 88),
- Casell: A2Max;{Dj},
C i <D
a ZPP@Onn=D) B e @ 2 oy ad B = o),
B Cepr, (OtO'S, P(t)) B a
(cf. Theorem 27, page 89),
C ~ <D
o theratio — I G20 4oy inded by:

CFp,(Di O[1,n],r<D)
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C i <D,
Y. EDF,(Dum[l,n],r.-D.)Sg Where;% = 0(1) andg = O(n),

B~ Cep(mio[unlr<n)
(cf. Theorem 28, page 90).

In that case, due to the simplification of any PNTSC according to the dispersion of the task parameters,
thereis no clear interpretation of the efficiency theorem. It only gives alower bound of €(P) that is not
equal to zero but might be pessimistic. Moreover, the efficiency performances anaysis that we made in
Section 5.2, page 105, showsthat €(P) isdominated by €(EDF) in this general case. Thislast point
is not clear according to our efficiency theorem and we leave for further works the possible refinements
of our analysisin that case.

On the other hand, the complexity analysis is slightly in favor of fixed (resp. dynamic) priority driven
algorithms when the worst-case response time (resp. feasibility only) information is needed. Thisisthe
case in particular when the worst-case time computation is part of a holistic analysis on a distributed
system.

m {D;} »{T,} case(i.e, whenal the periods are supposed to be dominated by all the deadlines)

* we know from Section 2.2, page 40, and Section 3.3, page 63, that
O(NU(P): O‘N'U(P) =g(P) . Moreover, the lower bound on €(P), the efficiency of any
fixed priority scheduling algorithm P, is underestimated by (cf. Section 3.3, page 63):

Min(D;)
Max(T;) + Min(D;)

In that case, the bigger MIN (D;) is compared to MAX(T;), the higher and closer to one the efficiency of

Pis. This seems intuitively normal since when the deadlines are big, the choice of a particular policy is
not so important.

m Case 0i 0[1,n],D; 2T,

* we just know from Section 2.2, page 40, and Section 3.3, page 63, that
ay,(P)=ay, (P)=¢(P).

In that case, due to the simplification of any PNTSC according to the dispersion of the task parameters,
there is no clear interpretation of the efficiency theorem. We can just conjecture that the behavior of the
efficiency of any fixed priority scheduling algorithm P might be intermediate between the indications

given by the general caseand the { D;} » { T;} case.

m Livuand Layland’scase: Ui, D; = T;.

* weknow from Section 2.2, page 40, and Section 3.3, page 63, that O(NU(P) =a N,U(P) =g(P).

Moreover, the lower bound on €(P) , the efficiency of any fixed priority scheduling algorithm
Min(T;) 1

Max(T;) +Min(T;) ~ 8T +1

P, isunderestimated by (cf. Section 3.3, page 63): , Where
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OT represents the dispersion of the periods in the PNTSC.
Note that, according to Theorem 9, page 18, Liu and Layland proved in that case that

1
On, L

U<n2"-1C is a sufficient condition when the scheduling algorithm is rate-monotonic
il C

(RM) and that U <1 is a necessary and sufficient condition for EDF. It also means that

O, .C
O(NU(RM) , the efficiency of RM, is underestimated by n[2" — 1L that is afiner lower bound
l L

on €(RM) that the one given by our efficiency theorem.

In that case, if we consider that n, the number of periodic tasksin the PNTSC, can also be interpreted as
a kind of measure of the dispersion, it is remarkable to see that the efficiency theorems and Liu and
Layland lower bound give us an underestimation which is decreasing with the dispersion.

mCae0i0[1,n],D,<T,

* we just know from Section 2.2, page 40, and Section 3.3, page 63, that
GNU(P)SGN.U(P)SE(P).

* seethegenera caseandthe { D;} «{T,;} casefor the efficiency behavior.

In that case, due to the simplification of any PNTSC according to the dispersion of the task parameters,
thereis no clear interpretation of the efficiency theorem. We can just conjecture that the behavior of the
efficiency of any fixed priority scheduling algorithm P might be intermediate between the indications

given by the general caseand the { D;} «{T;} case.

m {D;} «{T,} case(i.e, whenall the deadlines are supposed to be dominated by all the periods)

* we know from Section 2.2, page 40, and Section 3.3, page 63, that
O(NU(P) < O(N.U(P) < ¢(P) . Moreover, the lower bound on €(P) , the efficiency of any fixed
priority scheduling algorithm P, is underestimated by (cf. Section 3.3, page 63):

Min(T;) Min(D;)
Max(T;) + Min(D;)Max(D;)

Therefore, when MIN(D;) becomes negligible in
Min(T;) Min(D;) 1
Max(T;)Max(D;) ~ &TaD

OT (resp. OD) represent the dispersion of the periods (resp. of the relative deadlines) of the
PNTSC.

comparison to MAX(T;), €(P) is underestimated by where

In that case, the efficiency theorem gives us the indication that the more the dispersion in periods or in
deadlines decreases, the more the lower bound on €(P) increases. Moreover, the efficiency perfor-
mance analysis that we made in Section 5.2, page 105, shows that €(P) increases swiftly when
MAX(D;) decreases. This last point is not clear according to our efficiency theorem and we leave for
further works the possible refinements of our analysis.
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7 Conclusion

In this paper, we have initiated a comparison of uniprocessor, preemptive, fixed and dynamic priority
driven scheduling agorithms. To this end, we saw that a lot of results such as optimality, feasibility,
worst-case response time were already proved, but also that only a few things had been established to
compare fixed versus dynamic algorithms. Then, as a first step, we proposed a genera framework to
compare scheduling algorithms, using two criteria (cf. Section 2, page 24):

» ¢(P), the€fficiency of any given scheduling algorithm P [J T in agiven periodic scheduling
referential Z=(Y,IM) where Y isa PNTSC (aclass of non-concrete task sets) and I isaset
of non-idling preemptive scheduling algorithms.
€(P) wasformally defined in Section 2.1.3, page 28, and can be seen as the maximum of the
f-efficiencies, where f isin the set of valid norms for the vector space (Y, +, - ).

* the complexity of the existing fixed and dynamic feasibility testsin terms of basic operations
(such as addition, multiplication and functions). To achieve that purpose, we showed that it
was possible to make these tests consistent, i.e., tractable and optimized in the same way. In
particular, the concept of busy period was examined in details.

As a second step, we initiated the comparison of fixed versus dynamic priority driven scheduling algo-
rithmsin terms of efficiency (cf. Section 3, page 60) and complexity (cf. Section 4, page 68). More pre-
cisely, considering several kinds of traffics, we proposed a straight, but limited (in the sense that many
refinements or other results might be derived from Section 2, page 24) application of our general fra-
mework. It appears notably that, except for the implementation and market criteria, the choice of a
scheduling algorithm for a given real-time problem is more a question of scheduling context (for which
efficiency and complexity criteria are relevant to find the right trade-off). As a consequence, rather than
drawing a genera conclusion stating finally what is the best scheduling algorithm, we would prefer to
give ashort list of pragmatic pieces of advice:

¢ 1: fromacomplexity point of view, if the worst-case response time information is needed, then
it isadvantageous, but not adetermining factor, to use fixed priority schedulers. Thisisthe case
in particular when the worst-case time computation is part of aholistic analysison adistributed
system.

e 2: from an efficiency point of view, advice given in 1 is even truer in presence of Deadline
Monotonic when the traffic class is homogeneous in terms of deadlines and periods and/or
when the deadlines are much bigger than the periods. This is the case, for example, if we
consider a voice and image traffics as might be used in large distributed systems.

* 3. ontheother hand, from an efficiency point of view, EDF or other deadline driven scheduling
agorithms should be used when the traffics are heterogeneous and/or when the deadlines
might be arbitrarily smaller or greater than the periods. Thisis even truer, from a complexity
point of view, if the individual worst-case response times of the tasks are not needed. Thisis
the case, for example, if we consider a traditional real-time problem as might be used for
embedded systems.

Note that these results seem intuitively natural since any scheduling decision is more critical if the pen-
ding activations differ one from the other or if the busy periods contain several activations and absolute
deadline of the tasks. Finally, although we are fully aware that alot of work remains to be done on that
subject, we think that our framework provides a good basis for unifying existing state-of-the-art results
and for introducing new ones. In particular, we used it in order to start a comparison between several
uniprocessor preemptive scheduling algorithms. Our hope is that the framework that we propose might
be general enough (1) to refine our preliminary results, (2) to define and evaluate the efficiency of sche-
duling algorithms in terms of response time (cf. (Q2), Section 1.3, page 21) and (3) to be extended in
other scheduling contexts such as non-preemptive scheduling, transactional and/or distributed systems,
admission-control mechanisms.
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Appendix A

In this appendix, we study the sequence { )\i(k)} k> o defined by the following recursive equation:

(k)
)\(k+1) _ ZP w j’}\i(O) _ 1

j<i

* * C
where 0j, 1<) <i, (C;, T)OIN xIN andwhere p; = Z—J is less than or equal to one.

i<ii

We define the W, (t) function as z [l—‘Cj for any integer t.
i<il

This appendix is organized in three sections as follows:

- in section 1, we show by induction that the sequence { )\i(k)} k> o isincreasing, bounded, therefore
convergent. To this end, we demonstrate Lemma 1 and Lemma 2.

C
- in section 2, we show that  lim )\( ) i's bounded by Mlng)I OLCM, i{ T}, 1 DZ CC.
L

k - +o 1 pl j<i

To this end, we consider the set of the positiverootsof A; = W;(A;).

- in section 3, we provide a practical way of solving therecursive equation A; = W, (A;) by succes-

siveiterations and we expressits computational complexity, which is pseudo-polynomial in O(i 2) :

A.1 Thesequence { )\i(k)} k>0 isincreasing, bounded, therefore conver gent.

We show by induction that the sequence { )\i(k)} k>0 ISincreasing, bounded, therefore convergent.
To this end, we demonstrate the following lemmata.

Lemma 1 - If AT D2 A thena D 53+ D)

Kl K (k+1) (k)
By assumption, we have )\( )>)\( ) 1t follows that { = wz {Tw forevery j,1<j<i.
i

Hence, )\i(k+ 2> )\i(k+ v

Wehave A{) = C;, whichyields A{” > A{%).

‘i

By induction, we can deduce that the sequence { )\i(k)} k>0 Isincreasing.
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Lemma 2 - If A" <p LCM, {T} thenA "D <p mLCm, (T}

By assumption (resp. by definition), we have )\i(k) <p; [LCM,.{ T} (resp. p;<1).

It followsthat A ¥ < > {pi D‘CM'Si{T'}]Cj <3 {MWCJ
=i T =i T

Hence, A" Y < p, CLCM, _ {T}} - :

Wehave A{ = ' C;, whichyields A{” < p; [LCM, . {T}} .

i<i

By induction, we can deduce that the sequence { )\i(k)} k>0 isbounded by p; LLCM, _{T,}.

From the previous lemmata, we know that the sequence {)‘i(k)}kzo is increasing and bounded.
(k)

Therefore, it convergesto asinglelimit A; = lim A,

k - +o0

Thislimit A; issuchthat A; = W;(A;) . Furthermore, wehave A, < p; LLCM, _,{T,} .

-~ , , . [ C
A.2 Thelimit A; = lim )\i(k) isbounded by Minp; LLCM, _,{T,}, L DZ CiC
k - 400 |:| - 1—p| ]SI [
Let A ,, 1, denotethep_th positiveroot of A; = W;(A;).
Itiseasytoshowthatthes;equence{)\i(k)}k20 convergesto thelimit A; = I(Iim )\i(k) =Aq1g-
- 4o =

Furthermore, it is interesting to point out that the number of the positive roots of A; = W;(A;) is

either finite or infinite. It isfinite (resp. infinite) if and only if p; <1 (resp. p; = 1).

The positive roots of A; = W,(A;) belongtotheset {p[LCM,_,{T;}, pO IN*} if and only if
Pi = 1.Inthiscase, wehave A; , y, = PLLCM, ,i{ T} forany natural p.

We can bound all the positiverootsof A; = W, (A;) by 1 Dz C. anddl themore so A; .
1-p i< J

Of course, this bound tends to infinity as p; tends to one, but it remains relevant when p; is rather
small compared to one.

From section 1 (resp. from section 2), wehave A, < p; LLCM, _,{ T|} (resp. A; < 1—1p Dz Cj).
N
o (k) - 0 1 C
k - +o 0 = 1_pi i< C
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A.3 How much worth isit tosolve A; = W;(A;) by successive iterations?

A practical way of solving the recursive equation A; = W, (A;) by successive iterationsis to consider

thesequence{)\i(k)}kzl,where )\i(k+1) = Wi()\i(k)) and )\i(l) = ZCJ-.
s

The W (t) function is discontinuous. If N;(O, a) (resp. N;(a, B)) denotes the number of steps of
W, (t) over [O, af (resp. [, B[) then we have:

N;(0, a) = Z['%—‘ and N (a, B) = N;(0, B) =N, (0, a) = Z[Ew—z[zw.
J<i

=il T =il T T
Thus, the number of successive iterations that is needed to convergeto A; = |im )\i(k) starting from
k - +oo
(0)
Q) _ (0)y . (0) _ A A _ Al
A = W (A7) isbounded by N: (A7, A) = |- | = =i,
| | | | | | ng TJ JZI TJ ng TJ
Consequently, the number of successive iterations that is need to determine A; = I(Iim )\i(k) (i.e,to
— +oo

convergeto A; = )\i(k) and to verify that A; = )\i(k) = )\i(k+l))isbounded by Z {ﬁ—‘—i +1.
]

i<

Let C; denote the cost we have to pay to solve A; = W;(A;) by successive iterations starting from

)\i(l) . We have:

C < Ci(l) + Ci(z) The cost we have to pay to solve A; = \{Vi()\i)
by successive iterations starting from A

Ci(l) The cost of the computation of )\i(l) = Wi(Ai(o)) = ZC
=i

Ci(z) The cost of z {ﬁ—‘ —i+1 iterations
j

i<

Note that Ci(l) , the cost of the computation of )\i(l) =W, ()\i(o)) , isgenerally equal to the cost of one

iteration. In our particular case, it isonly equal to the cost of (i —1) additions since )\i(l) = z Cj :

i<

Let add, mult and function denote respectively the cost of one addition, the cost of one multiplication
and the cost of one elementary function such as“ceil”.
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Let C_Computation; denote the cost of the computation of )\i(k) and let C_Comparison; denote the

cost of the comparison of )\i(k) and )\i(k iy

The cost of each iteration, denoted C_lteration,, is equa to the sum of C_Computation; and
C_Comparison; .

We have:
- C_Computation, = (i —1) Cadd + (2i) Omult + i Cfunction,

- C_Comparison; = 1 [function.
Hence, C_lteration, = (i —1) Cadd + (2i) Omult + (i + 1) Cfunction.
Therefore, we have:

Ci=C+CP<(i-1) tadd + By {ﬂ —i + 1T _Iteration; .
IEL

Finally, we have:

C < (i—1) Cadd + EZ ﬁ 1-. +150((i — 1) Cadd + (2i) Cmult + (i + 1) Cunction)
i<l T

Assuming that add = mult = function = &, the cost of one instruction cycle, we have:

C<Hmj<l{ w (i -1 -1

From the definition of p;, weimmediately have:

yc 5c
: j
MaXISi{T|}Sp'SMinlsi{T|}'n ey: p; IMin . {T)} = 5 Cj<p; IMax, ., {T}}.

i<

From section 1 and section 2, we have: ZCJS)\i(l)s)\is lim )\i(k)sLD C;.
jSi K - +oo 1_pi jSi

It follows that:

p; (Min _i{T,} <A, <

Thus, we have;

. A pi Max, i {T} pi  Max {T}
Isj;[ﬂsj;{l—pim Tj WSJ;L_F“D'V”n'S‘{T'}w
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i A g P Max, . { T}
|sj;{ﬁlsmrpiEBi{T}w,wherep, zT and §,{T} = WMin (T

j<i

Consequently, z _)I\T'—‘ is pseudo-polynomial in O(i) with a constant factor of approximately:
igi|

P
{—1p'p EB{T}—‘,whichisboundedby: {1 5 DS{T}W when p; <P <1and d{T} <4{T}.

Finally, we have:

C < Ba. E[—-——ES{T} 11+5. 1%

We can distinguish two cases:

P s o< — L <50
m Casel: T-p, B{T} <1, thatis: pisl+6i{T} < 50%

In that case, we have:

0jO[a,i], 1<{_)I\_i—‘<[1pip EBi{T}—‘S1,whichisequivalentto: O<A; <Min _{T;}.
i |

Since the following equivalence relation holds:

A sMin{T}) = B\ = ZCjE

i<i
wehave: A; = ZCJ- andthecost C; = (i —1) [E, namely: C; = O(i).

i<

1
1+5{T}

m Casell: L[&{T} >1,thatis: p; >
1-p,

In that case, we have:

C < [—EB{T} 1W+5| 1%, namely: C; = O(i”).

C; ispseudo-polynomial in O(i2) with at most a constant factor of approximately:

40 2 (T} |44 o BT) -4 whenp, <Py <1 (T (T).

Thisis summarized on the following figure.
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] 73 -
0% ﬁ 50% P 100%
+ 0.
i - ZICJ I{ }
- 1= > — >
G = O(i) G = O(i")

Figure 24: Complexity C; for general trafficswhere ,{ T} > 1

Let us now consider the following example. Three tasks 14, T, and 13 are considered. We have:
Tq: (Cl, Tl) = (2, 7), To: (Cz, T2) = (3, 11) and 13! (C3, T3) = (5, 13) We seek to SOIV@)\g = Wg()\g)
For notational convenience, A3 (resp. W3) will be referred simply asA (resp. W) in Figure 2.

2 —

37 A©®

3 A®

2 AD)

27 A©®

24 NG
23 W(t)
2 2@

15 A®
14 A9 = \0Y =\ = 39

i o= 2|52 5 2 5

10 )\(1) !

The number of successive iterations that is needed to determine A = lim )\(k)

— +oo
from A = W()\(o)) isequd to 10. It isbounded by N +1 =11

P NWH o N 0O

AL
3@

01234567 8 91011121314151617181920212223242526 272829 3031 32 3334353637 38 39

Figure 25: Solving A = W(A) by sucessive iterations.
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In this example, C3, the cost we have to pay to solve A5 = W3(A3) by successive iterations starting

3
fromASY = w,(\{Y) = Y C; = 10, isjust equal to 2add + 10(2add + 6mult + 4function).
j=1

Hence,

C; = 22add + 60mult + 40function

Let C_23 denote the upper bound on C3. We have:
Cs = P+ Cl? = 2add + 11(2add + 6mult + 4function) .

Hence,

C3 = 24add + 66mult + 44function

Assuming that add = mult = function = &, the cost of one instruction cycle, we get a relative

AC; _ C3-Cy4 2add + 6mult + 4function 12¢ 6
= = n_ _ = O \hichislessthan 10%.
e, C, 22add + 60mult + 40function . 1228 _ g1 "Whichislessthan 10%
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Appendix B

In this appendix, we study the sequences {W } k>0 and { L(k)(al)} k>0 defined by the following
recursive equations:

(k)

IS J'

. L) +D,-D; |
P = e 3 s zmmg “ﬂ mah 1+ 3200 |

e J J

Li%(=a) = 0

where:

IN n [0,A/T,[.

DA. AT = A n[0ALA = {D;+kT,~-D; k;ON},

e gfife =Tt

] <1 J ]

aOA Al

. . _J
Dj,lSan,(C T)DIN ><IN andz_l_
The set AiT = {a, a, ...,a1A_T|} is ordered in a non-decreasing order.

For notational convenience, we define the Wi’q(t) function as (g + 1)C, + [l_‘cj and the

+D,-D,; |
Li(at) functlonas% { JB:+Zm|n§ _‘mapr 1+{¥JE.|%CJ

_

J#1 ]

The purpose of this appendix isto show how to obtain afaster convergence.

Appendix B is organized in two sections as follows:

- in section 1, we show by induction that W( 3+12W

(
i,

(k)
. It involves w; ¢, 2W; 4, where

Wigq = Wi,q(wi,q) = lim w; O)I for every q 0 Q;T. It is used to obtain afaster convergence.

k = +oco

- in section 2, we show by induction that Li(k)(a1 1) 2 Li(k)(a1). Itinvolves L;(a . 4) 2L;(q),

wherel (@) = Li(a, Li()) = lim L™ () for every & 0 AT . Itisused to obtain afaster
— +too

convergence.
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B.1 The sequence{w(k)}k>o, W(O) = 0. How to obtain afaster convergence?

L et us demonstrate by induction the following lemma.

(k)

Lemma 1 - 0Ok=0, W(k) > W,

h,bq+1= "i,q-
By definition, we have W,(03|+1 = WI(O(; = 0.Thus, wl(gl wi(’oé.
Let us assume that W(k) W( ) istrue at rank k
i, q+1— i,q :

(k +1) (k+1) _ wi(k)+1 wi(k) 0
We have W; o "1 =W q C+Z %J —| 29
j<i j

(k) (k)
By assumption, we have WI( 31 >w (k) . It follows that {Wir_lf”lw > {V\_Ili_ﬂ forevery j, 1<j<i.
j i
Hence, Wl(kq +l% 2 Wl(kq+ v

0 2w, .

By induction, we have LIk 20, w; ¢ 1 2

Letw; 4 = I(Ilm W,( 6)1 for every g 0 Q;T. From Lemma 1, we have w; q+12Wi g
! - 400
It follows that a faster convergence can be obtained with W,( O)I = W g-

Furthermore, with WI( (; = W; ¢, wehave:
w'®
wll.: = (@+2)c +z{ 'qﬂc = C+(q+1)C +z{ d Wc = Crw g
i

=il i<

Therefore, afaster convergence can be obtained with WI( & = Citw g
(k 1) wi) (0)
By definition, we have w; =G+ —02/C;, wip = 0.
=il |

Thisyields w |(3:C' andwi(lzgzci+2[_% C,. Wehave |(3 Ci+ZC-.
=il T

]

i<

It follows that a faster convergence can be obtained with |( 3 = 1.
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Furthermore, with Wi(yo()) = 1, wehave Wi(,lc)) =C + z C..

Therefore, afaster convergence can be obtained with Wi(’lc), =C + z C.
i<i

In ageneral manner, to solve w; o = W, ((W; o) by successive iterations, we consider the sequence

(k)

{W; q} =1 defined by the following recursive relation:

(k+1) _ (k) 1) _ _
Wig =W g(Wig) Wig=Citwi g g Wi 4= _ZCJ
J<|

B.2 Thesequence { Li(k)(a|)} k>0 Li(o)(a|) = 0. How to obtain afaster convergence?
Let us demonstrate by induction the following lemma.

Lemma 2 - DkzO,Li(k)(aHl)zLi(k)(a,).

By definition, we have Li(o)(ai +1) = Li(o)(ai) = 0.Thus, Li(o)(aHl) > Li(o)(a1).

Let us assume that Li(k)(ai +1) 2 Li(k)(aq) istrue at rank k.

We have:

+ gL 0 D,-D. |
L 1)(a1+1):%+r|71JB:i+.me§_—'_l g_é”l) ,mapr,1+r‘|+l+_l_I JJEl.%Cj

T J#i j ]

By assumption (resp. by definition), we have Li(k)(aI 1) 2 Li(k)(al) (resp. &, ,=4q). It follows
that:

(k+1) 0L ) o 3*+0i-Dj |
L (q+1)2%+{%J8:i+me§ T.81 w,max%p,lﬂa* T JJ%CJ..

J#i j ]

k+1 k+1
Hence, L** P (a, )2 L* V().
: - (k) (k)
By induction, wehave Lk 20, L; (g ,4) 2L; '(§). O

LetL,(a) = klinlmLi(k)(al) for every g O A;T. From Lemma2, wehave L;(a , ;) =L;(a).

It follows that a faster convergence can be obtained with Li(o)(aHl) = L,(a).
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In a general manner, to solve L;(g) = L,(a, L;(a)) by successive iterations, we consider the

sequence { Li(k)(aq)} k> o defined by the following recursive relation:

L D@) = Li(a, LV@)), L{%(a) =Li(a_1), Li(a) =0
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Appendix C

In this appendix, we describe in depth the task sets used in Section 5.3, page 111, and the computational
complexity of the feasibility tests based upon calculation of the worst-case response time of atask for
HPF/DM (Highest Priority First / Deadline Monotonic) and EDF (Earliest Deadline First).

C.1 Task parameters

TABLE 4. TasksT; -- 100 tasks

Task Tj Ci Ti Di
T 2 199 199
1, 3 211 211
3 5 223 223
s 7 227 227
15 2 229 229
Ts 3 233 233
17 5 239 239
Tg 7 241 241
To 2 251 251
0 3 257 257
T 5 263 263
T 7 269 269
T13 2 271 271
T4 3 277 277
T15 5 281 281
6 7 283 283
o 2 293 293
T 3 307 307
1o 5 311 311
o0 7 313 313
T 2 317 317
T 3 331 331
T3 5 337 337
Tog 7 347 347
T 2 349 349
Tog 3 353 353
Ty 5 359 359
Tog 7 367 367
T 2 373 373
T2 3 379 379
31 5 383 383
o 7 389 389
T33 2 397 397
T 3 401 401
T 5 409 409
T3 7 419 419
T2 2 421 421
Tag 3 431 431
T39 5 433 433
a0 7 439 439
a1 2 243 243
Ta2 3 449 449
T3 5 457 457
T 7 461 461
T 2 463 463
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TABLE 4. TasksT; -- 100 tasks

Task T Ci Ti Di
Ty 3 467 467
. 5 479 479
T 7 487 487
oo 2 291 491
Tso 3 499 499
o1 5 503 503
Tsp 7 509 509
Ts3 2 521 521
Tss 3 523 523
Tos 5 541 541
Tos 7 547 547
To7 2 557 557
Tog 3 563 563
Te 5 569 569
L) 7 571 571
To1 2 577 577
T2 3 587 587
To3 5 593 593
Tes 7 599 599
Tos 2 601 601
Too 3 607 607
To7 5 613 613
Tes 7 617 617
Teo 2 619 619
0 3 631 631
71 5 641 641
- 7 643 643
73 2 647 647
T 3 653 653
s 5 659 659
T 7 661 661
7 2 673 673
78 3 677 677
T 5 683 683
Tgo 7 691 691
o1 2 701 701
Tgo 3 709 709
Tg3 5 719 719
Tga 7 727 727
Tos 2 733 733
oo 3 739 739
Ta7 5 743 743
Teg 7 751 751
Tao 2 757 757
Too 3 761 761
Tor 5 769 769
Top 7 773 773
To3 2 787 787
Tos 3 797 797
Tos 5 809 809
Tos 7 811 811
To7 2 821 821
Tog 3 823 823
Tog 5 827 827
T100 7 829 829
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C.2 Computational Complexity -- Highest Priority First / Deadline M onotonic

TABLE 5. Computational Complexity -- HPF/DM

Task set T Lower Bound Real Overall Upper Bound
on C (&) (off-line | Cost C (§) (on-line | onC (&) (off-line
computation) computation) computation)
T=Zi<1T 13 13 13
T=3 5T 29 29 36
T=3.3T 49 49 78
T=3 44T 73 73 147
T=3 5T 101 101 251
T=3 4T 133 133 308
T=3 7T 169 169 596
T=3gTj 209 209 853
T=3 T 253 253 1177
T=%<10T 301 301 1576
T=%cnT 353 353 2058
T=3c10T 409 409 2631
T=3¢13T 469 469 3303
1=’ 533 533 4082
T=3 157 601 601 4976
T=3<16T] 673 673 5993
=3 17T] 749 749 7141
T=3<18T] 829 829 8428
T=3<19T] 013 913 9862
T=3<90T] 1001 1001 11451
1= T 1093 1093 13203
T=T <0t 1189 1189 15126
T=3 <037 1289 1289 17 228
T=3 0T 1393 1393 19517
=357 1501 1501 22001
T=3 <067 1613 1613 24688
T=3 o7 T 1729 1729 27586
T=3 08T 1849 1849 30703
T=3<00T] 1973 1973 34047
=307 2101 2101 37626
T=Tcq T 2233 2233 41448
T=T T 2369 2369 45521
T=3 3T 2509 2509 49 853
T=3 T 2653 2653 54 452
T=3 <357 2801 2801 59 326
T=3 <367 2953 2953 64 483
=3 cq7T] 3109 3109 69 931
=387 3269 3269 75678
T=3 <30T 3433 3433 81732
T=3 <07 3601 3601 88 101
T=TcmT 3773 3773 94793
T=3 4T 3949 3949 101 816
T=3 43T 4129 4129 109 178
1= < 4313 4313 116 887
T=3 <457 4501 4501 124 951
T=3 46T 4693 4693 133378
=3 47T 4889 4889 142 176
T=3 48T 5089 5280 151 544
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TABLE 5. Computational Complexity -- HPF/DM

Task set T Lower Bound Real Overall Upper Bound
on C (§) (off-line | Cost C (€) (on-line | on C (&) (off-line
computation) computation) computation)
T=3 49T 5293 5679 161 303
T=3 50T 5501 6086 171 461
T=3 5T 5713 6501 182 229
T=3 5T 5929 7959 194 865
T= Zi <53Tj 6 149 9 445 208 167
T=3 5T 6373 12 034 223 441
T=3 55T 6 601 13576 239218
T=3 56T 6833 15 146 255729
T=3 57T 7 069 16 744 273 444
=3 <587 7309 18139 291 702
=3 2507 7553 19793 310981
T=3 0T 7801 21714 331783
T=3 1T 8053 23910 353 662
T=3 T 8309 26 636 376 642
T=3 g3 i 8569 29155 401 249
T=%cpaTi 9095 36 566 438 750
T=3 5T 9629 43834 478393
T=3% 6T 10171 49 899 519174
T=% 7T 10721 54721 561 109
T=5% g 11279 59 886 605 569
T=3cgoTi 11845 65 402 652 335
T=3 70T 12419 70161 700 339
T=3 T 13001 74 988 751 012
T=3 7T 13591 79 596 804 410
T=3 73T 14189 84 559 860 007
T=% 74T 14795 89 885 917 843
1= 75T 15 409 94 386 977 659
1= 76T 16 031 99 856 1042214
T=3 77T 16 661 104 784 1108542
T=3 78T 17 299 111 953 1180710
T=3 79T 17 945 117 954 1255 066
T=3 g0 18599 124031 1333556
T=% g T 19 261 128 892 1413676
T=3 g 19931 134 467 1497731
T=3 g3 j 20 609 146 068 1594 399
T=%cgqTi 21637 161 166 1715357
=% cg5Tj 22 677 172376 1838776
T=5% cgaTj 23729 183 375 1966 052
T=3 g7 24793 195543 2102 446
T=3cggTi 25 869 207 500 2248134
T=3cg9Tj 26 957 218528 2398677
T=3 90T 28 057 236 142 2567 789
T=% 0T 29 169 255 041 2751 853
T=3cgpTj 30293 267 175 2939413
=% cg3Tj 31807 287 981 3169 834
T=%coaTj 33337 306 011 3405 364
=32 05T] 34883 331434 3668 420
T=3 96T 36835 360 196 3971793
T=3 o7 38 807 384 614 4301554
= Zi <08 Tj 40799 417 886 4 667 958
T=3 99T 43213 452 295 5072087
T=% <1007 46 057 513792 5613 980
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C.3 Computational Complexity -- Earliest Deadline First

TABLE 6. Computational Complexity -- EDF

Task set T Lower Bound Real Overall Upper Bound
on C (§) (off-line | Cost C (€) (on-line | on C (§) (off-line
computation) computation) computation)
T=3% 217 10 15 15
= Ei <2T 41 89 89
T=3% 23T 94 229 256
T=3 24T 289 669 783
T=3 5T 572 1307 1601
T=3 46T 1005 2265 2865
1=3 .77 1694 3753 4818
T=3.gT 2789 6 069 7791
T=3%.9T 3914 8471 11075
T=3 <107 5215 11247 14 991
T=% 11T 7043 15093 20268
T=% <127 9241 19 699 26 629
T=% <137 11564 24579 33621
T=3 2147 14 279 30263 41807
T=3 <157 17 902 37777 52 246
T=3 16T 22049 46359 64 209
T=% <177 26 021 54 619 76 339
T=3 18T 30495 63 903 90 015
T=3 19T 35709 74 685 105 744
T=3 0T 42161 87 957 124551
T=3 o T 43848 101 498 144 473
T=% 0T 55 261 114 497 164 529
T=3 <037 64 040 130 977 190 010
T=3 T 73369 149 479 217 333
T=3 5T 82977 168 250 245991
T=3% < 6T 94241 188 881 278761
T=3 < 7T 107 000 212342 315 356
= Zi <28Tj 125913 245 505 365 097
T=3 9T 139919 271066 405 969
T=% 50T 157 193 301 049 454 301
1= T 178 336 337796 511 326
T=3 a0 202 253 378367 574 895
T=3ca3Tj 221929 412210 631 051
T=3 T 246 489 455 145 698 025
T=3 <357 274391 501 033 772776
T=3 36T 310 145 559 355 864 335
T=3cq7T] 339401 607 670 944109
T=3 8T 367 709 655 285 1023201
T=3cq9T] 406 379 718 976 1124210
T=3 40T 451341 790 295 1239051
T=% T 488 207 850 882 1339 047
T=3 T 527 243 915 755 1444715
T=3 3T 572736 987 432 1564 644
T=3caaTj 631 769 1081 089 1713005
T=3 45T 677 671 1155913 1836 601
T=3 45T 728 495 1237 495 1971 495
T=3 7T 782933 1324082 2115110
T=3 cagTi 861553 1462 897 2325241
T=3 49T 916 019 1549 756 2472912
T=3 50T 979 625 1652 553 2641 545
T=3 5T 1063973 1803788 2872718
T=3 5T 1299 689 2261323 3568217
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TABLE 6. Computational Complexity -- EDF

Task set T Lower Bound Real Overall Upper Bound
on C (&) (off-line | Cost C (§) (on-line | onC (&) (off-line
computation) computation) computation)
T=3253T] 1389128 2429 459 3830415
T=3csaTj 1618479 2936 775 4373259
T=3 55T 1717769 3102058 4637 295
T=3 56T 1852 637 3335547 4971567
T=3 57T 2028 603 3671769 5395 044
T=3 58T 2144939 3862715 5696 779
T=3 50T 2314379 4168148 6 107 436
T=3 0T 2566 393 4626 493 6 685 285
T=3 g1 2754 833 4957978 7138513
T=3 62T 2945357 5 296 485 7598 941
T=3% g3l 3207 422 5778176 8228 705
T=% ceaTi 5007 929 9029 805 12 349 493
T=3 5T 5388 089 9664 777 13292 021
T=3 6T 5656 281 10212 441 13980 201
T=3<67T] 5972619 10784 061 14778976
T=3 gt 6557 753 11837 825 16 236 401
= Zi <69 Tj 7 000 499 12 547 850 17 360 273
T=3 70T 7322335 13211 247 18187 179
T=3 7T 7972163 14 363588 19833188
T=3 70T 8657 901 15 609 285 21619 041
T=3 73T 9126 325 16 398 950 22 845 883
T=3 74T 9661019 17 467 107 24251 883
T=3 75T 10233916 18539 395 25772803
T=3 <767 11375257 20579 127 28 878 297
T=3 77T 11851 892 21499 844 30109 161
T=3 78T 13192749 24211 665 33653529
T=3 79T 13890329 25558 952 35326 386
T=3<g0Tj 14 969 249 27 485 803 38075 187
1= g T 15511132 28552 492 39321172
T=3 g 16 456 913 30430 929 41553873
T=3 g3 i 19 291 874 35512 662 48 283 664
T=3 g 24 643 809 44248109 60 949 283
T=3<g5T] 25 495 606 45988 417 62 977 969
T=3cg5Tj 26 740 727 48 666 227 66 045 887
T=3 cg7Ti 29282 053 53 558 230 72 555 406
T=3cggTj 32014617 58 967 933 79120871
T=3<goTj 33424154 61 701 480 82348540
T=3%cgoTj 38224 443 71071347 94 066 443
T=3 0T 42 145 367 77 914 622 104 043 322
T=3 g 43808 873 81812535 107 730 113
T=303T] 54 696 031 99 598 615 136 265 533
T=3coaTj 56 628 559 105 011 379 139 760 863
T=3co5Tj 64 564 052 119 037 783 159 574 368
T=3 95T 75791533 141537 283 186 581 233
T=3co7Tj 83381915 154 266 264 206 092 931
T=308Tj 93939 755 172 304 027 232 487 179
T=3 99T 105 175 759 196 587 457 258 322 789
T=% <1007 143 873 217 266 743 639 353721015
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L ower bounds (off-line computation) (cf. Section 4.2.2.2.2, page 85)

Let C,(a) denote the lower bound on C;(a,).
We have: C,(q) = 1[C_lteration;(a) = (11n-6) L§.

Let C, denote the lower bound on C;.

Wehave: C; = 5 (Ci(a) +28) = (11n-4) OA| E.

a OA"

Let C denotethe lower boundon C.
Wehave: C = Z(gi +28)+& = (11n—-4) DZ|AiT| [E+(2n+ 1) E.
| |

Real Costs (on-line computation) (cf. Section 4.1.2.2, page 76)

Let Number_of_Iterations;(a) denote the exact number of successive iterations that is needed to

determine L, (q) = I(Iim Li(k)(a|) starting from Li(o)(a|) = Li(a_q)-
We have:

Ci(a) = Number_of_lterations,(a) [C_lteration, (&) ;

G = Z (Ci(q) +2¢8);

a OA/

= Z(Ci+25)+ﬁ-

Upper bounds (off-line computation) (cf. Section 4.1.2.2, page 76)

Let Ci(a) denote the upper bound on C;(3) .
We have: C(a,) = (N;(L;(a _q), Li(&)) + 2) OC_lteration,(a) , where:

N;i(Li(a_1). Li(&)) = Zming '(ai)w max D, 1+P+Di_Dij_
e ) L a|+Di—DjJDD
j;mmg Tj 1 mapr ﬂ T T

Let C; denote the upper bound on C,.
We have: C; = Z (Ci(a) +28).
a OAT

Let C denote the upper bound on C.
We have: C = Z(Ci +28)+ €.
|
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