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Abstract: Exotic semiringssuch asthe” (max, +) semiring” (R U {—oco}, max, +), or the “tropical
semiring” (NU {400}, min, +), have been invented and reinvented many times sincethelatefifties,
in relation with various fields: performance eval uation of manufacturing systems and discrete event
system theory; graph theory (path algebra) and Markov decision processes, Hamilton-Jacobi the-
ory; asymptotic analysis (low temperature asymptoticsin statistical physics, large deviations, WKB
method); language theory (automata with multiplicities).

Despitethisapparent profusion, thereisasmall set of common, non-naive, basi c resultsand prob-
lems, in generd not known outside the (max, +) community, which seem to be useful in most ap-
plications. The aim of this short survey paper isto present what we believe to be the minimal core
of (max, +) results, and toillustrate these results by typical applications, at the frontier of language
theory, control, and operations research (performance eva uation of discrete event systems, anaysis
of Markov decision processes with average cost).

Basic techniquesinclude: solvingal kindsof systems of linear equations, sometimes with exotic
symmetrization and determinant techniques; using the (max, +) Perron-Frobenius theory to study
the dynamics of (max, +) linear maps. We point out some open problemsand current devel opments.

Key-words: Max-algebra, tropical semiring, dioid, idempotent semiring, linear equations, semimod-
ule, Perron-Frobenius theorem, linear dynamical systems, discrete event systems, Markov decision
processes, dynamic programming, asymptotic calculus.
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Méthodes et applicationsde |’ algebrelinéaire (max,+)

Résumé : Il s'agit d’une bréve introduction au semi-anneau (max,+) et autres semi-anneaux tropi-
caLx, préparée pour unelectureinvitéeau STACS' 97. Ces algebres exotiques ont été étudiées depuis
lafin des années 50, avec des motivationstrésvariées: (i) recherche opérationnelle, décision Markovi-
enne, EDP de Hamilton-Jacobi, (ii) asymptotiques (asymptotiques a température nulle en physique
statistique, grandes déviations, méhode WKB), (iii) théorie des langages (emploi des automates a
multiplicitépour résoudre des probl emes de décision, commela*“ propriétédelapuissancefinie’); (iv)
évaluation de performance d’ une bonne classe de systémes a événements discrets, qui sont linéaires
dans I’ algebre (max,+). Ces applications ont conduit a des dével oppements théoriques trop variés
pour &tre survolésici. On s est contenté de motiver par sept “applications’ typiques e petit noyau
de résultats (smples, en général peu connus en dehors de la communauté) qui semblent &tre utiles
danslaplupart des cas. Il S agit essentiellement de “I’ algebre linéaire (max,+)”: théoreme de labase
pour |es semimodul es de typefini, théorie spectral e ala Perron-Frobenius, méthodes effectives: point
fixe, &imination, résiduation, determinants de Cramer et symétrisation. Ces résultats sont présentés
et illustrés. On mentionne quel ques problemes d' actudlité.

Mots-clé : Algebre (max,+), semi-anneau tropical, dioide, semi-anneau idempotent, équations
linéaires, semi-module, théoréme de Perron-Frobenius, systemes dynamiques linéaires, systemes a
événements discrets, processus de décision Markoviens, programmation dynamique, calcul asymp-
totique.
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1 Introduction: the (max, +) and tropical semirings

The “max-algebra’ or “(max, +) semiring” R pax, istheset R U {—oco}, equipped with max as ad-
dition, and + as multiplication. It istraditional to use the notation & for max (24 3 = 3), and ® for
+ (1 ®1 = 2). We denote! by 0 the zero element for & (such that 0 & a = a, here 0 = —oo) and by
1 the unit element for @ (suchthat 1 ® ¢ = a ® 1 = «a, here1 = 0). This structure satisfies all the
semiring axioms, i.e. @ is associative, commutative, with zero dement, ® isassociative, has a unit,
distributesover @, and zero isabsorbing (all the ring axioms are satisfied, except that & need not be
agroup law). Thissemiring is commutative (¢ ® b = b ® a), idempotent (¢ & a = a), and non zero
elements have aninverse for @ (we call semifieldsthe semiringsthat satisfy thisproperty). The term
dioid is sometimes used for an idempotent semiring.

Using the new symbols ¢ and @ instead of the familiar max and + notation is the price to pay
to easily handlead| thefamiliar algebraic constructions. For instance, we will write, inthe (max, +)
semiring:

ab=a®b, a" =a®---®@a (ntimes), 22 =6, V3=15,
201[10] [2©1000®103] _ [103
40| (103~ 41060103 — [ 14|’

Bz =0B02)30z)=603rP 2’ =6 2* (= max(6,2 x z)) .

We will systematically use the standard algebraic notions (matrices, vectors, linear operators,
semimodules — i.e. modules over a semiring—, formal polynomiasand polynomial functions, for-
mal series) in the context of the (max, +) semiring, often without explicit mention. Essentially all
the standard notions of algebra have obvious semiring ana ogues, provided they do not appeal to the
invertibility of addition.

There are several useful variants of the (max, +) semiring, displayed in Table 1. In the sequel,
we will have to consider various semirings, and will universally use the notation @, ®, 0, 1 with a
context dependent meaning (e9. ® = max iNR,, but & = miniNR , 0 = —oco iNTR ., but
0=+oc0 in]Rmin).

The fact that ¢ isidempotent instead of being invertible (R, is an exception, for A # 0), isthe
main original feature of these “exotic” a gebras, which makes them so different from the more famil-
iar ring and field structures. In fact theidempotence and cancellativity axioms are exclusive: if for all
a,bc,(a®db=aPc=>b=c)anda® a=a,wegeta =0, foral a (Smplifya @& a = a & 0).

This paper is not a survey in the usual sense. There exist several comprehensive books and ex-
cellent survey articles on the subject, each one having its own bias and motivations. Applications of
(max, +) algebras are too vast (they range from asymptotic methods to decidability problems), tech-
niques are too various (from graph theory to measure theory and large deviations) to be surveyed in

! The notation for the zero and unit is one of the disputed questions of the community. The symbolse for zero,
and e for the unit, often used in the literature, are very distinctive and well suited to handwritten computations.
But it is difficult to renounceto the traditional use of € in Analysis. The notation 0, 1 used by the Idempotent
Analysis school has the advantage of making formulaecloser to their usual analogues.

RR n° 3088



4 Séphane Gaubert , Max Plus

Rmax (RU {—o0}, max, +) (max, +) semiring idempotent semifield
max algebra
Rumax (RU {£oo}, max, +) completed —o0 + (+o0) = —o0,
(max, +) semiring for0®a =0
R max, x (R*, max, x) (max, x ) semiring |isomorphic to R yax (& — log )
R min (RU {400}, min, +) (min, +) semiring | isomorphic t0 R max (z — —x)
Nmin (NU {400}, min, +) tropical semiring | (famousin Language Theory)
Rmax,min| (RU{%oc}, max, min) | bottleneck algebra not dealt with here
B ({false, true}, or, and) Boolean semiring | isomorphicto ({0, 1}, ®, ®),
for any of the above semirings
Rp (RU{—o0c}, ®n,+) Maslov semirings isomorphicto (R*, +, x)
a ®n b= hlog(e®™ + &™) lim,_ o+ Rr = Ro = Ruax

Table 1. The family of (max, +) and tropical semirings. ..

apaper of thisformat. But thereisasmall common set of useful basic results, applicationsand prob-
lems, that we try to spotlight here. We aim neither at completeness, nor at originality. But we wish
to give an honest idea of the services that one should expect from (max, +) techniques. The inter-
ested reader is referred to the books[15,44,10,2,31], to the survey papers listed in the bibliography,
and to the recent collection of articles [24] for an up-to-date account of the maxplusian results and
motivations. Bibliographical and historical comments are at the end of the paper.

2 Seven good reasonsto use the (max, +) semiring

2.1 AnAlgebrafor Optimal Control

A standard problem of calculus of variations, which appears in Mechanics (least action principle)
and Optimal Control, isthefollowing. Given aLagrangian L and suitable boundary conditions (e.g.
q(0), ¢(7") fixed), compute

T
inf/ L(g,q)dt . Q)
q(-) Jo

Thisproblemisintrinsically (min, +) linear. To seethis, consider the (dightly more general) discrete
variant, with sup rather than inf,

Em)y ==, &(k) = f(&(k —1),u(k)), k=n+1,... N, (29)

I (@ u) = Y €k — 1), u(k)) + D(E(N)) (2b)
k=n+1

VY @) = sup s (o) @)

INRIA



Methods and Applications of (max,+) Linear Algebra 5

where the sup istaken over al sequences of controlsu(k),k =n+1,--- , N, sdlected inafinite set
of controlsU, £(k), fork = n, ..., N, bdongsto afiniteset X of states, z isadistinguishedinitial
state, f : X x U — X isthedynamics, ¢ : X x U — R U {—occ} istheinstantaneousreward, and
¢ : X - RU{—oc} isthefinal reward (the —oo value can be used to code forbidden final states or
transitions). These data form a deterministic Markov Decision Process (MDP) with additivereward.

Thefunction V.V (-), which represents the optimal reward from timen totime N, as afunction of
the starting point, is called the value function. It satisfies the backward dynamic programming equa-
tion

VY =, V) = max (el 0) + Vi (o 0)} ©)

Introducing the transitionmatrix A € (R pmax) X * %,

Agy = sup c(z,u), 4
u€el, f(x,u)=y

(the supremum over an empty set is —oo), we obtain:

FACT 1 (DETERMINISTIC MDP = (max, +)-LINEAR DYNAMICS). The value function V¥ of afi-
nite deterministic Markov decision process with additivereward is given by the (max, +) linear dy-
namics.

vy =&, vy = AV, (5)

The interpretation in terms of paths is elementary. If we must end a node j, we take @ = 1; (the
vector with al entries 0 except the j-th equal to 1), Then, the valuefunction V¥ (i) = (AY),; isthe
maximal (additive) weight of a path of length V, from i to j, in the graph canonically associated?
with A.

Example 1 (Taxicab). Consider a taxicab which operates between 3 cities and one airport, as shown
in Fig. 1. At each state, the taxi driver has to choose his next destination, with deterministic fares
shown on the graph (for smplicity, we assume that the demand is deterministic, and that the driver
can choose the destination). The taxi driver considers maximizing his reward over N journeys. The
(max, +) matrix associated with thisMDP isdisplayed in Fig. 1.

Let us consider the optimization of the average reward:

x(z) = sup lim sup %Jév(m, u) . (6)

U  N—oo

Here, the sup is taken over infinite sequences of controls u(1), u(2), ... and the trgjectory (24) is
definedfork = 0,1, . ... Weexpect J{¥ togrow (or to decrease) linearly, as afunction of the horizon

2witha X x X matrix A we associate the weighted (directed) graph, with set of nodes X, and an arc (=, y)
with weight A, , whenever A, , # 0.

RR n° 3088



6 Séphane Gaubert , Max Plus

5% 8 C1 a C2 C3
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BN

Fig. 1. Taxicab Deterministic MDP and its matrix

N.Thus, x(z) represents the optimal average reward (per time unit), starting from z. Assuming that
the sup and lim sup commute in (6), we get:

x(z) = lim sup% x (AN @), (7

N—=oo

(thisisanhybridformula, AN ¢ isinthe (max, +) semiring, 1/N x () isintheconventional al gebra).
To evduate (7), let us assume that the matrix A admits an eigenvector v in the (max, +) semiring:

Av =), ie max{A;; + v;i} =X+ v ©)
j

(the eigenvector v must be nonidenticaly 0, A € R .., isthe eigenvaue). Let us assume that v and
@ have only finite entries. Then, there exist two finite constants i, v such that v + v < @ < p + .
In (max, +) notation, vv < @ < pv. ThenvANv = vANy < AN® < pANv = pANw, or with the
conventional notation:

v+ NA+v<ANO < i+ NA+ . 9)
We easily deduce from (9) the following.

FACT 2 ("EIGENELEMENTS = OPTIMAL REWARD AND PoLIcY”). If thefinal reward & isfinite,
and if A has a finite eigenvector with eigenvalue A, the optimal average reward x(z) is a constant
(independent of the starting point z), equal to the eigenvalue A. An optimal control is obtained by
playing in state ¢ any u such that (¢, u) = A;; and f(4,u) = j, where j isin the arg max of (8) at
Statez.

The existence of afinite eigenvector is characterized in Theorems 11 and 15 below.

We will not discuss here the extension of these resultsto the infinite dimensiona case (e.g. (1)),
which isone of the mgjor themes of Idempotent Analysis[31]. Let usjust mention that all the results
presented here admit or should admit infinite dimensional generalizations, presumably up to impor-
tant technical difficulties.

Thereisanother much simpler extension, to the (discrete) semi-Markov case, which isworth be-
ing mentioned. Let us equip the above MDP with an additiond map r : X x U — R+ \ {0};

INRIA



Methods and Applications of (max,+) Linear Algebra 7

T(z(k — 1), u(k)) representsthe physical time el apsed between decision k and decision k + 1, when
control u (k) ischosen. Thisisvery natura in most applications (for the taxicab example, the times
of the different possible journeysin genera differ). The optimal average reward per time unit now
writes:

: Yobes c(@(k = 1), u(k)) + @(x(N))
z) = suplimsu . 10
X() = s =N = 1), u(h) (10

Of course, the speciaization 7 = 1 givesthe original problem (6). Let us define 7;; = {7(i, u) |
f(i,u) = j},andfort € Ty,

A= sup e(iyu) . (11)
u€U, f(i,u)=7,7(i,u)=t

Arguing asin the Markov casg, it is not too difficult to show the following.

FACT 3 (GENERALIZED SPECTRAL PROBLEM FOR SEMI-MARKOV PROCESSES). If the general-
ized spectral problem

m]axglel%)j{Atyiyj — A+t =v (12)

has a finite solution v, and if ¢ isfinite, then the optimal average reward is x(z) = A, for all . An
optimal control is obtained by playing any « in the arg max of (11), with j, ¢ in the arg max of (12),
when in state .

Algebraicaly, (12) is nothing but a generalized spectra problem. Indeed, with an obvious definition
of the matrices A;, we can write:

Prtav=v, where 7 = J7;; (13)

teT 2%

2.2 An Algebrafor Asymptotics

In Statistical Physics, onelooksat the asymptotics when the temperature h tendsto zero of the spec-
trum of transfer matrices, which have theform

Ap = (exp(h™" Aj))1<ij<n -

The real parameters A;; represent potential terms plusinteraction energy terms (when two adjacent
stes are in states 7 and j, respectively). The Perron eigenvalue® p(A; ) determines the free energy
per site A, = hlog p(Ay). Clearly, Ay isan eigenvalue of A inthe semiring R, defined in Table 1.
Let pmax (A) denotethe maximal (max, +) eigenvalueof A. Sincelimy o+ Ry = Rg = Ryyax, the
following result is natural.

3 The Perron eigenvalue p(B) of a matrix B with nonnegative entries is the maximal eigenvalue associated
with anonnegative eigenvector, which is equal to the spectral radius of B.

RR n° 3088



8 Séphane Gaubert , Max Plus

FACT 4 (PERRON FROBENIUS ASYMPTOTICS). The asymptotic growth rate of the Perron eigen-
value of Aj, isequal to themaximal (max, +) eigenvalue of the matrix A:

Jlim hlog p(An) = pmax(4) - (14)

Thisfollowseasily from the (max, +) spectral inequalities (24),(25) below. The normalized Perron
eigenvector v, of A, aso satisfies

h1—1>%1+ hlog(vp)i = u;

where u isa specia (max, +) eigenvector of A which has been characterized recently by Akian,
Bapat, and Gaubert [1]. Precise asymptotic expansions of p(.A45) as sum of exponentials have been
given, some of the terms having combinatorial interpretations.

More generdly, (max, +) algebra arises aimost everywhere in asymptotic phenomena. Often,
the (max, +) algebraisinvolved in an e ementary way (e.g. when computing exponents of Puiseux
expansionsusing the Newton Polygon). Less el ementary applicationsare WK B type asymptotics (see
[31]), which are related to Large Deviations (see e.g. [17]).

2.3 AnAlgebrafor Discrete Event Systems

The (max, +) algebraispopular inthe Discrete Event Systems community, since (max, +) linear dy-
namics correspond to awel | identified subclass of Discrete Event Systems, with only synchronization
phenomena, called Timed Event Graphs. Indeed, consider a system with n repetitive tasks. We as-
sumethat the k-thexecution of task ¢ (firing of transition¢) hastowait 7;; timeunitsfor the (k—wv;;)-th
execution of task j. E.g. tasks represent the processing of parts in a manufacturing system, v;; rep-
resents an initially available stock, and 7;; represents a production or transportation time.

FACT 5 (TIMED EVENT GRAPHS ARE (max, +) LINEAR SYSTEMS). The earliest date of occur-
rence of an event ¢ ina Timed Event Graph, z; (k), satisfies

z;i(k) = mjax (75 + x5 (k — vij)] . (15

Eqgn 15 coincideswith thevalueiteration of the deterministic semi-Markov Decision Processin§ 2.1,
that we only wrotein the Markov version (3). Therefore, the asymptotic behavior of (15) can be dealt
with asin § 2.1, using (max, +) spectra theory. In particular, if the generalized spectral problem
v; = max;[r; — Avi; + v;] hasafinitesolution (A, v), then A = limg 0 k=1 x 2;(k), for al i (A
isthe cycletime, or inverse of the asymptotic throughput). The study of the dynamics (15), and of its
stochagtic [2], and non-linear extensions [11,23] (fluid Petri Nets, minmax functions), is the major
theme of (max, +) discrete event systems theory.

Another linear model is that of heaps of pieces. Let R denote a set of positions or resources
(say R = {1,...,n}). A piece (or task) a isarigid (possibly non connected) block, represented
geometrically by a set of occupied positions (or requested resources) R(a) C R, alower con-
tour (starting time) £(a) : R(a) — IR, an upper contour (relesse time) h(a) : R(a) — R,

INRIA



Methods and Applications of (max,+) Linear Algebra 9

such that Va € R(a), h(a) > £(a). The piece corresponds to the region of the R x R plane:
P, = {(r,y) € R(a) xR | {(a); <y < h(a),}, which means that task a requires the set of re-
sources (machines, processors, operators) R(a), and that resource r € R(a) isused fromtime ¢(a),
totimeh(a),. A piece P, can betrandated vertically of any A, which givesthe new region defined
by ¢'(a) = A+ £(a), h'(a) = A+ h(a). Wecan execute atask earlier or |ater, but we cannot change
the differences h(a), — £(a), which areinvariantsof thetask. A ground or initial conditionisarow
vector g € (Rpyax) ™. Resourcer becomesinitialy availableat timeg,. If wedrop k piecesa; . . . a,
in this order, on the ground ¢ (letting the pieces fall down according to the gravity, forbidding hor-
izontal trandations, and rotations, as in the famous Tetris game, see Fig 2), we obtain what we call
a heap of pieces. The upper contour z(w) of theheap w = a; . ..ax istherow vector in (R pax)*
whose r-th component is equal to the position of the top of the highest piece occupying resource r.
The height of theheap isby definition y(w) = max,er z(w),. Physicdly, y(w) givesthe makespan
(= completion time) of the sequence of tasks w, and z(w), isthe release time of resource r.

With each piece a within a set of pieces 7, we associate the matrix M (a) € (Rmax)<*%,
M (a),s = h(a)s — £(a), if ;s € R(a), and M (a),, = 1 for diagonal entriesnot in R(a) (other
entries are 0). The following result was found independently by Gaubert and Mairesse (in [24]), and
Brilman and Vincent [6].

FACT 6 (TETRIS GAME IS (max, +) LINEAR). Theupper contour z(w) and the height y(w) of the
heap of piecesw = a; .. . ax, piled up on the ground g, are given by the (max, +) products:

z(w) = gM(ay) ... M(ag), y(w) = z(w)lg,
(1x denotesthe column vector indexed by X with entries 1).

In algebraic terms, the height generating series @, . 7+ y(w)w isrational over the (max,+) semiring
(7 isthe free monoid on 7, basic properties of rationa series can be found e.g. in [38]).

& A R(c) ={2,4},8(c) = [-,0,-,0], h(c) = [, 2, -, 2]

IEID RO = (L2 = (0.0, L4 = 2.2

E R(a) ={1,2,3},£(a) =[0,0,0,],h(a) =[1,1,3,]

Fig. 2. Heap of Pieces

Let us mention an open problem. If an infinite sequence of piecesajaz . .. ax ... istaken at ran-
dom, say inanindependent identically distributedway withtheuniformdistributionon 7, itisknown

RR n° 3088



10 Séphane Gaubert , Max Plus

[14,2] that there exists an asymptotic growth rate A € R+:

1
A= lim —y(a;...a;) as (16)
k—oo k

The effective computation of the constant A (Lyapunov exponent) is one of the main open problems
in (max,+) algebra. The Lyapunov exponent problem isinteresting for general random matrices (not
only for special matrices associated with pieces), but the heap case (even with unit height, A(a) =
1 + £(a)) istypica and difficult enough to begin with. Existing results on Lyapunov exponents can
be foundin [2]. See aso the paper of Gauja and Jean-Mariein [24], and [6].

2.4  An Algebrafor Decision

The “tropical” semiring Npin = (N U {+oc0}, min, +), has been invented by Simon [39] to solve
thefollowing classical problem posed by Brzozowski: isit decidablewhether arational language L
has the Finite Power Property (FPP): 3m € N, L* = LY U L U - -- U L™. The problem was solved
independently by Simon and Hashiguchi.

FACT 7 (SIMON). The FPP problem for rational languages reduces to the finiteness problem for
finitely generated semigroups of matrices with entriesin N ,;,, which is decidable.

Other (more difficult) decidable properties (with applications to the polynomial closure and star
height problems) are the finite section problem, which asks, given afinitely generated semigroup of
matrices .S over the tropical semiring, whether the set of entriesin position s, j, {s;; | s € S} is
finite; and the more general limitation problem, which asks whether the set of coefficients of ara-
tional seriesin N,,;,, with noncommuting indeterminates, isfinite. These decidability results due to
Hashiguchi [25], Leung [29] and Simon [40] use structural propertiesof long optimal wordsin N ;-
automata (involving multiplicative rational expressions), and combinatorial arguments. By compar-
ison with basic Discrete Event System and Markov Decision applications, which essentially involve
semigroups with asingle generator (S = {A* | k > 1}), these typically noncommutative problems
represent a major jump in difficulty. We refer the reader to the survey of Pinin [24], to [40,25,29],
and to thereferences therein. However, essential in the understanding of the noncommutative caseis
the one generator case, covered by the (max, +) Perron-Frobeniustheory detailed below.

L et us point out an open problem. The semigroup of linear projective mapsPZ” % isthe quotient

of the semigroup of matrices Z22 X by theproportiondity relation: A ~ B < IA € Z, A= AB (i.e.
Aij = A+ By;). We ask: can we decide whether a finitely generated semigroup of linear projective
maps isfinite? The motivation isthe following. If theimage of afinitely generated semigroup with
generators M (a) € Znx? a € X by the canonica morphism Z2x? — PZ X" isfinite, then the
Lyapunov exponent A = as. limg e k=1 x ||M (a1) ... M (ax)|| (same probabilistic assumptions
as for (16), [|A|| = sup,; A;i;, by definition) can be computed from a finite Markov Chain on the

associated projective linear semigroup [19,20].

INRIA



Methods and Applications of (max,+) Linear Algebra 1

3 SolvingLinear Equationsin the (max, +) Semiring

3.1 A hopelessalgebra?

The general system of n (max, +)-linear equationswith p unknownsz+, ... , z, writes:
Az b=Czx P d, A,C € (Ruyax) P, b,d € (Rpax)™ - 17)

Unlikein conventiona agebra, a square linear system (n = p) is not generically solvable (consider
3z @ 2=z 0, whichhasno solution, sincefor al « € Ry, max(3 + z,2) > max(z, 0)).

There are severa ways to make this hard reality more bearable. One isto give genera structura
results. Another isto deal with natural subclasses of equations, whose solutions can be obtained by
efficient methods. The inverse problem Az = b can be dealt with using residuation. The spectral
problem Az = Az (A scaar) is solved using the (max, +) analogue of Perron-Frobenius theory.
The fixed point problem 2 = Az @ b can be solved viarational methods familiar in language theory
(introducing the “star” operation A* = A° @ A @ A2 & ---). A last way, which has the seduction
of forbidden things, isto say: “certainly, the solutionof 32 ® 2 = « @ 0isx = & — 1. For if this
equation has no ordinary solution, the symmetrized equation (obtai ned by putting each occurrence of
the unknown in the other side of the equality) 2’ @ 2 = 32’ @ 0 hasthe unique solutionz’ = —1.
Thus, x = & — 1 istherequested solution.” Whether or not this argument is vaid is the object of
symmetrization theory.

All these approaches rely, in one way or another, on the order structure of idempotent semirings
that we next introduce.

3.2 Natural Order Structure of |dempotent Semirings

An idempotent semiring S can be equipped with the following natural order relation
a<b <<= a®db=0b. (18)

We will writea < bwhena < band a # b. The natura order endows § with a sup-semilattice
structure, for whicha & b = a vV b = sup{a, b} (thisistheleast upper bound of the set {q, b}), and
0 < a,Va,b € S (0 isthe bottomeement). The semiring laws preserve this order, i.e. Va, b, ¢ €
S, a=xb = adc 2 bdec, ac < be. Forthe (max, +) semiring Ry,.x, the natura order <
coincideswith theusua one. For the (min, +) semiring R i, the natural order isthe opposite of the
usual one.

Since addition coincides with the sup for the natural order, thereisasimpleway to defineinfinite
sums, inan idempotent semiring, setting @, ; ; = sup{x; | 7 € I}, for any possibly infinite (even
non denumerable) family {z; };c; of elements of S, when the sup exists. We say that theidempotent
semiring S iscompleteif any family hasasupremum, and if the product distributesover infinitesums.
When S iscomplete, (S, <) becomes automatically acompl etelattice, thegreatest lower bound being
equal to \;c; z; =sup{y € S | y < x;, Vi € I'}. The (max, 4) semiring IR ., is not complete (a
compl eteidempotent semiring must have amaximal element), but it can be embedded inthe compl ete
semiring Ry, ax -
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3.3 Solving Az = b using Residuation

In general, Az = b hasno solution®, but Az < b always does (take z = 0). Thus, a natural way of
attacking Az = bistorelax the equaity and study the set of its subsolutions. This can be formalized
in terms of residuation [5], anotion borrowed from ordered setstheory. We say that amonotone map
J froman ordered set £ toan ordered set I isresiduatedif foral y € F,theset {z € £ | f(z) <y}
has amaximal element, denoted f*(y). The monotonemap f*, called residual or residuated map of
f, ischaracterized aternatively by f o f! < Id, f o £ > Id. Anidempotent semiring S isresiduated
if theright and left multiplicationmaps A, : z — az, p, : © — za, § — S, areresiduated, for al
a € 8. A complete idempotent semiring is automatically residuated. We set

a\b d:ef,\i(b) =max{z | az <b} , b/a ot ok (b) = max{z | za < b} .

In the completed (max, +) SeMiring R yay, a\b = b/a isequa to b —a whena # 0(= —co), andis
equa to +oo if @ = 0. The residuated character istransfered from sca ars to matrices as follows.

Proposition 2 (Matrix residuation). Let S be a complete idempotent semiring. Let A € §**P. The
map A4 : z — Az, SP — 8", isresiduated. For any y € 8™, A\y ot )\g(y) isgiven by (A\y); =
/\1gjgn Aji\y;j-

In the case of R,,,., thisreads:

(A\y)i = lgiéln(_Aji +yi) (19

with the convention dual to that of R, ax ,_(+oo) + & = 4oo,forany « € RU {%c0}. Werecognize
in (19) a matrix product in the semiring Rpin = (R U {£oco}, min, +), involving the transpose of
the opposite of A.

Corollary 3 (Solving Az = y). Let S denote a complete idempotent semiring, and let A € S™*P,
y € 8". Theequation Az = y hasa solution iff A(A\y) = .

Corollary 3 alows usto check the existence of asolutionz of Az = y intime O(np) (scalar opera-
tionsare counted for onetime unit). Inthe (max, +) case, arefinement (dueto thetotal order) allows
us to decide the existence of a solution by inspection of the minimizing setsin (19), see [15,44].

* It is an elementary exerciseto check that the map = = Az, (Rmax)? = (Rmax)™, IS sUrjective (resp. injec-
tive) iff the matrix A containsa monomial submatrix of size n (resp. p), avery unlikely event — recall that
asquare matrix B is monomial if there is exactly one non zero element in each row, and in each column, or
(equivalently) if it isaproduct of a permutation matrix and adiagonal matrix with non zero diagonal elements.
Thisimplies that a matrix has aleft or aright inverseiff it hasa monomial submatrix of maximal size, which
isthe analogue of awell known result for nonnegative matrices [4, Lemma 4.3].
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3.4 BasisTheorem for Finitely Generated Semimodulesover R ;.5

A finitely generated semimodule V C (R max)™ iSthe set of linear combinations of a finite family
{u1, ..., up} of vectors of (Rmax)":

P
V= {@)\zuzp‘la a)‘p E]Rmax} .
i=1

In matrix terms, V' can be identified to the column space or image of the n x p matrix A =
[ui,...,upl, V = ImA « {Az | = € (Rmax)”}. The row space of A isthe column space of
AT (thetranspose of A). The family {u;} isaweak basisof V if it is agenerating family, minimal
for inclusion. The following result, due to Moller [33] and Wagneur [42] (with variants) states that
finitely generated subsemimodules of (R ax)" have (essentialy) a unique wesk basis.

Theorem 4 (Basis Theorem). A finitely generated semimodule V C (Rpmax)” has a weak basis.

Any two weak bases have the same number of generators. For any two weak bases {u, ..., up},
{v1,...,vp}, thereexistinvertiblescalars Aq, . .. , A, and apermutation o of {1, ... , p} such that
Ui = AiVo(s)-

The cardinality of aweak basisis called the weak rank of the semimodule, denoted rk,, V. The weak
column rank (resp. weak row rank) of the matrix A isthe weak rank of its column (resp. row) space.
Unlike in usud algebra, the weak row rank in general differs from the wesk column rank (thisis
already the case for Boolean matrices). Theorem 4 holdsmore generally in any idempotent semiring
S satisfying the following axioms: (¢ = ac anda # 0) = 1 > a,(a = aa® b and a <
1) = a = b. The axioms needed to set up a general rank theory in idempotent semirings are
not currently understood. Unlike in vector spaces, there exist finitely generated semimodulesV C
(Rmax)" of arbitrarily large wesk rank, if the dimension of the ambient space n isat least 3; and not
all subsemimodules of (R )" arefinitely generated, even withn = 2.

Example 5 (Cuninghame-Green [15],Th. 16.4). Theweak column rank of the 3 x (i 4+ 1) matrix

00 ...0
Ai=1(01 ... 4
0-1...—2

isequd to: + 1 for al ¢ € N. This can be understood geometrically using a representation due to
Mairesse. We visualize the set of vectors with finite entries of asemimodule V C (IR ,ax)® by the
subset of [R?, obtained by projecting V orthogonally, on any plane orthogona to (1,1, 1). Since V
isinvariant by multiplication by any scalar A, i.e. by the usual addition of the vector (A, A, ), the
semimodule ) iswell determined by its projection. We only loose the pointswith 0 entrieswhich are
sent to someinfiniteend of the R 2 plane. The semimodulesim A1, Im A5, Im A3 are shown on Fig 3.
The generators are represented by bold points, and the semimodul es by gray regions. The broken line
between any two generators u, v represents Im [u, v]. This picture should make it clear that a weak
basis of a subsemimodule of (IR ,,.x)2 may have as many generators as a convex set of R 2 may have
extremal points. The notion of weak rank istherefore avery coarse one.
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14 Séphane Gaubert , Max Plus

ImA; T Im A, r Im A T

Fig. 3. An infinite ascending chain of semimodules of (R max)® (see Ex. 5).

Let A € (Rmax)™™F. A weak basis of the semimodulem A can be computed by agreedy agorithm.
Let A[i] denote the i-th column of A, and let A(7) denotethen x (p — 1) matrix obtained by delet-
ing column i. We say that column i of A isredundant if A[:] € Im A(¢), which can be checked by
Corollary 3. Replacing A by A(¢) when A[i] is redundant, we do not change the semimodule Im A.
Continuing this process, we terminatein O(np?) time with aweak basis.

Application 6 (Controllability). The fact that ascending chains of semimodul es need not stationnarize
yields pathol ogical featuresin terms of Control. Consider the controlled dynamical system:

2(0)=0, (k)= Aw(k—1)® Bu(k), k=1,2,... (20)

where A € (Ryax)™ ", B € (Rmax)"*%, and u(k) € (Rmax)?, k = 1,2,... isa sequence of
control vectors. Given astateé € (Ryax)”, theaccessibility problem (intime V) askswhether there
is a control sequence « such that z(N) = &. Clearly, £ isaccessible intime NV iff it belongs to the
image of the controllability matrix Cx = [B, AB, ..., AN~1B]. Corollary 3 alows us to decide
the accessibility of ¢. However, unlikein conventiond agebra (in which ImCx = Im(C,,, for any
N > n, thanksto Cayley-Hamilton theorem), the semimodule of accessible states ImC may grow
indefinitely as N — cc.

35 Solving Az = B by Elimination

The following theorem is due to Butkovi€ and Hegedis [9]. It was rediscovered in [18, Chap. I11].

Theorem 7 (Finiteness Theorem). Let A, B € (Rpnax)™”*P. The set V of solutions of the homoge-
neous system Az = Bz isafinitely generated semimodule.

Thisis aconsequence of the following universal eimination result.

Theorem 8 (Elimination of Equalitiesin Semirings). Let & denote an arbitrary semiring. Let
A, B € 8"*? |fforanyq > 1andanyrowvectorsa, b € S¢,thehyperplane{z € §? | ax = bz}is
afinitelygenerated semimodule, thenV = {x € S | Az = Bz} isafinitely generated ssmimodule.
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The fact that hyperplanes of (R yax)?¢ are finitely generated can be checked by e ementary means
(but the number of generators can be of order ¢2). Theorem 8 can be easily proved by induction on
the number of equations (see [9,18]). In the R, Case, the resulting naive algorithm has a doubly
exponential complexity. But it is possible to incorporate the construction of weak bases in the ago-
rithm, which much reduces the execution time. The making (and complexity anaysis) of efficient
algorithmsfor Az = Bz isamajor open problem. When only a single solution is needed, the algo-
rithm of Walkup and Borriello (in[24]) seems faster, in practice.

There is a more geometrical way to understand the finiteness theorem. Consider the following
correspondence between semimodules of ((IR max)*™)? (couples of row vectors) and (R payx)™*?
(column vectors), respectively:

WC (Bma) ") — WT = {2 € (Rma)™ | az = bz, ¥(a,b) € W},
VE = {(a,b) € (Rmax)'*™)? | az = bz, Ve €V} +— V C (Rpax)™*! . 21)
Theorem 7 statesthat if W isafinitely generated semimodule (i.e. if al therow vectors[a, ] belong
to the row space of amatrix [4, B]) then, itsorthogona W T isfinitely generated. Conversdly, if V' is
finitely generated, so does V1 (since the elements (a, b) of V* are the solutions of afinite system of
linear equations). The orthogonal semimodule V* isexactly the set of linear equations(a, b) : az =
ba satisfied by al thez € V. Isafinitely generated subsemimodule V C (IR pmax)™*! defined by its
equations ? The answer is positive[18, Chap. 1V,1.2.2]:

Theorem 9 (Duality Theorem). For all finitely generated semimodulesV C (R jax)" %Y, (V)T =
V.

In general, WT)*+ 2 W. The dudlity theorem is based on the following analogue of the Hahn-
Banach theorem, stated in[18]: if V C (Rmax)™*" isa finitely generated semimodule, and y ¢ V,
there exist (a, b) € ((Rmax)'*™)? suchthat ay # by and az = bz, Vz € V.

The kernel of alinear operator C' should be defined asker C' = {(z,y) | Cx = Cy}. Whenis
the projector on theimage of alinear operator B, paralé to ker C, defined? The answer isgivenin
[12].

36 Solvingxz = Az @ busing Rational Calculus

Let S denote a complete idempotent semiring, and let A € S*** b € 8. The least solution of
z = Az @ bis A*b, where the star operation is given by:

A Par. (22)

neN

Moreover, = A*b satisfiestheequationz = Az ®b. All thisismost well known (seee.g. [38]), and
wewill only insist on the features special to the (max, +) case. We can interpret A7; as the maximal
weight of a path from i to j of any length, in the graph? associated with A. We next characterize the
convergence of A* in (Rp,.x)" %" (A* isapriori defined in (Rpyayx)™*™, but the +oco value which
breaks the semifield character of R ,,,, isundesired in most applications). The following fact is stan-
dard (see e.g. [2, Theorem 3.20]).
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Proposition 10. Let A € (Rpyax)”*"™. Theentriesof A* belongto R,y iff thereare no circuitswith
positiveweight inthe graph? of A. Then, A* = A°@ Aq .- @ A1,

The matrix A* can be computed in time O(n?) using classical universal Gauss agorithms (see
eg. [21]). Specia dgorithms exist for the (max, +) semiring. For instance, the sequence z (k) =
Az(k—1)®b,2(0) = 0 stationarizesbeforestep n (withz(n) = z(n + 1) = A*b) iff A*bisfinite.
Thisallowsusto compute A*b very simply. A complete account of existing algorithms can befound
in[21].

3.7 The (max, +) Perron-Frobenius Theory

The most ancient, most typical, and probably most useful (max, +) results are relative to the spec-
tral problem Az = Az. One might argue that 90% of current applications of (max, +) algebra are
based on acompl ete understanding of the spectral problem. Thetheory isextremely similar tothewell
known Perron-Frobeniustheory (see e.g. [4]). The (max, +) case turnsout to be very appealing, and
slightly more complex than the conventional one (which isnot surprising, since the (max, +) spec-
tral problemisasomehow degenerate limit of the conventional one, see §2.2). The main discrepancy
isthe existence of two graphs which rulethe spectral elements of A, theweighted graph canonically?
associated with amatrix A, and one of its subgraphs, called critical graph.

First, let usimport thenotion of irreducibility from the conventional Perron-Frobeniustheory. We
say that i has access to j if there is a path from i to j in the graph of A, and we writei = 5. The
classes of A are the equivalence classes for therdation iR j < (i = j and j = i). A matrix witha
singleclassisirreducible. A classC isupstream €’ (equivaently €’ is downstream C) if anode of C
has access to anode of €’. Classes with no other downstream classes are final, classes with no other
upstream classes are initial.

Thefollowing famous (max, +) result has been proved again and again, with various degrees of
generality and precision, see[37,41,15,44,22,2 31].

Theorem 11 (“ (max, +) Perron-Frobenius Theorem”). An irreducible matrix A € (Rpax)™*"”
has a unique eigenvalue, equal to the maximal circuit mean of A:

T ! Aiyi, -+ Ay
Pmax(A) = @tr (AF)* = max max 2 tood A (23)
k=1

1<k<nii,... ik k
We have the following refinements in terms of inequalities[18, Chap IV], [3].
Lemma 12 (“ Collatz-Wielandt Properties’). For any A € (R ax)™*",
Pmax(A) = max{A € Rpax | Ju € (Rmax)™ \ {0}, Au = Au} . (24)
Moreover, if A isirreducible,

Pmax(A) = min{A € Rpax | Ju € (Rmax)™ \ {0}, Au =< Au} . (25)
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The characterization (25) impliesin particular that, for an irreduciblematrix A, pmax(A) isthe opti-
mal value of the linear program

min A st. Ve,j Ai]' +u; <wup + A

This was aready noticed by Cuninghame-Green [15]. The standard way to compute the maximal
circuit mean pp,.x (A) isto use Karp agorithm [27], which runsin time O(n3). The speciaization of
Howard algorithm (see e.g. [35]) to deterministic Markov Decision Processes with average reward,
yields an a gorithm whose average execution time isin practice far below that of Karp agorithm,
but no polynomial bound is known for the execution time of Howard algorithm. Howard algorithm
isalso well adapted to the semi-Markov variants (12).

Unlikein conventiona Perron-Frobeniustheory, anirreducible matrix may have severa (non pro-
portional) eigenvectors. The characterization of the eigenspace uses the notion of critical graph. An
arc (7, 7) iscritical if it belongsto acircuit (i1, . . . , ix ) Wwhose mean weight attainsthe max in (23).
Then, the nodes ¢, j are critical. Critical nodes and arcs form the critical graph. A critical classis
astrongly connected component of the critical graph. Let C¢, ... | C¢ denote the critical classes. Let
A=pzl (A)A (e Ajj = —pmax(A) + Ay;). Using Proposition 10, the existence of A* (& (A)*)
is guaranteed. If ¢ isin acritical class, we call the column fl,*’i of A* critical. The following result
can befound e.g. in[2,16].

Theorem 13 (Eigenspace). Let A € (IR yax)™ ™ denote an irreducible matrix. The critical columns
of A* span theeigenspace of A. If weselect only one column, arbitrarily, per critical class, weobtain
a weak basis of the eigenspace.

Thus, the cardinality of awesk basisisequal to the number of critical classes. For any two ¢, j within
the same critical class, the critical columns fli ; and fli ; areproportional.

We next show how the eigenvalue pnmax (A) and the eigenvectors determine the asymptotic be-
havior of A* ask — co. The cyclicity of acritica class C¢ isby definition the gcd of the lengths of
itscircuits. The cyclicity ¢ of A isthelcm of thecyclicitiesof itscritical classes. Let uspick arbitrar-
ily anindex ¢, withinesch critical classC¢, fors = 1,... ,r, and let v,, w, denote the column and
row of index i, of A* (v, w, arerightand |eft eigenvectorsof A, respectively). Thefollowing result
followsfrom [2].

Theorem 14 (Cycdlicity). Let A € (Ryax)™*" beanirreducible matrix. Thereisan integer K such
that

k> Ky = AF = pay(A)°AF (26)
where ¢ isthe cyclicity of A. Moreover, ifc =1,

k> Ko = A" = pmax(A)* P, where P = P, w, . (27)

s=1

Thematrix P whichsatisfies P? = P, AP = PA = ppax(A) P iscalled thespectral projector of A.
The cyclicity theorem, which WritesA’.“j'c = Pmax(A4) X c—|—A§j inconventional agebra, impliesthat

K3

RR n° 3088



18 Séphane Gaubert , Max Plus

A*z growsas k X pmax(A), independently of = € (Ry,ax)", and that a periodic regime is attained
in finite time. The limit behavior is known a priori. Ultimately, the sequence ppax (A) =% A* vidits
periodicaly ¢ accumulation points, whichare @, AQ, ... , A°~1Q, where @ isthe spectral projector
of A¢. Thelength of thetransient behavior K can be arbitrarily large. In terms of Markov Decision,
Theorem 14 saysthat optimal long trajectories stay almost all thetime on thecritical graph (Turnpike
theorem). Theorem 14 isillustrated in Fig. 4, which shows the images of a cat (aregion of the R 2
plane) by theiterates of A (A, A%, A3, etc.), B and C, where

00 20 02
A_[OQ],B_[OQ],C_[QO] | (29)
We have pimax (A) = 2. Since A has auniquecritical circuit, the spectral projector P isrank one (its
column and row spaces are lines). We find that A2 = P: every point of the planeis sent in at most

two stepsto theeigenliney = 2 ® « = 2 + z, thenitistrandated by (2, 2) at each step. Similar
interpretationsexist for B and C'.

ImA

Fig.4. A catina(mazx, +) dynamics (see (28))

Let us now consider areducible matrix A. Givenaclass C, we denote by pmax (C) the (max, +)
elgenvalue of the restriction of the matrix A to C. The support of avector u isthe set suppu = {7 |
u; # 0}. A set of nodes S isclosedif j € S,i = j impliesi € S. Wesay that aclassC C S isfinal
in S if thereisno other downstream classin S.

Theorem 15 (Spectrum of reducible matrices). Amatrix A € (Rpnax)”*" hasan eigenvector with
support S C {1,...,n} and eigenvalue X iff S isclosed, A isequal to pmax(C) for any classC that
isfinal in S, and A = pmax (C’) for any other classC’ in S.

The proof can be found in [43,18]. See dso [3]. In particular, eigenvaues of initial classes are auto-
matically eigenvauesof A. Themaxima circuit mean pmax (A) (given by (23)) isalso automatically
an eigenvalueof A (but the associated eigenvector need not befinite). A weak basis of the eigenspace
isgivenin[18, Chap. 1V,1.3.4].

Example 16 (Taxicab eigenproblem). The matrix of the taxicab MDP, shown in Fig 1, has 2 classes,
namely C1 = {c1,a,¢2}, C2 = {ea}. SINCE pmax(C2) = 2 < pmax(C1) = 5, there are no finite
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eigenvectors (which have support S = C; UC»). Theonly other closed setis.S = €y, whichisinitial.
ThUS pmax(A) = pmax(C1) = 5istheonly eigenvalueof A. Let A’ denotetherestrictionof AtoC;.
There aretwo criticd circuits(e;) and (a, ¢3), and thustwo critical classesC§ = {¢1 }, C§ = {a, 2 }.
A wesk basis of the eigenspace of A’ isgiven by the columns¢; and (eg.) ¢» of

Q

C1 a 2

N C1 0 -1 0
Ay =a | -1 0 1
C2 -2 -1 0

Completing these two columns by a 0 in row 4, we obtain a basis of the eigenspace of A. The non
existence of a finite eigenvector is obvious in terms of control. If such an eigenvector existed, by
Fact 2, the optimal reward of the taxicab would be independent of the starting point. But, if the taxi
driver starts from City 3, he remains blocked there with an income of 2 $ per journey, whereas if he
starts from any other node, he should clearly either run indefinitely in City 1, either shuttle from the
airport to City 2, with an average income of 5 $ per journey (these two policies can be obtained by
applying Fact 2 to the MDP restricted to Cq, taking the two above eigenvectors).

The following extension to the reducibl e case of the cyclicity theorem isworth being mentioned.

Theorem 17 (Cyclicity, reducible case). Let A € (IR pax)"*". There exist twointegers K and ¢ >
1, and a family of scalars Ajj; € Ruyax, 1 < 4,5 <n,0 <1< ¢— 1, suchthat
k>Ko, k=1 modec = Ajt =X A} (29)

ijl<tij >

Characterizations exist for ¢ and A;;;. The scalars A;;; are taken from the set of eigenvalues of the
classes of A. If ¢, j belong to the same class C, Aiji = pmax(C) for dl L. If ¢, j do not belong to the
same class, the theorem implies that the sequence + x Aj; may have distinct accumulation points,
according to the congruence of £ modulo ¢ (see [18, Chap. V1,1.1.10]).

The cyclicity theorems for matrices are essentially equivalent to the characterization of rational
series in one indeterminate with coefficient in R ,.x, as a merge of ultimately geometric series, see
the paper of Gaubert in [13] and [28]. Transfer series and rational a gebratechniquesare particularly
powerful for Discrete Event Systems. Timed Event Graphs can be represented by a remarkabl e (quo-
tient) semiring of series with Boolean coefficients, in two commuting variables, called M2 [[y, 4]]
(see [2, Chap. 5]). The indeterminates v and § have natura interpretations as shiftsin dating and
counting. The complete behavior of the system can be represented by simple —often small— com-
mutative rational expressions[2],[18, Chap. VII-X] (see also [28] in amore general context).

3.8 Symmetrization of the (mmax, 4+) Semiring

Let ustry toimitate the familiar construction of Z from N, for an arbitrary semiring S. We build the
set of couples 82, equipped with (componentwise) sum (z/, ") & (v, y"') = (2’ @ ', 2" ® '), and
product (z', ") @ (v',y") = (z'y @ «"y", 2'y" & 2"y'). Weintroduce the balance relation

(]f/, ;l‘”)V(yl, y//) II @ y// — ;l?” @ yl )
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We have Z = N2%/V, but for an idempotent semiring S, the procedure stops, since V isnot transitive
(eg. (1,0)V(1,1)V(0,1), but (1,0) X7(0,1)). If we renounce to quotient 2, we may still ma-
nipulate couples, withthe & operation &(z’, ") = (2", z'). Indeed, since © satisfiesthe sign rules
6z =u=z, @( Dy) = (02) ® (0y), S(xy) = (6x)y = z(0y), ardsincezVy <— 2o yV0
(wesetzoy Yo (ey)), itisnot difficult to see that all the familiar identitiesvalidin ringsadmit
analoguesin S2, replacing equalities by balances. For instance, if S iscommutative, we have for all
matrices (of compatiblesize) with entriesin $? (determinants are defined as usual, with & instead of

_):

det(AB) V det A det B, (30)
Pa(A) VO  where Py(X) = det(A & Ald) (Cayley Hamilton). (31)

Eqn 30 can be written directly in S, introducing the positive and negative determinants dett4 =
Do oven Ricicn Aioi), A = P 14a R 1<« Aio(i) (the sums are taken over even and odd
permutations of {1, ... ,n}, respectively). The balance (30) is equivaent to the ordinary equality
dettAB & dettA det B @ det"A dettB = det=AB @ dettA dettB @ det=A det=B, but (30)
is certainly more adapted to computations. Such identities can be proved combinatorially (showing
a bijection between terms on both sides), or derived automatically from their ring analogues using
a simple argument due to Reutenauer and Straubing [36, Proof of Lemma 2] (see also the transfer
principlein[18, Ch. I]).

ButintheR ., case, onecan do much better. Consider the following application of the Cayley-
Hamilton theorem:

A= [ﬁ] A2 etr(A)A @ det AVO, e A’@2d=1Aa7Id .

Obvioudly, we may diminate the 21d term which will never saturate the identity (since2 < 7), and
obtain A2 = 1A @ 71d. Thus, to some extent 7 © 2 = 7. This can be formalized by introducing the
congruence of semiring:

(II,IH) R (yl’y/l) o (rl # ;l?/l,yl # y// and ;13’ @ yll — ,]j// @ y/) or (rl’r,‘/) — (y/’y//).

The operations®, &, ® and therelation V are defined canonically on the quotient semiring, S ax =
R2 /=, whichiscaled the symmetrized semiring of IR ,,.x. This symmetrization was invented in-
dependently by G. Hegediis [26] and M. Plus[34].

IN Smax, there are three kinds of equivalence classes; classes with an element of the form (a, 0),
identified to a € Ry,,x, and called positive, classes with an element of the form (0, a) denoted &a,
called negative, classeswith asingleelement (a, a), denoted «* and called balanced, sincea* V0 (for
a = 0, thethree above classes coincide, we will consider 0 as both apositive, negative, and balanced
element).

We have the decomposition of S ., in Sets of positive, negative, and bal anced elements, respec-
tively

Smax=S® _US® US?®

max max max °
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This should be compared with Z = Z* U Z~ U {0}. Forinstance, 36 2 = 3,26 3 = &3, but
363 =3*. Wesay that an element issigned if it is positive or negétive.

Obvioudly, if asystem Az = b has a solution, the balance AzVb has a solution. Conversaly if
AzVbhasapositivesolutionz, andif A, b arepositive, itisnot difficult toseethat Az = b. Itremains
to solve systems of linear balances. The main difficulty is that the balance relation is not transitive.
Asaresult, zVa and cx Vb do not imply caVb. However, when z issigned, theimplicationistrue.
This allows us to solve linear systems of balances by elimination, when the unknowns are signed.

Theorem 18 (Cramer Formulag). Let A € (Smax)”™", and b € (Smax)”. Every signed solution
of AzVb satisfies the Cramer condition Dx;V D;, where D is the determinant of A and D; isthe
i-th Cramer determinant®. Conversdly, if D; issigned for all 4, and if D is signed and nonzero, then
z = (D' Dj)1<i<n istheunique signed solution.

The proof can be found in [34,2]. For the homogeneous system of n linear equations with n un-
knowns, AzV0 has a signed non zero solutioniff det AV 0 (see [34,18]), which extends a result of
Gondran and Minoux (see [22]).

Example 19. Let ussolvethetaxicab eigenproblem Az = 52 by diminationin S ., (A isthematrix
shown in Fig 1). We have

5%, @4z, Txa VO (329)

421 ©b5x2 D 63D 324 V 0 (32b)
4z, 0523V 0 (320)

524 VO . (32d)

The only signed solution of (32d) isz4 = 0. By homogeneity, let us ook for the solutions such that
z3 = 0. Then, using (32c), we get 42, VHz3 = 5. Since we search a positive x5, the balance can be
replaced by an equdity. Thusz» = 1. It remainsto rewrite (32a),(32b): 5*z,V & 5, 4z, V6°*, which
istruefor z; positiveiff 0 < z; < 2. Thetwo extremal values give (up to a proportionality factor)
the basis eigenvectors already computed in Ex. 19.

Determinants are not so easy to compute in S, Butkovi€ [8] showed that the computation of the
determinant of amatrix with positiveentriesis polynomially equivaent (we have to solve an assign-
ment problem) to the research of an even cyclein a(directed) graph, a problem which is not known
to be polynomial. We do not know a non naive algorithmto compute the minor rank (=size of a max-
imal submatrix with unbalanced determinant) of a matrix in (R max)"”*?. The situation is extremely
strange: we have excellent polynomid iterative algorithms [34,18] to find a signed solution of the
square system Az Vb when det A # 0, but we do not have polynomial a gorithmsto decide whether
AzV0 has a signed non zero solution (such algorithms would alow us to compute det A in poly-
nomial time). Moreover, the theory partly collapsesif one considers rectangular systems instead of
square ones. The conditionsof compatibility of A=V 0 when A isrectangular cannot be expressed in
terms of determinants[18, Chap. I11, 4.2.6].

5 Obtained by replacing the i-th column of A by b.
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Historical and Bibliographical Notes

The (max, +) algebrais not classical yet, but many researchers have worked on it (we counted at
least 80), and it is difficult to make a short history without forgetting important references. We will
just mention here main sources of inspiration. The first use of the (max, 4+) semiring can be traced
back at least to the latefifties, and the theory grew in the sixties, with works of Cuninghame-Green,
Vorobyev, RomanovskiT, and more generally of the Operations Research community (on path age-
bra). The first enterprise of systematic study of this algebra seems to be the seminal “Minimax al-
gebra’ of Cuninghame-Green [15]. A chapter on dioids can be found in Gondran et Minoux [21].
The theory of linear independence using bideterminants, which is the ancester of symmetrization,
was initiated by Gondran and Minoux (following Kuntzmann). See [22]. The last chapter of “Oper-
atorial Methods” of Maslov [32] inaugurated the (max, +) operator and measure theory (motivated
by semiclassical asymptotics). There is an “extrema agebra’ tradition, mostly in East Europe, ori-
ented towards algorithms and computational complexity. Results in this spirit can be found in the
book of U. Zimmermann [44]. This tradition has been pursued, e.g. by ButkoviC[7]. Theinclineal-
gebras introduced by Cao, Kim and Roush [10] are idempotent semirings in which a & ab = a.
The tropical semiring was invented by Simon [39]. A number of language and semigroup oriented
contributions are due to the tropical school (Simon, Hashiguchi, Mascle, Leung, Pin, Krob, Weber,
... ). Seethe survey of Pinin[24], [40,25,29,28], and the references therein. Since the beginning
of the eighties, Discrete Event Systems, which were previoudly considered by distinct communities
(queuing networks, scheduling, . . . ), have been gathered into acommon a gebrai c frame. “ Synchro-
nization and Linearity” by Baccelli, Cohen, Olsder, Quadrat [2] gives a comprehensive account of
deterministic and stochastic (max,+) linear discrete event systems, together with recent algebraic re-
sults (such as symmetrization). Another recent text isthe collection of articles edited by Maslov and
SamborskiT [31] which is only the most visible part of the (considerable) work of the Idempotent
Analysis school. A theory of probabilitiesin (max, +) agebramotivated by dynamic programming
and large deviations, has been developed by Akian, Quadrat and Viot; and by Del Mord and Salut
(see[24]). Recently, the (max, +) semiring has attracted attention fromthelinear al gebracommunity
(Bapat, Stanford, van den Driessche [3]). A survey with avery complete bibliography isthearticle of
Maslov and Litvinov in [24]. Let us aso mention the forthcoming book of Kolokoltsov and Maslov
(an earlier version isin Russian [30]). The collection of articles edited by Gunawardena [24] will
probably givethefirst fairly global overview of the different traditionson the subject.
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