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Une preuve de terminaison faible du Ao-calcul
simplement typé

Résumé : Nous montrons que réduire n’importe quel Ao-terme simplement typé en ap-
pliquant toujours les régles de o le plus tot possible est un processus qui termine. Ceci est
prouvé a l’aide d’une traduction vers le A-calcul simplement typé, et de méme pour le Aogy-
calcul avec réduction prioritaire par . Ceci est valide méme en présence de méta-variables
de termes et de substitutions. En fait, toute réduction termine dés qu’on ne contracte que
les (B)-rédex qui apparaissent sous des contextes dits sirs. Les résultats énoncés plus haut
s’en déduisent car dans toute forme o-normale, resp. og-normale, tous les contextes autour
de termes de sorte 1" sont surs.

Mots-clé : Ao-calcul, substitutions explicites, terminaison, A-calcul, types simples



Introduction

Although the simply-typed Ao-calculus does not terminate strongly [Mel94, Mel95], it terminates in the weak
sense: every typed term has some (unique) normal form. We present a refined proof of this fact. In fact, we
prove the widely believed claim that every reduction where o steps are applied eagerly is finite.

For the sake of generality, we prove this result even in the presence of term and substitution metavariables,
and for a general Ao-calculus that encompasses both the original Ao-calculus [ACCL90] and the A&-calculus
of [HL89]. The techniques that we use are basically the same as in [GL97], where they are used for a more
complicated calculus.

The plan of the paper is as follows. We recapitulate some basic definitions in Section 1 and prove a few
preliminaries in Section 2. In Section 3, we prove the main theorem of this paper: every reduction where (5)-
contraction occurs only under so-called safe contexts always terminates. This result is applied in Section 4
to show that all normalization strategies that apply o (resp. o) eagerly in the Ag-calculus (resp. in Aoy,
a.k.a. AE) terminate.

1 Definitions

Consider the language Aoy defined as 17'U S, where the sublanguage 1" and that of explicit substitutions or
stacks S are given by:

T o= Vp|AT|TT|T[S]]1
S = Vg |SoS|id|T-S|tNS
where Vp and Vg are digjoint infinite sets of term variables z, y, z, ..., and stack variables X, Y, 7, etc.

The set of Ao-terms is the subset of Aoy-terms where ) does not occur.

We call (untyped) Ac-calculus the rewrite system of Figure 1. It is a slight generalization, in the sense
that it can simulate every reduction, of both the Ao-calculus of [ACCL90] and of the Aoy-calculus of [HL89]
(where it is named AE). Notice that, because of rule (5 {}), all the other rules with {} in their names are
superfluous. The Aog-calculus is the rewrite system defined by all rules of Ao without the three rules with
an 7 in their names. (The latter is basically group (B) of [GL96], while the former is group (B) plus part of

group (H)).

B O = ] O TEIE )

([td])  ulid] = w (n°) 1-t—id

(oid) woid 5 u (p-o) (L[u]) - (1 ou) = u

(ido) idou—u (r 1fru] =1

0 (ulo)le] = ulo o u] (1) 1ffuocu] 1

(o) (uowv)ow = uo (vow) (1) toffu—uot

(1) 1u-v] = u (Mro) to(ffuov) = uo(tov)
1) to(u-v) > v () f uo v =1 (uov)

() (u-v)ow — (ufw]) - (vow) (fiffo) fuo(fvow)>ff(uov)ow
(A) (Au)[w] = A(u[fr w]) () fruo(v-w)—=v-(uow)
(app) (uv)[w] = (u[w])(v[w]) (frid) frid—id

Figure 1: The Aoy-calculus

The purpose of this paper is to show that the simply-typed Ao-calculus terminates, when rewrites are
restricted to be o-eager rewrites,i.e. rewrites of the form:

u—s *ul—)(ﬁ) u'1—>0 *uz—)(ﬁ) u'2—>0 RPRAY *uk—)(ﬁ) u%—)a L

where u1, ua, ..., ug, ... are o-normal. And similarly, that the simply-typed Aoy-calculus terminates, when
rewrites are restricted to be op-cager rewrites, defined similarly.



The typing rules are given in Figure 2. Types are either term types or stack types. Term types are
sequents T 7, where 7 is a formula and T is a finite list of formulas 7, ..., 7,, -, where - marks the end of
the list; formulas 7 are either atoms A, B, ..., or implications (arrow types) 73 — 7. Stack types are similar
sequents ' - A, but A is a finite list of formulas as well. For simplicity, we shall assume that the calculus
is given in Church style: variables zpp, are annotated with their type I' F 7; we write them 2 when no
confusion arises. (Writing terms in Church style will allow us to translate Ao-terms to A-terms in Section 3;
otherwise, we would need to translate typing derivations of Ao-terms to typing derivations of A-terms, which
is not that different, but would be much less readable.)

— (Varg) — (Vary)
Xﬂ.AZFf—A ' ;‘L’r;.-,-:Ff‘T '
!
zd:FI—F()
uw: 'k v:THFA (, E1)
(1) 1 lhro
u-v:TETA ° 7 T
= T
ftu:rn,THTA )
u:r,['Fmy u:T'kr—=m v:Tkm
— (=1 (= E
MM:THFm =7 wv: Tk 7
u:AFA v:TFA u:AFT v:Fl—A(C )
Cut ut
uov:THA (Cuts) up]:TkFT T

Figure 2: Typing rules

To get a calculus in Church style, we also need to annotate the terms 1, 1, id and 1} u with types agreeing
with the rules of Figure 2. We shall usually write these terms without their type annotations when context
permits, however.

Then, every typed term has a unique type. There is a unique way of lifting the rules of Figure 1 to the
typed case so that the resulting typed calculus has the subject reduction property: see Figure 3.
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Figure 3: The typed reduction rules



2 Other Preliminaries
Lemma 1 o is a terminating rewrite system.

Proof: We use Zantema’s distribution elimination technique [Zan94]. (Refer to this paper for notations
and concepts; our o is slightly more complicated than the o that Zantema considers, but the argument is
similar.) We actually show that ¢ is totally terminating, i.e. that the reduction relation for ¢ can actually
be extended to a total well-founded quasi-ordering on terms. Total termination implies simple termination,
which is the fact that o plus all rules of the form f(...,u,...) = u, for every function symbol f, terminates.

Now consider the following rewrite system ¢/, which is obtained from o by replacing u[v] by u o v, uv by
u - v, td by 1- T, merging duplicate rules, eliminating rule (n-) and adding rule (d {):

df) fruo(v-w)—= (fuowv) (ffuow) 1) ffw—1-(wo?)
(oid) wo(l-1) 5 u o) (lou)-(ftou)—>u
(ido) (1-t)ou—u 1) loffu—1

o) lo(ffuow)—low
M) tofu— uot
tMro) fo(ffuowv) = uo (1 ov)
M) fruofo— (uow)
o) fruo(ffvow) o (vov)ow
9 fuo(v w)—=v-(wow)
frid) 4 (1) = (1 1)

If o’ is totally terminating, then it is clear that o is totally terminating as well. Let indeed > be any
total well-founded quasi-ordering extending the rewrite relation of ¢/. This induces a total well-founded
quasi-ordering on Ao-terms that extends all the rules in ¢ except (n-) (for which both sides are equivalent).
Let > be the quasi-ordering such that u >’ v if and only if u has more occurrences of - than v: then the
lexicographic product of > and >’ is a well-founded total quasi-ordering extending the rewrite relation of o.

Now call a rule embedding if and only if its right-hand side is homeomorphically embedded in its left-hand
side (i.e., it can be simulated by a sequence of rewrite steps of the form f(...,u,...) = u). The rules (oid),
(¢do), (1), (1), (m-2), (1 1), (1 1+ o), (ft id) are embedding. Since total termination implies simple termination,
o’ is totally terminating if and only if ¢/ minus these rules is. Moreover, (ff ) can be simulated by (d 1)
plus embedding, so we can ignore the former for purposes of total termination. To sum up, ¢’ is totally
terminating if and only if the following system ¢’ is totally terminating;:

df) fruo(v-w)— (fuowv): (ffuow) ) ftw—=1(wot)

(o) (uov)ow — uo (vow) toftu—uot

(n
(1)
(o) tTo(ffuowv) = uo(fov)
(ffh
(fft

(
(
(
(
) (uov)ow — uo (vow) (
) o(u-v) > u (
) (
“v)ow— (uow) - (vow) (

(

(

u)ow — A(uo ) w)

N S~
> —r = 0

1
To(u-v) =v
(u

) (A

) ftuoftv—=1 (uovw)
o) ffuo(ffvow) =t (uov)ow

() (u-v)ow— (uow) - (vow)
(A) (Au) o w = A(uo ft w)

Now, in ¢’ the rules (d f}) and (-) are distribution rules for -, and no other rule features - on the left-hand
side. Zantema’s theorem [Zan94] then states that the rewrite system o'’ obtained from ¢ by dropping these
distribution rules and replacing each rule with some subterm u - v on the right-hand side by two rules, one
with u - v replaced by u, the other with u - v replaced by v, is totally terminating if and only if ¢’ is. Here is
U.III:
tw—1 ft w— wot
(uov)ow — uo (vow) toffu—>uot
to(ffuov) = uo(fov) ftuo ft v =1 (wow)
ffuo(ffvow) = (uov)ow (Au)ow — A(uo 1t w)

" is then proved totally terminating by using two polynomial interpretations P; and Ps, ordered lexico-



graphically, as in [HL89]; we let:

Py Py
uov uv u(v+1)
ftu u 3u
1 2 1

2 |

Au u+1 u
Using the fact that P;(u) > 2 for every term u, and Pa(u) > 1, a quick calculation shows that for every rule
I — r but the last one (i.e., (X)), Pi(l) > Pi(r) and Py(I) > Ps(r), while in the case of (A) Pi(l) > Pi(r). Tt

follows that ¢ is totally terminating. O

In fact, o is locally confluent, as a Knuth-Bendix test shows, whether as the subsystem of Figure 1 or Figure 3,
so0 1t is convergent; but we shall not be interested in this property here.

3 Reduction Under Safe Contexts Terminates

We translate each Ao-term with Church-style typing into a family of A-terms, typed a la Church as well. Let
T be a given arbitrary type. We assume that we have infinitely many variables of each type.
With each term variable @, . -, +r of Ao, we associate a variable &, 7, 5Tr of the A-calculus of

the indicated type. Similarly, we map each stack variable Xoytuybrt, o, o2 list X, Tio T Tl 5

D Xn s s T, 5 Xkl 1y 7, T T of A-variables of the indicated types. (The cons operator
i 1s just a meta-linguistic way of forming lists; it is assumed to be right-associative.) We do not assume the
mapping to be injective in any sense.

Our translation maps every Ao-term u of type 71,...,7,, - F 7 to a function [u] taking a list of n 4+ 1 A-
terms 1 i1 ... 1ty 1 tny1 Of respective types 71, ..., 7, and T, and returns a Ad-term [u](¢1 2 ... ity i tng1)
of type 7. Similarly, our translation maps every Ao-term u of type m1,..., 7, - F 7{,..., 7./, - to a function
[u] taking a list of n 4+ 1 A-terms #y ::...:: ¢, 21,41 of respective types 7, ..., 7, and T, and returns a list
of n’ + 1 A-terms of respective types 7{, ..., 7/, and T. The translation is given in Figure 4.

[[1’71,...,7",~I—T]](t1 NN R tn+1) = i"rAl—}...—rrn—>T—}Tt1 .. -tntn-l—l

[[Xrl,m,rn,J—T{,...,T;,,~]](t1 NN S e tn-l-l) = (Xl T1—>...—}Tn—>T—>T{t1 e ~tntn+1)

o (Xn/ T1%---—>Tn—>THT:L,t1 .. .tntn+1)

o (Xn’-l—l T1—>...—>Tn—>T—>Tt1 <. ~tntn+1)
[Au](s) =Xz; - [u](z::s) whereu:7, T F 7
[uv](s) = ([u1(s))(T¥1(s))
[u[v]](s) = [u](T¥1(s))
[1rre-](E 20 8) =1t
[uov](s) = [u] ([v](s))
[idrer](s) =5
[u-v](s) = [u](s) = [v](s)
[trrer](t o s) =5
[ u](t::s) =t [u](s)

Figure 4: Translation to the simply-typed A-calculus

The g rule (Az - t)t' — ¢[t'/z] defines a rewrite relation on A-terms that we again write —. Recall that
the simply-typed A-calculus terminates [Kri92]. We write —¥+, resp. —*, its (resp. reflexive) transitive
closure. These notions are extended to lists: 41 ... ity ity —* ) oo d) ) if and only if
ti —*tiforeveryi, 1 <i<mn+Tl;andty ...ty sty — T8 oot t, 41 if in addition #; —T
for some 7, 1 <i<n+1.



We define the quasi-ordering > and the strict ordering > on typed Ao-terms by: u = v if and only if u
and v have the same type and [u]/(s) —* [v](s) for every list s of A-terms of the right types. (Observe that
> 1s an ordering, in particular it is irreflexive precisely because there are A-terms of any given type, namely
variables.) Similarly, u = v if and only if u and v have the same type and [u](s) —* [v](s) for every list s
of A-terms of the right types. We also let u &~ v if and only if [u](s) = [v](s) for every list s of A-terms of
the right types.

The interpretation is monotonic in the following sense:

Lemma 2 If s —* §', then [u](s) —* [u](s').

Proof: We claim that for any terms ¢4, ..., s, tn41 of the right types, for any fresh variables z1, ..., @,
Zp41 of the right types:
[ul(t1 ot b)) = [ul(z1 oo @n g 1) B /21, -t /@0, tng1 [ Tnga]

where substitution is extended componentwise when u is a stack. The lemma follows immediately from the
claim, while the claim is proved by structural induction on u.

If w = ww], then [u(t1 == ... =ty o tuqq) = [](th = ..o wt), o, ), where #) .0t
thipr = [wl(ty = ity 0 tnqq). By induction hypothesis, ¢4 ...ty ity = [w](zg 0.y,
Tppr)ti/zr, ot /T tagr /Enga]. Letr (1) 2 oot tg,_l_l be [w](z1 = ...t &y 2 ®py1), then for
each i/, 1 <i' <n'+1: (2) t,, = ti[t1/x1,. .. tn/2y).

Then:

(t1 o oitn itng)
v

I

=[ol(t) ooty ntnyy)
= [ (2] : s )0 /er ot ety /e ,] (by induction hypothesis again)
=[oll(zy =y )

[tlll[tl/mla B ~atn/:’3natn+1/mn+1]/mlla e ';txl-(hl[tl/ml; B ~atn/mnstn+1/mn+1]/m;'] (by (2))
=[oll(zy oo oy g ) /20t et et e 1 [ ga]
=[ol(¢) =ty ) B/, oo te/2n, a1 /2nga]  (by induction hypothesis again)
=[ul(zr .o s epy) [t /2, tn/®n b /ang]  (by (1))

If u = v o w, then the argument is identical, while all other cases are trivial. O

Recall that a context C is any term with a distinguished occurrence _, which we call the hole. For any
term ¢, C{t} denotes C with the hole replaced by #. Similarly if ¢ is itself a context, in which case we get a
new context.

The interpretation is then also monotonic in the following sense:

Lemma 3 Ifu > v, then C{u} = C{v} for any context C. If u ~ v, then C{u} ~ C{v} for any contezt C.

Proof: The case of & is trivial, because our definition of [_] is compositional. That is, for any context C,
there is a functional [C] such that, for every u, [C{u}] = [C]([«]): this is an easy structural induction on C.

We prove the first claim by structural induction on the context C as well. The base case, when C is
the empty context _, is clear. Otherwise, the induction case reduces to the elementary cases that whenever
u > v, then f(...,u,...) = f(...,v,...) for each function symbol f in the language of Ao and each argument
position.

For example, if f = A: [Au](s) = Az - [u](z it s) —* Az - [v](z :: s) (since u > v) = [Av](s). Since s is
arbitrary, Au > Av.

The cases when f is the application symbol or the - pair operator (whatever the argument position), or
the {} lift operator are equally easy.

When f is the _[] operator, we have two cases. At argument position 1, we must show that u > v entails
u[w] = v[w]. But this is trivial, since Ju[w]](s) = [u]([w](s)) —* [v]([w](s)) (by assumption) = [v[w]](s).
At argument position 2, we must show that u > v entails wlu] = wlv]. But [wlu]](s) = [w]([«](s)) —*
[w]([¥](s)) (since u = v and by Lemma 2) = [w[v][(s). The case of o is entirely analogous. O

Observe that the interpretation is not strictly monotonic, in that u > v does not imply C{u} = C{v}, only
C{u} > C{v}: consider the context C =1 o(_- w) for some w. This leads to the following definition:



Definition 1 A context C is called safe if and only if u = v implies C{u} = C{v} for every terms u and v
of the same type such that C{u} and C{v} are typable.

We shall see in Section 4 that there are enough safe contexts to all typed Ao-terms to be reduced to normal
form by reductions under safe contexts.

Lemma 4 For each rulel — v except () in Figure 3, I &~ r. For rule (3), | = r.

Proof: We omit all type information unless strictly necessary.

Rule (5): 1)

(s
= ([Md](9))([v](s))
= (Az - [u] (2 2 5))([v](s))
[vl(s)/=]

— ([ul(z = 5))

[
= [ul(lv](s) = 5)

by Lemma 3, while [r](s) = [u]([v-id](s)) = [u]([v](s) :: s).
The cases of rules ([id]), (oid) and (ido) are obvious: [I](s) = [*](s) = [u](s) in all three cases.

Rule ([I): [11(s) = [u[]]([w]l(s)) = [ul(le]([w](s))) = [ul([veo w](s)) = [u[ve w]](s), and similarly for

rule (o).

Rule (1): [11(s) = [0 ([x - ©1(s)) = [1([ed(s) = [el(s)) = [wl(s) = [r](s)-

Rule (1): [1(s) = [1]([u - 0](s)) = [11([u](s) :: [v](s)) = [0](s) = [r](s).

Rule (1) [l)(s) = [u-v]([w](s)) = [u]([wl(s)) = [l(lwl(s) = [ufwll(s) = [vowl(s) =
[(ulw]) - (vow)](s) = [r](s). .

Rule (A): [(s) = [Aul([w](s)) = Azr - [u](z :: [w](s)), while [r](s) = Azr - [u[ft w]](z = s) = Az -
([ w](z = ) = Aer - [l = = [w](5)).

Rule (app): similar argument as for rule ().
Rule (n 1): [1(¢ 2 s) = ¢ 2 [w](s), while [#](z 2 s) = [1](¢ = s) = [wo (¢ 2 8) = ¢ = [wo T](¢ = s) =
[wl([1(¢ :: 5)) =t = [ul(s).

Rule (n-): [I0(t =2 s) = [1](t == s) =[] = 8) =t == s = [r](¢ :: s); and ¢ :: s is the most general form of
argument to [{] by typing, so [ ~ 7.

Rule (n-0): I = (1[u]) - (T ou) ~ (1- 1) ou (by case ([])) ~ id o u (by case (n-)) = u = r (by case (ido)).
Observe that we have used Lemma 3 (the & part) implicitly throughout. All the other rules are dealt with
similarly:

Rule (1): = 1 u] & 1[1 - (wo )] (by (1) ~ 1= r (by (1)),

Rule ({1 o); 1= 1 wo o] ~ 1[(1- (ua 1)) o] (by (1) ~ L(1[6]) - ((wo ) 0 0)] (by () ~ 1fe] =1 (by

1)),

Rule (1): 1 T fruxto(l:(uot)) (by (n1)) ~ uot=r (by (1))

Rule (1 o): I =t o(ff uov) m1 o((1: (uo 1)) ov) (by (n 1)) =1 o((1[v]) - ((wo ) o v)) (by (-)) = (uo 1) ow
(by (1) (1 or) = (by o).

Rule () 1 =f o 0% (10 e o by (3 ) = (160 e]) (w0 1o ) (b ()= 1-({ve ) 1)
(by (1)) = 1-(uo(toftv)) (by (o)) = 1:(uo(vot)) (by (1)) = 1-((uov)o1) (by (o) used in the opposite
direction) (u ov) =r (by (1 1) used in the opposite dlrectlon)

Rule (it o): I =ffuo (ffvow) = (ff uo ) v) ow (by (o) used in the opposite direction) =1} (uov)ow =r
(by (1H):

Rule (ft -): { =ft uo(
~o ((uo 1) o (v w)) (by

Rule (}id): [ =1 id =

)% 1o ) ols ) b (1) = (1wl (e §
)~ v (uo (T o(v-w)) (by (o)) A v~ (uow) =r (by (1).
(ido 1) (by (1)) % 11 (by (ide)) ~ id = r (by (5)). O

v w)
(1) =
1.

Tt follows:

Theorem 5 (Main Theorem) Every reduction in the typed Ao-calculus, where every contracted (3)-redex
occurs under a safe context, is finite.



Proof: Any step in such a reduction is either a (§)-contraction C{(Au)v} — C{u[v-id]}, then C{(Au)v} =
C{ufv - id]} by Lemma 4 and the fact that C is safe; or a o-contraction v —, v, where u & v by Lemma 4
and Lemma 3. Therefore each rewrite step is strictly decreasing in the lexicographic product of > and —},
which is well-founded since the typed A-calculus terminates (for ») and o terminates (by Lemma 1). O

4 Some Safe Contexts

It remains to produce some non-trivial safe contexts:

Definition 2 Let the syntactically safe contexts be defined as those in Sy U Sg, where:

Sr = _|ASr | SrT | TSr | Sr[S] | Vr[Ss] | 1[8%]
Ss =85 |Sr-S|IT - Ss|1Ss |t SoSs|Ss0S
St =VsoS8s|toS;|S50S

Before we show Lemma 7, we need the following technical lemma. Let ¢! be defined by tl(t :: s) = s, and
let 4" be defined by: t1%(s) = s, t1"T' =tl o tI".

Lemma 6 For every contert C' in 8§, there is a stack variable X, a proper subcontext C of C' in Sg and
an integer m € N such that, for every term u such that C'{u} is well-typed, for every s’ of the right type, for

some s, [C'{u}](s") = 1™ ([X](IC{u}](s)))-

Proof: By structural induction on €’. This is obvious if ¢’ has the form X o C, with C € Sg: m = 0 and
s=s.

If C" =1 oC" with C" € 8%, then for every u such that C'{u} is well-typed, in particular C"{u} is well-
typed, so by induction hypothesis [C"{u}](s’) = ™ ([X]([C{u}](s))) for some m > 0 and some s. Then
[C'ul](s") = [ {ul](+) = (IC Tl )() = 0™ (IXT(ICub(5)))-

If ¢ = C" o w, where C" € 8%, then for every u such that C'{u} is well-typed, in particular C"{u} is
well-typed, so by induction hypothesis, for every s} of the right type, [C"{u}](s}) = /" ([XT([C{u}](s1)))
for some m > 0 and some s;. Then [C'{u}](s") = [C"{u}]([w](s")); letting s} be [w](s"), [C'{u}](s") =
e {u}](s1) = ™ (IXY(C L] (51)))- O

Lemma 7 FEvery syntactically safe context is safe.

Proof: We have to show that if u = v, then C{u} = C{v} for any syntactically safe context C. This is
by structural induction on C, using Definition 1. The base case, when C is the empty context _, is clear.
Otherwise:

If C = ACq, where C; € Sy, then [C{u}](s) = Az - [C1{u}](z :: s) —T Az - [C1{v}](z :: 5) = [C{v}](s) by
induction hypothesis. Similarly when C = Cyw or C = wCy, or C = C1 - w for some term w and some C; € Sy,
or C =t C; or C = w -y for some term w and some C; € Ss.

If ¢ = Ci[w] for some C; € 8y and some stack w, then [C{u}](s) = [Ci{u}]([w](s)) —*
[Ci{v}]([w](s)) = [C{v}](s) by induction hypothesis. Similarly when C = C; o w for some C; in Ss and
some stack w.

If C = #[C1] where z is an term variable and C; € Ss, then [C{u}](s) = #t1 .. .tntny1 where ¢4 ... =
tn i thyr = [Ci{u}](s) —F [Ci{v}](s) by induction hypothesis. Let (¢{,...,%] ;1) be [Ci{v}](s): this
means that ¢; —* t{ for every i, 1 < i < n+ 1, and that t; —* ¢ for some i. So #t1...thtpy1 —+
zth . tt g = [C{u}](s).

It remains to deal with the cases when C is in 8%, and when C is of the form 1[C'] or f} wo C’ with €' € S%.

Consider first the case where C is some context ¢’ in 8. By Lemma 6, there is a stack variable X, a
proper subcontext C; in Sg and an integer m > 0 such that for every u of the right type, for every s’ of the
right type, there is a A-term s such that [C'{u}](s") = /" ([X]([C1{u}](s))). Let X be Xpy;, . where

p



by typing p > m. Let also # ::... ity toqq be [Cir{u}](s), and 2] == ...ty ot ) be [C1{v}](s). Then:

[C'{u}](s")

=" ((Xltl cotntagt) e (Xty e tatagt) 5 (Kongats o tntngr) oo o (Xppats .tntn+1))
= (f(mﬂtl ctntngr) ()“(pﬂtl ctntnygr)

— T (X th ot ) o (X th ot 1) (by induction hypothesis)

— ((Xltfl ) s (Xt ) s (Xt A ) s (Xt .t;t;m))

= [C'{v}](s")

so C{u} > C{v}.
If C = 1[C’], then taking the same notation as above:

(s
= Xomg1tt - tntngn
—* Xnqath .. .1t 11 (by induction hypothesis)

= [C{v}](s")

(observe that now p > m by typing) so again C{u} > C{v}.
And if C =y wo (', then:

[C{ull(+)
= (Xmrts o tntngr) = [w] (@([C{u}](s"))
—* (Xmg1t1 - tntngr) = [w]@UIC' {v}](s")) (by Lemma 3)

—t (X t] . Antnyr) o [wl(@I([C'{v}](s")) (by induction hypothesis)

= [C{o}1(s")
so C{u} > C{v}. O
Lemma 8 Let C{u} be a o-normal simply-typed term, where u € T'. Then C is a syntactically safe context.

Proof: Recall that the o-normal forms ([Rio93], p.76) are all elements of the languages described by the
following grammar:
InT: to=1[X|tt|Vr | Vr[s]]|1[s']
InS: su=s|id|t-s
s =1 Vs [ Vs os | os

(Although our ¢ is different from Rios’, it is easy to see that it has exactly the same normal forms.) Therefore
the contexts having a hole accepting terms of T' are elements of the languages defined by the grammar:

InT: Ciu=_|AC: | Cit |tCy | Cifs] | Vr[Cs] | 1[C!]
InS: Csu=C|Cy-s|t-Cy
C!:=Vgs0Cy |1 oC!
which clearly defines sublanguages of Sy, S and S§ respectively, proving the claim. O

Corollary 9 In the simply-typed Ao-calculus, every o-eager rewrite is finite.

Proof: 1In every o-eager rewrite, every () is performed under a syntactically safe context by Lemma 8.
This context is safe by Lemma 7, so Theorem 5 applies. O

We can do the same thing with the Aog-calculus and op-cager rewrites:

Lemma 10 Let C{u} be a oq-normal simply-typed term, where u € T. Then C is a syntactically safe context.



Proof: An easy argument, similar to those found in [Rio93], shows that the oy-normal forms are all in the
languages described by the following grammar:

InT: tao=1|X|tt|Vr|Vrls]|1[s]
InS: su=s|id|t-s|fts|ftsos
s' =1 Vs | Vs os [} os’

Indeed, we show by structural induction on the og-normal term u that: (1) if u is in T, then u is in language
t, (2) if u is a stack, then u is in language s, (3) if u is a stack and 1[u] is oy-normal, then u is in language
s', (4) if u is a stack and 1 ou is oy-normal, then u is in language s', and (5) if u is a stack and f} v o u is
og-normal, then u is in language s'.

First, observe that (2) implies (3): since 1[u] is og-normal, u cannot be id (by rule ([id])), a cons v - w
(rule (1) would be applicable) or a lift {t v (rule (1 {}) would be applicable), or of the form f} v o w (rule
(11} o) would be applicable).

Similarly, (2) implies (4), because of rules (oid), (1), (11) and (11} o). And (2) implies (5) because of
rules (oid), (1t -), () and () o).

We now show (2). Let u be a oy-normal stack. If u is in Vg or is 1, then u is clearly in s’, hence in s.
If u=1d orif uis a cons v -w or a lift {} v, then u is also in s. Finally, if u is a composition v o w, then in
particular v is in s; but v cannot be id (rule (ido) would apply), or a cons vy - v (rule (-) would apply), or a
composition v o vy (rule (o) would apply); so v must be of the form {} v; (then u has the form f} v1 o w with
vy € s and w € s by induction hypothesis; since (2) implies (5), w is actually in s', so u is in s), or v =1
(then u =1 ow, where w € s by induction hypothesis; since (2) implies (4), w is actually in s’, so u is in §,
hence in s), or v is a variable X in Vs (then u = X o w with w € s by induction hypothesis, so u is in s,
hence in s).

We now show (1). Let u be a oy-normal term in 7. If u is a variable in Vp, an abstraction Av, an
application vw or 1, then u is in ¢t. Finally, if u is of the form v[w], then v must be a variable in Vr or be
equal to 1: the other cases would be reducible by rules (), (app) or ([]). Moreover, by induction hypothesis
wisin s. If v is a variable z in Vp, then v = z[w] isin ¢. If v = 1, then u = 1[w] where w is in s, and since
(2) implies (3), w is actually in s’; so u is in ¢ again.

It follows that the contexts having a hole accepting terms in 7" are in the languages defined by the grammar:

InT: Ciu=_|AC:| Cit | tCy | Cifs] | Vr[Cs] | 1[C1]
InS: Ciu=CL|Ci s|t-CsIfCs |t Cs0s |tsoCl
C! :=Vg0C |t oC!

and it is easy to see that Cy, Cy, C! are respective sublanguages of Sy, Ss and 5. O
It follows:
Corollary 11 In the simply-typed Aog-calculus, every oq-cager rewrite is finite.

Proof: 1In every oy-eager rewrite, every (f) is performed under a syntactically safe context by Lemma 10.
This context is safe by Lemma 7, so Theorem 5 applies. O
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