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Abstract: This report presents some works on the LU factorization from the ScaLAPACK library. First, a
complexity analysis is given. It allows to compute the optimal block size for the block scattered distribution
used in ScaLAPACK. It also gives the communication phases that are interesting to overlap. Second, two
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Paragon and IBM SP2 systems.
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Optimisation d’une routine de factorisation LU utilisant les
recouvrements calculs/communications

Résumé : Ce rapport présente quelques travaux sur la routine de factorisation LU de la bibliotheque
ScaLAPACK. Premiérement, une analyse de complexité est donnée. Elle permet de calculer la taille de
blocs optimale pour la distribution bloc-cyclique utilisée dans ScaLAPACK. Elle donne également les phases
de communication qui peuvent étre recouvertes. Deuxiémement, deux optimisations basées sur les recou-
vrements calculs/communications sont données avec des résultats expérimentaux sur Intel Paragon et IBM

SP-2.
Mots-clé : Algebre linéaire paralléle, factorisation LU, recouvrements, ScaLAPACK



1 Introduction

The LU factorization is the kernel of many applications. Thus, the importance of optimizing this routine
has not to be proven because of the increasing demand of applications dealing with large matrices. Its
efficient parallel implementation can bring real improvements in the execution speed of the whole applica-
tion. The speed-up depends greatly on the kind of supercomputer chosen. Vector machines have very high
performances, but a prohibitive cost. Distributed memory machines seem to be a good balance between
performances and cost.

Portability is one of the key issue of computer programming. Many libraries have been designed to
ensure portability and performances across multiple architectures. The BLAS [4, 5, 10] and LAPACK [6]
are available on many platforms, provided by computers vendors. LU factorization was released in the
LAPACK package, using levels 1, 2 and 3 BLAS. ScaLAPACK [1] is the parallel version of a subset of
LAPACK. ScaLAPACK has been designed to ensure portability, performances and ease of use across many
parallel machines. Matrices are distributed in a block scattered way. Parallelism is hidden in a parallel
version of the BLAS called PBLAS [9]. Communications between processors on a virtual grid are done using
the BLACS package [7].

The aim of this paper is to show that improvements can be obtained in the existing ScaLAPACK LU
factorization routine by the use of overlap techniques.

The first section presents the parallel block LU decomposition. The second section presents a recent
bibliography on the parallel LU factorization. It contains a selection of papers that reflects the different
solutions for this problem. The third section presents a complexity study of the ScaLAPACK LU routines,
and two possible optimizations based on communication / computation overlap. The main goal of the
complexity analysis is to provide the optimal block size for the block scattered decomposition, but it also
gives information about the communication phases that may be overlapped.

2 Parallel Block LU Decomposition

In ScaLAPACK, the parallel LU factorization uses a block scattered decomposition of matrix A on a P x @
processors grid. The M x N matrix is divided in square blocks (r x r). Thus, each processor owns a local

matrix with {Pixr—‘ X {jSr—‘ blocks. This distribution is really suitable for the block LU decomposition and

it provides a good load balancing between processors.

Figure 1: Block scattered decomposition of a 12r x 12r matrix on a 2 x 3 grid.
Figure 1 shows how to distribute the r x r blocks of a 127 x 127 matrix on a 2 x 3 grid in a block scattered

way. Squares marked with a number represent a single block of the global matrix. For example, all grey
blocks belong to processor 0.
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The block LU decomposition consists in three phases, repeated as many times as there are block columns
to be factorized in the global matrix: instead of working on a single column of the global matrix A at a time,
r columns are factored at each step. And for convenience, the local L and U matrices are stored in place of

the matrix to be decomposed.

/—/H
A 00 A 01 L 00 0 U 00 U 01
M —_ [ )
A 10 A 11 L 10 L 11 0 U 1

Figure 2: First step of the block LU factorization.

pcol =0
prow =0
for k=0 to min(M,, Ny) — 1 by step r do
for :=0 to r—1 do
if (my_col = pcol) then
find pivot and its position
end if
broadcast the two values to all processors
exchange pivot rows
if (my_col = pcol) then
divide under-diag. elts. of col. 1 by pivot
update col. i+l to r—-1 /* _GER */
end if
end for

if (my_row = prow) then
broadcast Lgy to all processors of the prow row
solve Lgg.Ugy = Ag1 /* _TRSM */

end if

broadcast Lip; on processors rows
broadcast Up; on processor columns
update Ajy « Aj1 — L19.Upp /* _GEMM #*/

peol = (peol + 1)modQ
prow = (prow + 1)modP
end for

phase 3

phase 1

phase 2

Figure 3: Parallel block LU factorization using a block scattered data distribution.

According to Figure 2, the three steps are the followings:

e in order to obtain (Lgg, L1g) and Ugyg, a simple Gaussian elimination is computed on (

AOD
AlD

).
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Lgo.Uoo = Aoo (1)
L19.Upo = Aro (2)

o the Up; block is obtained by a triangular solve (see equation 3).

Lgo.Up1 = A1 (3)

e [11.U1; is given by equation 4. A matrix product is needed (A3 — L10.Ug1).

Lig.Uor + L11.Ui1 = An (4)

The three steps are recursively computed on Li;.U;1 to obtain Ly; and Uy;.

The general parallel algorithm is given in Figure 3. _GER is a level 2 BLAS, _TRSM is the level 3 BLAS
triangular solve routine and _GEMM is the general matrix product routine.

The ScalLAPACK routines PDGETRF and PDGETF2 execute the block LU factorization on a matrix distri-
buted in a block scattered way. Figures 4 and 5 represent the execution schemes of these two routines:

e PDGETF2 performs the factorization of a block column to compute Lgg,L1g, and Upg (phase 1 of the
general algorithm in Figure 3).

e PDGETRF calls PDGETF2, then updates the remaining blocks of the matrix to compute L11.U11, Ups
(phase 2 and 3 of the general algorithm in Figure 3).

3 Related Work

Various methods have been proposed to improve the parallel LU factorization. The corresponding papers
present experiments which are sometimes corroborated by complexity studies.

In [8], a row oriented method is presented with an efficient pivot selection. It uses a reverse spanning tree
broadcast to choose the real pivot among all the local pivots, owned by different processors. In ScaLAPACK,
it is now achieved by the BLACS operation _GMAX2D. Furthermore, in [2], a load balancing strategy for the
choice of the pivot is added to the row oriented method with a low cost row interchange.

Meanwhile, a row distribution supposes that the real pivot is often chosen on a different processor than
the owner of the current row. Thus, there are some communications to exchange and to broadcast the pivot
row.

In [11], a column-scattered distribution is chosen with the well-known pipelined ring algorithm. A
complete performance estimation is provided for distributed memory parallel machines, and compared to
experimental results.

In [3], a column-scattered distribution is chosen and asynchronous communications are used to overlap
computations (columns updates). A theoretical model is given for the complexity on a complete network
and a ring topology.

The two last methods are quite efficient because choosing the pivot on a single processor (instead of
all, like in [2, 8]) is very fast and exchanging rows occurs in local memory. Therefore, it uses a fine grain
parallelism.

ScaLAPACK LU is a block LU decomposition with a block scattered distribution of the data. In [9], a
complexity study and different assumptions on the choice of the block size and the grid size are proposed.
It appears that a rectangular grid with few rows of processors is optimal (for the reasons exposed upper).
Thus, it can use the best of the precedent methods but with coarse grain computations.

The block scattered distribution used in the ScaLAPACK LU factorization seems to be the most inter-
esting solution for distributed memory computers, as far as the block and the grid sizes are well chosen.
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searching for local
maximum value :

IDAMAX

searching for maximum
value between each
processor of the

in the current current block column :
processor column ? DGMAX2D
no
yes
yes pivot=07? singularity found !!
no
d block col : . no
lecompose a block column have pivot ?
PDGETF2
yes
broadcast local pivot line: receive pivot line:
and pivot information and pivot information
broadcast pivot information : receive pivot inforamtion : DGEBS2D DGEBR2D
IGEBS2D IGEBR2D
. no yes .
have current line ? have current line ?
yes
exchange part of rows exchange rows :
not swi in pdgetf2 : i i
@ppedin pdg PDLASWP swap local pivot line exchange local pivot line
PDLASWP i and local current line: no
and local current line:
DGESD2D
DSWAP DGERV2D
compute block row of U :
PBDTRSM
scale column by pivot
and update local matrix :
update trailing submatrix : DSCAL
PBDGEMM DGER
next block column next column
Figure 4: Execution scheme of the PDGETRF Figure 5: Execution scheme of the PDGETF2
routine. routine.

Consequently, this paper presents an optimized version of LU factorization with a block scattered dis-
tribution and an overlap between communications and computations. It also gives a method to compute an
optimal block size without an “enquiry routine” (as previewed in [9]).

4 Analysis and Optimization of the ScaLAPACK LU Factorization

4.1 Complexity Analysis

A prediction of the execution time is important to confirm the experimental results. The value of the
parameters which influence the execution time can be deduced from the model. Furthermore, it gives
the execution time of the communication phases. Such predictions are very interesting to choose what
communications to overlap.

In the ScaLAPACK LU factorization, performances depend greatly on the block size used for the block
scattered decomposition. Thus, it is interesting to compute the optimal block size to avoid a number of
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tests. It is also interesting to compute automatically the best data distribution (for parallel compilers, for
example).

Figure 6 shows the impact of the block size on the performance of the ScaLAPACK LU factorization.
On the Intel Paragon at the University of Lyon, a size of 64 is less efficient than 8, which is the optimal
value.

160 . .

optimal blocksize : 8 —
blocksize : 64 ----

140

120

100

80 [

Mflps

60 [

20 |

0 - I I I I I I I
0 200 400 600 800 1000 1200 1400 1600 1800

matrix size (in double precision)

Figure 6: Performance (In Mflops) of LU factorization on 4 processors with two different block sizes on Intel
Paragon.

4.1.1 The Model

In this section, the theoretical optimal block size S, is obtained by an interpolation, based on experimental
measurements (for a given supercomputer) of the LU subroutines. For all subroutines function of S, (see
below), the execution time is expressed literally, and then derived to find the optimal Sj.

The complexities are given below with S as the block size, P, and P, as the number of processor rows
and columns, and M as the matrix size. The subroutines names are the BLAS or LAPACK names expressed
in Figures 4 and 5. We assume that the global communications (DGEBS2D, DGMAX2D, ...) are proportional
to the basic communication time ¢(L) = 8 4 L7. For a given global communication op, t,, (L) = f(6 + L7),
where f is determined by the communication scheme that achieve the global communication. For example,
a tree broadcast on a row of processors is achieved in tipee = [logaP.].[8 + L7], and a ring broadcast in
toring = (Pe—1).[6+L7]. The f function used to compute the total execution time is given in the expressions
below.

4.1.2 Subroutines used in PDGETF2

e IDAMAX: is executed Sp times for each PDGETF2 call. There are [SMb] PDGETF2 calls during the factori-
zation (Figures 1 and 4). The execution time of a single IDAMAX call is linear.

11 _
Edama:ﬂ = Z Sb~[aidama:c(5b X [PL]) + bidama:c]

=1 "

e DGMAX2D: is executed S, times for each PDGETF2 call. The execution time of a single DGMAX2D call is
linear but proportional to the number of processors
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ngma:c = [SMb-|~Sb~f[asendd + bsendd] ! with f = UOQZPT]

e DCOPY: is executed 2 x Sp times for each PDGETF2 call, with a fixed data size Sp. It is first used to

copy the current pivot segment to broadcast it, and secondly to copy the real pivot segment into local
matrix. The execution time of a single DCOPY call is linear.

Tdcopy = 2[5Mb-| ~Sb-[adc0pySb + bdcopy]

e DGEBS2D,DGEBR2D: is executed Sp times for each PDGETF2 call, with a fixed data size Sp.

Tbroadcastd = [SMb-|~Sb~f[asenddSb + bsendd] with f = “OgQPr]

e DGESD2D,DGERV2D: is executed Sy times for each PDGETF2 call, with a fixed data size Sp.

Tsend = [SMI,] ~Sb~f[asenddSb + bsendd]

e DSCAL: is executed Sy times for each PDGETF2 call. The execution time of a single DSCAL call is linear.

En

Tdscal = Sb~[adscal(Sb X {PL]) + bdscal]

h r

=1

e DGER: is executed S, times for each PDGETF2 call, with a decreasing data size. The execution time of

a single DGER call is quadratic. It is a level 2 BLAS which computes A « az.y’ + A with A(mxn):

tdger(m: 77,) = (adgerm + bdger)~n + (Cdgerm + ddger)

nger =

r r

M$1s,-1 ) .
- SZ [(adger (Sb X [PL]) + bdger)~j + (Cdger(Sb X [PL]) + ddger)]

i=1 j=1

4.1.3 Subroutines used in PDGETRF

e IGEBS2D,IGEBR2D: is executed [SMb] time, with a fixed data size Sp.

Tbroadcasti = {SMb]~f[asendiSb + bsendi] Wlth f = UOgZPc]

e PDLASWP: is executed [2] time, but exchanges S, rows at one time. We assume that there is a

S
neglectful number of times for which the pivot is at the right place. Furthermore, the probability to

find the pivot on the same processor that owns the current row is considered uniform. In the expression
below, Nyem is the number of times where the rows are swapped within local memory, and N, when
the rows are swapped by communications. These parameters can be computed precisely for a given

M, Sy, and P,.

En [

Tswap = Nmem~[adswap(5b>< [ P, -‘)+bswap]+Ncom~[(2~adcopy+asendd)(sb>< [ P, -‘)+(2~bdcopy+bsendd)]

e PBDTRSM: is executed [SMb] — 1 times, with a variable data size, multiple of Sp. It must be decomposed

in two parts:

! @yendgq = 7 and byengq = B. These parameters are for double precision buffer send. For integers, the a..,q4; notation is

used.
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1. broadcasting: the factored column can be broadcast in one chunk in order to distribute the
current Lgg block (see figure 2) for DTRSM computation, and Lpg for later DGEMM computation.
Before broadcasting, the whole column is copied in a working buffer.

[
Tbroadcastd = E [(f(asendd) + adcopy)(Sg X [ﬁ]) + (f(bsendd) + bdcopy)] with f = UOg2Pc-|
i=2

2. DTRSM: The execution time of a single DTRSM call is cubic. It is a level 3 BLAS which computes
B « o.A71.B with Amxm) and Bimxn):

tdtrsm(ma TL) = (adtrsmn + bdtrsm)~m2 + (Cdtrsmn + ddtrsm)~m + (6dtrsmn + fdtrsm)
[5,1-1 . .
2 2

TDTRSM = [(adtrsm~(Sb X [F]) + bdtrsm)~Sg + (Cdtrsm~(Sb X [F-‘) + ddtrsm)-Sb +

1 c c

S
i

(3

(caram (5o % | 1))+ Jaran)

e PBDGEMM: executed [SM—b] — 1 time, with a variable data size, multiple of Sp. It must be decomposed in
two parts:

1. broadcasting: the last factored row (see DTRSM) must be broadcast in order to achieve DGEMM
computation. Before broadcasting, the whole row is copied in a working buffer.

-1 |
Tbroadcastd = Z [(f(asendd) + adcopy)(Sg X {Pf_]) + (f(bsendd) + bdcopy)] with f = UO.(]2P7‘-|

i=1 °

2. DGEMM: The execution time of a single DGEMM call is cubic. It is a level 3 BLAS which computes
C + a.A.B+ 3.C with A(mxk); B(kxn) and C(mxn):

tagemm (M, n, k) = (Gdgemmm.n + bagemmm + Cagemmn + d).k +
(6dgemm m.n + fdgemmm + gdgemmn + h)
[ -1

TpgEMM = [(adgemm.Sb + bdgemm)(Sb X [%-‘ )(Sb X [L-‘) +
1 r

S
i

K3

(Cdgemm~Sb + ddgemm)(Sb X ’V%-‘) + (edgemm~Sb + fdgemm)(Sb X [_-‘ ) +

(gdgemm ~Sb + hdgemm)]

In order to compute the optimal block size, all the precedent equations have been derivated over S,. The
total complexity optimum is obtain when the sum of the derivatives equals zero. Hence, the optimal block
size 1s given by the resolution of a third degree equation. We computed the three roots for different grid
sizes and matrix sizes. Only one solution was positive each time. Results are given in Tables 1 and 3. It
gives the optimal block size as a function of different grid sizes and matrix sizes (1000 signifies a 1000 x 1000
matrix in double precision).
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matrix size

1000 | 2000 | 3000 | 4000 | 5000 | 6000 | 7000 | 8000
4x4 [831]928]964] 983994 100 ] 10.1 | 10.1
8x8 | 7.38 | 8.38 | 8.79 | 9.03 | 9.17 | 9.27 | 9.35 | 9.41
16x 16 | 7.26 | 8.0 | 8.38 | 8.61 | 8.77 | 8.88 | 8.96 | 9.03

grid size

Table 1: Optimal block size on a Paragon system.

matrix size

1000 [ 2000 | 3000 | 4000

experimental | 8 - 9 8 8 10
theoretical 831 | 9.28 | 9.64 | 9.83

type

Table 2: Comparison between theoretical and experimental block sizes on a Paragon system.

4.1.4 Results on an Intel Paragon

The Intel Paragon is a distributed memory machine based on 1860 processors connected via a 2D grid. Each
processor reaches about 50 Mflops at peak performance.
Five important points have to be noticed:

e Theoretical optimal block sizes are close to the experimental ones. They range between 7.2 and 10.1
and actual tests give an optimal block size of 8 or 10 on a 4 x 4 grid?.

e The theoretical optimal block size is a function of the matrix size, and it raises up to a top value around
10. But this size is a real. A “good” block size is the nearest integer value from the theoretical one.

e The optimal block size hardly depends on the number of processors. Asymptotic values are 9 for 256
processors and 10 for 16. Again, experimental results confirm this point.

e According to experimental results, the grid shape has no real influence on the optimal block size,
though it greatly influences the execution time [9]. A rectangular grid with few rows of processors
works faster than a square grid. There are less communications since pivoting is achieved more often
in local memory.

e Results are identical if only the subroutines DGER, DTRSM, and DGEMM are used for block size computation
(they represent 95% of total computation time).
4.1.5 Results on an IBM SP2

The IBM SP2 is also a distributed memory machine based on RS6000 processors connected via a multistage
network. Each processor reaches 265 Mflops at peak performance.
Three important points have to be noticed :

e The experimental block sizes are quite difficult to obtain because the execution time can vary between
two executions. The results in Table 4 are the average optimal block sizes given by the executions.

e Some experimental values are quite far from the theoretical optimum. But in most cases, this optimum
gives a performance very close from the best experimental result. This is particularly true for grids

2 A size of 16 was found on previous tests. It has been done on the same machine but with an older version of the operating
system. Results depend greatly on the machine and its system.

INRIA



matrix size

256 | 512 [ 768 [ 1024 | 1280 [ 1536 [ 1792 [ 2048

2x2 255 | 298 | 32.8 | 355 | 37.9 | 40.2 | 42.3 | 444
Ix3 2411275 | 29.7 | 31.6 | 33.3 | 35.0 | 36.6 | 38.0
4 x4 235|264 | 28.2 | 29.7 | 31.0 | 32.3 | 33.5 | 34.7

grid size

Table 3: Optimal block size on an IBM SP2.

matrix size

256 | 512 | 768 | 1024 | 1280 | 1536 | 1792 [ 2048
3 X 3 exp. 27 33 30 35 36 35 38 38
3 x 3 theo. | 24.1 | 27.5 | 29.7 | 31.6 | 33.3 | 35.0 | 36.6 | 38.0
1 %9 exp. 27 25 24 25 26 27 26 27
1 x 9 theo. | 20.3 | 21.7 | 22.7 | 23.7 | 246 | 254 | 26.3 | 27.1

type

Table 4: Comparison between theoretical and experimental block sizes on an IBM SP2.

smaller than 2 x 4. For example, on a 2 x 2 grid with a matrix size of 1024, the theoretical value is 35
and the experimental is 20. The performances are respectively 280 and 270 Mflops which represents a

gap of 3.7%.

e On the SP2, the optimal block size is very dependent from the grid size and the matrix size. This
justifies the interest of the complexity analysis.

4.2 Optimizations

The ScaLAPACK version of LU has been implemented in order to be scalable: each subroutine call is a BLAS
or BLACS call. These two libraries are already fully optimized for a wide range of computers. Furthermore,
the minimal number of operations to achieve a LU factorization is well-known (%n?’ + 2n?). Thus, only
communication phases can be optimized since the computation time is fixed. Asynchronous messages are
used to overlap communications with computations.

4.2.1 Broadcast Overlap

By looking closely at the algorithm, we can see that processors are often waiting results from other proces-
sors ! During the block column decomposition, only a processor column is working. And only one processor
row is working during the triangular solve. This brings us to the first optimization solution:

“Instead of broadcasting (Lgg, L1g) panel before the triangular solve (_TRSM), do it at the
same time.”

This means that general synchronous BLACS broadcast routines (.GEBS2D and _GEBR2D) are used on
processors that do not compute _TRSM, and asynchronous communications are used to send (Lgg, L1¢) during
_TRSM on processors that compute it.

Therefore, the single block Lyy must be broadcast on the current processor row to perform _TRSM. But it
takes less time than broadcasting (Lgg, L1g)-

This solution seems interesting since we gain at each step ¢ of factorization the broadcast time of P,—1—1
blocks, compared to the original version. But, unfortunately, that gain represents only 1 to 2 percents of
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total factorization time on the Paragon system. This is due to the number of times this broadcast is done
(only Py — 1 times). Moreover, this deceiving result can be predicted by the complexity analysis. The sum
of broadcasting time for all steps never exceeds 2 percents of total execution time.

4.2.2 Rows Pivoting Overlap

It appears that a good speed-up cannot be obtained unless a communication phase is overlapped most of
the time. Thus, it is interesting to overlap the pivoting time since it is executed for each row of the matrix :

“Instead of broadcasting pivot informations and then exchanging rows after the (Ag, A10)
decomposition (PDGETF2), do it at the same time.”

This means that we can use the DSCAL time of the processors column which decompose (Ago, A10), to
exchange current and real pivot rows using asynchronous communications. Then we use the DGER time to
send asynchronously the pivot informations to the next processor in the processors row. Thus, as soon as
this processor receives pivot informations, it can exchange the rows for pivoting and send the information
to the next processor in the row. And so on, until the last processor on the pseudo-ring receives its data.
During this step, the block column decomposition continues on the processor column.

Figure 7 represents the different steps of these operations for an 64 x 64 matrix distributed on a 4 x 4
grid using a 8 x 8 block size. We explain this example in the following:

e step 1: This is the k*? iteration of PDGETF2. The real pivot row has been found on processor 11.
Then, processor 15, that owns the current pivot row k, divides the current pivot by the real pivot and
asynchronously send the whole k*? row to processor 11. After, it proceeds with DSCAL and after, waits
for the completion of the asynchronous send and receives the real pivot row.

Identically, processor 11 asynchronously sends the whole pivot row to processor 15 and computes the
DSCAL at the same time. After completion, it receives the current pivot row.

In the best case, processors 15 and 11 do not need to wait for send completion since the communication
is already over when DSCAL ends. In fact, a wait state appears with a very large matrix, when their size
reaches memory size limits. In this case, the DSCAL time does not completely overlap the communication
time, since DSCAL domain size decreases each step.

Other processors in the pivot processor column just execute the DSCAL routine.

e step 2: DSCAL and pivoting is done. Now, the local sub-matrix must be updated with DGER. Processors
15 and 11 use this time to send the pivot information to their right neighbor on a pseudo-ring made
from the processors row. In the figure 7, a pseudo-ring is (12,13, 14, 15), and the right neighbor of 15
is 12.

Processors 12 and 8 are just waiting for pivot information using a blocking receive.

e step 3: processors 12 and 8 have just received the pivot information. They can now exchange the k*
row and the pivot row, and send the pivot informations to their right neighbor. Meanwhile, processors
in the pivot column continue the decomposition, finding the pivot and its position, broadcasting the
local pivot row, ...

e step 4: as in step 1, DSCAL is overlapped by an asynchronous exchange of current and real pivot row.
But now, processors 13 and 9 are working, exchanging rows, instead of waiting for the completion of
PDGETF2 to work.

e step 5: as in step 2, but with two more processors working.

The impact of this optimization is clearly shown on Figure 8. On the top of the figure, we can see
that processors 1 and 3 are completely idle during the non-optimized PDGETF2 execution. After, there is a
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Figure 7: One iteration of optimized PDGETF2 routine.

communication phase to exchange the pivot row. On the bottom of the figure, processors 1 and 3 are no
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Figure 8: Comparison of the Gantt diagram for optimized and non-optimized versions.

more idle : they are receiving the pivot information and exchanging rows during the optimized PDGETF2
execution. Thus, there are no more communication post-phase. They are overlapped by PDGETF2.

4.3 Experimental Results

All experimental results have been produced on two Paragon systems and a SP2 system, with various grid
size. The two Paragon (ORNL, Tennessee USA, and Lyon, France) have not the same operating system and
it appeared that it leads to different experimental results. There are four different grid sizes: 4 x 4, 6 x b
(Lyon), 8 x 8, and 16 x 16 (ORNL). The 16 processors SP2 system is located at the LaBRI (Bordeaux,
France).

All the results have been successfully run with the test driver included in the ScaLAPACK LU factoriza-
tion package in order to test the correctness of the optimizations. This driver completes the LU factorization
on a matrix A and then solves the system LUz = B. It also provides different possibilities to vary the exe-
cution parameters such as block size, number of processors, number of columns of the right-hand-side (RHS)
matrix B, ...

The results on Paragon systems are shown on Figures 9, 10, 11 and 12. The IBM SP2 results are given
in Figures 14 and 13.

Figure 9 shows a comparison between optimized and non-optimized results for 16 x 16 grid. The optimized
version grows faster (in Mflops) than the non-optimized, before becoming almost parallel. Indeed, the
optimization works better for small matrix sizes (< 375 x P, with P., the number of processor columns)
because the pivoting communications are all executed during PDGETF2. After this limit, the pivoting time
becomes more important and communications cannot be completely overlapped by the PDGETF2 execution
time. This is confirmed by the complexity analysis. The Figure 10 shows the predicted and the experimental
gain for a 4 x 4 grid. For each matrix size, the predicted gain is given by the minimum of the total time of
PDGETF2 and the total communication time for pivoting.
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Figure 11 shows the gain in percents over non-optimized version for 8 x 8 and 16 x 16 grids. It can reach
15% for small matrix sizes, and stay above 4% for the largest matrix size that can be allocated. This figure
confirms that the gain progressively decreases for a matrix size greater than 375 x P..

Figure 12 is the same as Figure 11 but the x-coordinates are expressed as a function of the sub-matrix
size for a single processor. It shows that the gain does not depend on the total matrix size but only on
the size of the sub-matrix that one processor owns. This is due to the block scattered distribution which
provides a good load balancing.
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Figure 11: Gain on the 8 x 8 and 16 x 16 grids, on a  Figure 12: Gain on the 8 x 8 and 16 x 16 grids, as a
Paragon function of the matrix size on a single processor, on
a Paragon.

Figure 13 shows a comparison between the optimized and non-optimized results for a 3 x 3 grid on a
IBM SP2. For small matrices, the optimized version works much faster than the basic version because the
pivoting is completely overlapped by the PDGETF2 execution. For large matrices, there is no gain since the
pivoting is hardly overlapped. The gain can even be negative as shown on Figure 14. In fact, asynchronous
communications are often slower than blocking communications, especially for large messages. Consequently,
the asynchronous pivoting is often slower than in the basic version and it leads to worse performances when
it is hardly overlapped.
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5 Conclusion and future work

After a description of the LU algorithm in ScaLAPACK, a complete analysis of complexity has been pre-
sented. This theoretical model allows the computation of the optimal block size for the block scattered
decomposition. Thus, it is possible to have the best performance with a simple pre-computation.

The second part has presented two optimizations based on communication / computation overlap. In
the two cases, our aim was to “hide” the time of some big communication phases. Furthermore, it allows to
reduce the idle time of some processors that are waiting results from other to continue the execution.

All experimentations have been done on Paragon systems but the methods presented in this paper are
general. Thus, they can be applied to any supercomputer.

Meanwhile, some hints can be given as future work:

e All the updates have been done using Paragon system calls syntax because asynchronous BLACS do
not exist. Consequently, our code is not fully portable. But the modifications are simple enough to be
rewritten on any supercomputer.It will soon be ported on a CRAY T3D.

e The gain decreases as the matrix size grows: the PDGETF2 time becomes not big enough to overlap the
communications due to pivoting. Thus, another routine could be used to overlap more communications
(like DGEMM).

e The optimal block size computation is also interesting as input for parallel compilers because it gives
the best data distribution for a given matrix size, and number of processors. It would be interesting
to include such a computation in an HPF compiler.
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