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Abstract: In this paper we investigate the performances of the EFCI-based (Ex-
plicit Forward Congestion Indication) and ER-based (Explicit Rate) algorithms for
the rate-based flow control of the ABR (Available Bit Rate) traffic in an ATM net-
work. We consider the case of two switches in tandem. We present several defi-
nitions of bottleneck, and provide conditions that determine whether the first, the
second or both queues are bottleneck. We show that it is not necessarily the queue
with the slowest transmission rate that is “responsible” for a bottleneck. We derive
analytic formulas for the maximum queue length. We compare our results to those
obtained by approximating a network by a simpler one, containing only the bottle-
neck switch. We show that the maximum queue lengths under the approximating
approach may largely underestimate the ones obtained in the real network.
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Evaluation de Perfor mances des M écanismes de
Controlede Flux pour le Service ABR

Résumé: Dansce présent travail, nous évaluons | es performances des algorithmes
de contrdle de flux (i) basés sur I'indication de congestion EFCI (Explicit Forward
Congestion Indication based algorithm) et (ii) ceux basés sur le débit explicite (Ex-
plicit Rate based a gorithm) pour le trafic ABR (Available Bit Rate) dans un réseau
ATM. Nous considérons | e cas de deux commutateurs en tandem. Nous présentons
deux définitions du goulot d’ éranglement (bottleneck) et les conditions qui déter-
minent lequel des deux commutateurs est e goulot d’ éranglement. Nous montrons
que ce N’ est pas nécessairement celui dont e débit disponible est le plus faible qui
est « responsable » du goulot d’ éranglement. Nous obtenons des formules analy-
tiques pour lataille maximale delafile d’ attente dans |es deux commutateurs. Nous
comparons les résultats ainsi obtenus, a ceux obtenus en approchant le réseau par
un réseau simple contenant un seul goulot d’ éranglement. Nous montrons que la
taille maximale de lafile d’ attente dans ce dernier cas peut largement sous-estimer
les tailles obtenues dans un réseau réel.

Mots-clé: ATM, Available Bit Rate, goulot d’ &éranglement, contrdle de conges-
tion par boucle fermée, équations différentielles, approximations fluides .
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1 Introduction

Adaptive mechanisms for congestion control have a central role in the efficient sha-
ring of the network resources between many users. These mechanisms have also
the role of preventing congestion in the network [2, 6]. The fact, however, that the
control is performed by the sources (that are not policed by the network), and not
by the network, make it hard to protect the network from applications that might not
use such mechanisms (e.g. from video conferences that use UDP).

In ATM networks, the ABR (Available Bit Rate) service[1] has been defined for
supporting best effort applications, in which the control decisions are taken by the
network in the switches, unsuring to achieve fairness among the active connections
and controlling the loss cell ratios. This service manages the bandwidth leftover by
applications that have guaranteed performance (VBR and CBR), and shares it bet-
ween the ABR sources by signaling to them their allowable transmission rate. The
behavior of the source and destination is specified in [1] as well as the manner in
which feedback information should be conveyed back to the source[1, 10]. The be-
havior of the switches, however, isleft to the designer of the switch.

Severa controllers have been proposed for the switches. They are either based
on (i) the EFCI (Explicit Forward Congestion Indication) bit which originates from
the approach of the DEC bit [14]; it indicates, whether the congestion is detected or
not, or (i) on ER (Explicit Rate) which informs the source on the bandwidth that is
available (see next section and [4, 5, 8, 9, 13, 16] and references therein). The dif-
ferent control mechanismsinclude many parametersthat influence the performances
and the Quality of Services of the ABR connections. Some of these are fixed, such
as the buffer size, the round trip times and the available bandwidth. Others may be
negotiated at the session establishment. It istherefore crucial to have methods that
allow the network to choose those parameters as a function of the fixed parameters
and thequality of servicewhich the network wishesto provide (in particular, the Cell
Loss Ratio).

In order to propose such methods, simple queueing models have been develo-
ped and analyzed in the past years. In particular, model s have been devel oped based
on the simplifying assumption that the network can be modeled by a single bottle-
neck queue[3, 12, 15, 17]. Bounds for the buffer occupancy are then computed for
EFCI and ER-based switches as functions of the parameters. This approach enables
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4 O. Ait-Hellal, E. Altman, D. Elouadghiri and M. Erramdani

then to come up with the values of the negotiated parameters so asto avoid queueing
overflow.

The main purpose of our paper is to study more accurately the case when the
connection actually goes across more than one switch; we examine then the validity
of the ssimplified approach of modeling the system by a single bottleneck queue.

Itiseasy to seethat if thefirst switch on the path of avirtua circuit has alower
bandwidth than the others, then queueing will not occur in downstream switches,
and therefore the approach of a single bottleneck can be used. We therefore restrict
our study to the opposite case; we consider two switches along the path of avirtual
circuit, where the bandwidth available for the ABR traffic in thefirst switchislarger
than that in the second one.

We consider both EFCI and ER-based switches. The first objective of the paper
isto obtain a better understanding of the bottleneck phenomenon. We show that itis
not necessarily the queue with the slowest transmission rate that is“ responsible” for
a bottleneck. We present and examine, in particular, severa aternative definitions
of a bottleneck queue. We obtain conditions under which one queue or the other is
the bottleneck. The second objective of the paper is a quantitative one: to obtain
bounds for the buffer requirements in the two queues as a function of the fixed and
the negotiated parameters. This permits, in particular, to compute the control para-
metersthat are required in order to have no losses in the case that the buffer sizeis
given apriori.

Werestrict our analytical study to the case where the second buffer never empties
(after someinitial time). Thisregime correspondsto afull utilization of the network,
which is a desirable operating mode.

In comparing the lower bounds on the maximum queue size, to the maximum
gueue length obtained by simulating the simplified single-queue model [12, 15], we
see there are cases in which the simplified model is not applicable, and large diffe-
rences appear.

We present both a transient analysis, in order to obtain bounds on the queues
which are uniform for al time, as well as a steady state analysis, which provides
smaller bounds. The steady state bounds allow us to obtain cell loss rates that are
negligible in the long-run using smaller buffers, at the cost of experimenting losses
in someinitial period.

Another reason for which the transient behavior might be of interest, is that the
queue responsible for the bottleneck might change in time, as shown by simulation.

INRIA
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Thepaper isstructured asfollows: in Section 2, wedescribetherate-based conges-
tion control mechanism, and the model. The main analytic results are presented in
Section 3. The exact calculations are delayed to the Appendix, in Section A. In Sec-
tion 4, numerical results obtained by using our analytic formulas are compared to
simulations.

2 Description and the model

In the following section we briefly describe the behavior of the Source End System
(SES) [10], the Destination End System (DES) and the way control information are
conveyed back to the source. The source sends data cells at rate no more than its
Allowed Cell Rate (ACR) which varies according to the congestion state of the net-
work. Ataconnection setup, anlnitial Cell Rate (ICR), aMinimum Cell Rate(MCR,
which we assume 0 in this paper) and a Peak Cell Rate (PCR) are negotiated. The
source begins to send with arate ICR, and its ACR may vary between MCR and
PCR.

The ATM forum Traffic Management Specification, Version4.0[1], hasspecified
the structure of the RM (Resource Management) cells which are sent by the source
and make the round trip between the source, destination (forward RM) and back to
the source (backward RM). An RM cell is sent every N,.,, datacells. According to
the degree of the network congestion, the switches may alter the content of RM cells
in the two directions (forward or backward). At the arrival of a backward RM cell,
the source (SES) adjusts its rate according to the congestion indication (ClI) bit and
the Explicit Rate field, of the RM cell.

If CI = 1thenthe ACR shall bereduced, multiplicatively,by N,,,x ACR/RDF
down to MCR, where RDF' is caled the Reduction Decrease Factor. However if
CI = 0, the ACR shal be increased by no more than N,.,,, * AIR but not beyond
the PCR, where AIR is called Additive Increase Rate (we assume that the NI bit
isnot used, i.e. itsvaueis zero, asisthe case in many switches). If the value of
the ER field in the received RM cell islower than the current ACR and higher than
MCR, then ACR is set to thisvaue. The Cl bit and the ER field are updated by the
switches in the following manner depending on the switch architecture:

e EFCI-based switch:
If the queue length exceeds acertain threshold ) i (inour case each switch has
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adifferent threshold (0, and (-, respectively, see Figure 1), the switch setsthe
EFCI bit in the header of the data cells, until the queue length drops below a
threshold (the switch is then considered to be not congested)[13, 15]. When
the DES receives aforward RM cdll, it sets the Cl bit to the EFCI of the last
received data cell. The switch may also set the bit CI of backward RM cells
if congestion is detected, which we consider in this paper.

ER-based switch:
ER-based control has an intelligent marking and a capability to estimate the
avail able bandwidth which permitsto reduce, selectively, therates of the ABR
sources by setting the CI bit or by updating the ER field in forward and/or ba-
ckward RM cells. In this paper, we consider that backward and forward RM
cells are updated by the ER-based switch (the case where only forward RM
cells are updated for EFCI-based switch as well as for ER-based switch, can
be seen to perform worst, since the information about the congestion arrives
later. The queue lengths are then larger. The qualitative results, however, re-
main the same).
During a congestion, there are different ways to signal ERs (Fair share, load
factor, load adjustment factor... [4, 7, 8, 13]). Asin [15], the method called
fair share (FS) is considered in this paper. When no congestion is detected,
the ACR isincreased in the same manner asfor EFCI-switch. If congestionis
detected (queue length exceeds () i), the switch computes a FS depending on
the avail able bandwidth (bottleneck rate) and on the MCRs of active connec-
tions. In our case, each switch computesitsFS (F'Si, i = 1,2) if congestionis
detected. If both of the two switches are congested, the value of the E'R field
is set to the min(F'S1, F'S2), which we consider equalsto F'S2. The F'Si is
givenby F'Si = LCRi— MC R where LC' Ri istheavailable bandwidth at the
switchz. This F'S7 multiplied by an Explicit Reduction Factor (ERF1=ERF2)
smaller than 1 isadded to the MCR, and the resulting rate is, then, signaled to
the source.

ERi = MCR+ ERF x FSi Q)

Hence, we define after considering MCR = 0

ER1 2 ERF+«LCR1 and ER22 ERF % LCR2.

INRIA
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There are timers for recovering from starvation situationswhere ACR is zero for a
long time (generally 100 ms). The source, in this case, is allowed to send RM cells
called out-of-rate, at arate nomorethan 7C' R = 10 cells/s with lower priority (see
[10] for more details). Such mechanisms are not taken into account in the present

paper.

Forward RM cell flow

ACRgtz X
S =) —— s il
e

\
y
\

m | @1 | 2 IQ2 | T/2—T1 — T2 |
- - -

A
A

Backward RM cell flow

Figure 1: The Modd with two bottlenecks

We consider a saturated ABR source (SES) (i.e. it has always cells to trans-
mit) sending to a sink (DES). The source and the destination are separated by two
switches, with available bandwidthsof LC'R1 and LC R2, respectively. We assume
that PCR > LCR1 > LCR2 > MCR. We assume that the buffer sizes are suf-
ficiently large so that no losses occur (we compute below sizes of the buffers that
guarantee no losses). Data cells and RM cells go through the two switches before
they reach thedestination (Figure 1). Theroundtriptimeisr (i.e. thetimethat takes
for an RM cell to reach the destination and to return back to the source in an empty
system). Cells spend 7; from the source to reach the first switch and 7, between the
first and the second switch as depicted in figure 1. The time that spends an RM cell
from the second switch to the destination and back to the sourceis 2, T — To.

The variation of the allowed cell rate at the source (ACR(t)) iscyclic. We de-
fine acycle asthe time separating the two momentswhen AC R(t) isincreasing and
equals to LC' R2, these moments are refered in what follows by 73 — 7 — 7, and
Tyt — 1 — 7y (seefigure 2 for Ty and T3 ).

Define, see (Figure 2):

Q1 resp @, isthe queue threshold for the first resp the second switch.
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Figure 2: Typical behavior of the queue length

Ty 2 Timeat which queue two startsto build, in the nth cycle.

T £ Timeat which gueue one startsto build, in the nth cycle (This definition will
only be used for cases where queue one indeed builds up).

Q" £ The queue length in the first switch at time 77", Q% = 0.

Q” 2 The queue length in the second switch at time 77, Q3 = 0.

£ The maximum queue length at the first switch in the nth cycle.
2n 2 The maximum queue length at the second switch in the nth cycle.

Q. (t) £ The queue length at the first switch at time.

Q.(t) £ The queue length at the second switch at time'¢.

1y, £ Thetime at which gueue one reaches (), in the nth cycle, while increasing,
If no congestion is detected.

15, 2 Thetime at which gueue two reaches (), in the nth cycle, while increasing,
if no cong%ti on is detected.

o = £ Thetime at which gueue one reaches (), in the nth cycle, while decreasing.

maz

T”, £ Thetime at which gueue two reaches ), in the nth cycle, while decreasing.
"We assumethat after thefirst cycle, queuetwo never empties(i.e. full utilization.

We establish later, the conditions for which this assumption holds) and the conges-

tion is known by the source 7; resp 7, + 1, after it was detected by the first resp

INRIA
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the second switch (i.e. time between backward RM cells is neglected). In prac-
tice, it may take longer from the time that the congestion occurs, till the source is
informed about it; the extra delay is bounded by the time between two consecutive
RM célls, i.e. (N,,, —1)/LCR2. For the transient analysis, we assume, also, that
ICR = LCR2. (Itisnot reasonable to negotiate an /C R larger than the available
bandwidth; IC R = LC R2 thus corresponds to the largest initia burst.)

The following properties hold:

e P1) If queue one not empty at timet then queuetwo isnot empty at timet+7s.

e P2) If the queue length at the second switch exceeds the threshold Q5 in the
nth cycle, then queue one will be empty at the end of that cycle.

Thefirst property isobvious, sinceif queue oneis not empty at timet then the input
rate at switch two at timet + 7, equalsto LC'R1 > LC R2. For the second property,
if queue two exceeds the threshold @@, and queue one is nonempty, then queue two
continuestoincrease. Thusit decreases (at timet) only if queue one empties(at time
t — 73), which should happen (after some delay) since AC R(t) decreases aslong as
queue two exceeds (.

3 Main results

In this section we present the results obtai ned for thetransient analysisand the steady
state analysis. The transient analysis will provide bounds on the maximum queue
lengths Q% resp. Q% in switches 1 and 2, resp., that will be uniform for al time.
Thus, if the actual buffer size is larger than the computed maximum queue length,
there will be no losses at any time. The steady state analysis will provide bounds
for the case that the queueisinitidly in its steady state. We thus obtain negligible
losses at the long run for buffer sizes that are larger than the computed maximum
queue sizes Q5 and Q3 (but the buffer sizes may be smaller than the ones computed
for the transient case).

Supported by simulations, we assume that a steady state periodic regime indeed
exists, and is reached in finite time. The maximum length of queue at steady state

isthen Q3 2 Tim,, oo (Q" ), i = 1,2.

)
max

RR n’3131
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Definition 3.1 i) Queue i is the strict bottleneck if and only if queue j (j # i) re-
mains always empty (queue one cannot be the strict bottleneck).

1) Queue isthe essential bottleneckif and only if queue j (j # ¢) never reachesthe
threshold Qj'

iii) Wesay that congestion is always due to the second switch if and only if queuetwo
reachesitsthreshold )., not later than , before queue onereachesits Q; (thefirst
RM cell indicating congestion is updated by switch two T, + 7 < 77 ; Vn), and
the congestion is always due to the first switch if and only if queue one reaches its
threshold @, not later than 7, after queuetwo reachesitsone (1, + 7 > 17, ; Vn).

Theorem 3.1 When the congestionisalways dueto the second switch, the maximum
gueue sizes are obtained in thefirst cycle:

Q1 £ max(Qri,) = Quo, and Q5 2 max(QR7,) = Qs
Proof:

We first note that Q7 = 0 Vn. Thisisdueto property P2. For al n we have Q5 >
9, since we assume that the queue 2 isinitially empty. We now make use of the
following monotone property: Assume that Q7 > @4 for some n and m. Then
the time that queue two takes to reach @), in the nth cycle is shorter than the time it
takes to reach (9, in the mth cycle. It now follows that the ACR in cycle n at time
15, — 7 — 72 +tissmaler thanthe ACR at cyclem at time T}, — i — 7 + t for
t > 0. It then follows that the size of the second queuein cyclen after time T, +¢
issmaller thanincyclem attimeT(, +t,¢ > 0. The proof for queue 2 now follows
by taking m = 0 and arbitrary n. Similar arguments yield the proof for queue 1. 4

Remark 3.1 In the proof of Theorem 3.1 we established the following property: If
Q? > Q7 for somen and m then Q4" < Q4™ i =1,2.

maxr — max?

Define Al,na Bl,na Cl,na A2,na BZ,n and C2,n as

2 | VAIR«LCR2 Y=\ AIR« LCR2

Ql—Q? o .
PCR_LCRL + 5 otherwise

INRIA
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o | Varrszcrz =" " "=V AIR«ICR2

Q@-Q B
LCR1-LCR2 2

BQn

)

PCR — LCR2> +

AIR x LCR2
PCR — LCRQ)

(2(7’1 + T2) + AZ,n —

A .
= 2 2 A
and C,, mm( (n +72) + Ay, AR+ LCR2

A PCR—LCR1 LCR1-LCR2
where (2)" = maz(0,2), o = Frpepy and f = “igpgen, - QF and Q5 are

givenin Theorem 3.3 and Theorem 3.4.
3.1 Reaultsfor thetransient case

Theorem 3.2 For both EFCI-based switch and ER-based switch, we have
1) Queue two begins to build before queue one, if and only if

LCR1 — LCR2
AIR x LCR2

Ty <

ii) The following are equivalent:
e (ii.a) The congestion is always due to the second switch.
o (iilb)2m < Ay, — Ay, ; Vn.
o (ii.c)2m < A1 — Asp

Theorem 3.3 If the congestion is always due to the second switch, then we have
i) For both EFCI and ER-based switch, the following are equivalent:

e (i.a) Queuetwo isthe strict bottleneck
o (iLb)2(m +72) < —A,,; Vn.

° (lC) 2(7’1 + 7'2) < _AQ’O

RR n’3131
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ii) For the EFCI-based switch, queue two is the essential bottleneck if

20, LCRI1
2An+72) < \/AIR ~ LOR2 <LCR1 T AIR~+ RDF) ~Az0
iii) For the EFCI-based switch, if queue two is not the strict bottleneck, then the
maximum gueue length at the first and the second switch (Q} and Q%) are given by
AIR « LCR2

Qi = # 02502 + (PCR - LCRl) BQ’O + RDF % AIR % 02’0

_RDF xLCR1, (1 AIR % LCR2 )
LCR2 LCRI1 20

)

LCR1 — LCR2
Q. = e (Qg + LOR1(2(1y + 72) + Asp)

RDF(LCR1 — LCRQ)) N (LCR1 — LCR2)?
LCR2 2x AIR * LCR2
RDF(LCR1 — LCR?2) log (1 AIR x LCR2 ! 0)
LCR2 LCR1
The following bounds hold:

©)

@ < (Q:+RDF (1— e %077)

+
LOR2 (2*AIR*7'+(1— 6_1153}%27)2>> ,

2% AIR
% > (@-ror(rs s 2)) @

AIR x LCR2 ( AIR « RDF

5 LCRl ) (2(7’1 + T2) -+ AQ’O)Q (5)

RDF(LCR1 — LCR2)
t < t
@ < @+ LCR2

LCRI1
(LCR1 — LCR2)?
vx ATR s LoRy T (LORL— LOR2)(2(mi + 72) + Asp)

LORI — LCR2 LOR1
+RDF( LCR2 % (LCR2>)

AIR « LCR2
log (1 + 2,0)

(6)

INRIA
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iv) For the ER-based switch, queue two is the essential bottleneck if

20,
An+72) <\ Afh+LoR2 ~ 0

V) For the ER-based switch, if queue two is not the strict bottleneck, then the maxi-
mum queue length at the first and the second switch (Q} and Q%) are given by

AIR x LCR2

Q@ = ——5 Cy"+(PCR—LCR1) By (7
LCR1 — LCR2
t o __ _
LOR1— LCR2
LCR1 — ER2 @ ©

. . LCR2 — ER2\\*
Ql =0 and QZ = (QQ - (LCR2 - ERQ) (T + m)) 9
The following bound holds:

AIR x LCR2

9 (2(7’1 + T2) + A2,0)2 (10)

t
QR <

3.2 Resultsfor the steady state case

ooooo

Cells
Cells

() EFCI-based switch (b) ER-based switch

Figure 3: Queue length as a function of thetime
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In what follows, we shall restrict to the case (in steady state) where congestion
Is always due to the second switch. Since we assume steady state, thisis less res-
trictive than the corresponding assumption for the transient behavior. Indeed, the
steady state behavior is a periodic regime obtained after some transient period, so
congestion is always due to the second switch if and only if 73, + = < Tg, for
somen. The above restriction appliesin almost all simulations that we performed,
in the case where the second queue never empties. We almost always obtained the
following behavior: after afinitetransient period, the steady stateisreached, and the
congestion in steady state is always due to the second switch. This can be seen, in
particular, in Figure 3 which plots the queue length as afunction of thetime, for the
case where LCR1 iscloseto LCR2 (LCR1 = 8.08 Mbps, LCR2 = 6.73 Mbps
@1 = Q2 = 5000 cells and 7 = 6.22 msec).

Theorem 3.4 If queue two is not the strict bottleneck and the congestion is always
due to the second switch, then

i) For the EFCI-based switch, the maximum queue length at the first and the second
switch (@ and @3) are given by

AIR « LCR2

QA =5 Cyno” + (PCR— LCR1) By oo + RDF % AIR % Cy o,
RDF % LCR1 AIR + LCR2
T Icm (1 LCR1 CZ’°°> (1
. _ . LCR1I-LCR2(,, RDF(LCRl— LCR2)
© = Ot e (Ql * LCR2 )
(LCR1 — LCR2)?
RDF(LCR1 — LCR2) AIR « LCR2
ICR? og (14 = ppr— Coe) (12
Wh ! ’
o = — L 2 1
ae @ (Q2 CR (T t s AIR)) (13)

i) For the ER-based switch, the maximum queue length at the first and the second
switch (Qf and Q3) are given by
AIR x LCR2

Q = — Oy’ + (PCR — LCR1) By o, (14)

INRIA
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@ = QF + (LCR1 - LCRY) (2(71 +72) + Ay oo +

LCR1 - LCR2
LCR1 — ER2

LCR1 — LCR2 )
2x AIR+« LCR2

Q1 (15)

_ LCR2 — ER2\\*
Where Q= (Qu - (LOR2 -~ BR2) (r+ rp=ronn)) 9

4 Numerical resultsand smulations

In this section we present some numerical examples, in order to validate our analy-
tical results with simulation ones, and compare them to the approximating model in
which the network isreplaced by asingle bottleneck node (exactly the same parame-
ters as for our model without the first switch (the first switch is deleted)). Only the
transient state (first cycle) is taken into account, since the maximum queue lengths
are obtained in this case (see Theorem 3.1). We compute the queue length (QY, Q%)
in each switch asafunction of 2(7; + 7).

Aswe have seen (Theorem 3.3), the maximum queue length in the switches du-
ring thefirst cycle, isnot afunction of theround trip time 7. Thisisbecause switches
havethe capability to alter the content of backward RM cells(i.e. when congestionis
detected, also RM cellsin backward direction are updated). However, in the steady
state, the maximum queue length at switch two isafunction of both 7 and 2(7; + 73)
since, this queue can be nonempty at the end of the cycle ( @5 > 0, see equations
(12), (13) and (15), (16)).

Remark 4.1 Asdiscussedin section 2, thetime between RM cellsisneglected inthe
paper. However, this time will have some effects on the actual results. To take this
timeinto account, we added the quantity (V,., —1)/LC R2 to A, o, when computing
analytically the queue lengths (ana-g1 and ana-g2 in the figures), since when the
congestion occurs at the first resp. the second switch, it is detected by the source at
most r; + (Nrm — 1)/LCR2 resp. m +7m + (Nrm — 1)/LCR2 after.

Inall thefollowing simulations, we considered PC R = 134.78 Mbps and hencethe
transmissiontimeof acell isabout 3 psec, MC'R = 0.0 Mbps AIR = 0.1 Mbps =
250 cells/sec, RDF = 512 and ERF = 0.8.

In the first example we considered LC R1 = 40.435791 Mbps, LCR2 = 4.043
Mbps and Q1 = @2 = 5000 cells, and then from Theorem 3.2 and Theorem 3.3 we
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get the following results:

For both EFCI and ER-based switch, queue two starts to build before queue one if
and only if 7, < 0.036 sec and the congestion is aways due to the second switch if
and only if 7, < 0.0128 sec. Queuetwo isthe strict bottleneck if and only if 2(r; +
Ty) < —0.037556 sec which means that queue two cannot be the strict bottleneck.
However it is the essential bottleneck for the EFCI-based resp. ER-based switch if
71 + 1 < 0.002165 resp. if 71 + T < 0.012845.

Figure 4 shows the maximum queue length in the two switches (Q% and Q%) ob-
tained analytically (ana-q1 and ana-g2 in the figures) and those obtained by simula-
tion (sim-gql and sim-g2 inthefigures) asafunction of 2(7,+7) for both EFCI-based
and ER-based switch. The results obtained by simulation for the single bottleneck
model (single in all the figures) are also plotted. In this example only 7, + 7 is
varying and as initial values we have considered 7; = 0.263 ms, 7 = 0.35 ms.
Each timewe add the same valueto both 7; and r, till 7, = 0.012 ms. Notethat, we
obtain the same results if we vary only 7 or 7. Aswe can see, the analytic results
(which are, in fact, bounds, since (N,., —1)/LC R2 isadded to A, ;) are very close
to the simulations ones and the rel ative error isat most around 10%. The boundsare
very close to the ssimulationsresults, especialy, for the ER-based switch, and queue
lengths are aways smaller than those obtained for EFCI-based switch.

uuuuuuuuuu

nnnnnn

00000000

oooooo

S s e o
(a) EFCI-based switch (b) ER-based switch
Figure 4: Queue length as a function of the round trip time

The differences in queue length between the single bottleneck approximating
model and oursisof the order of thethreshold value Q; = 5000 whichis, relatively,
high when considering queue lengths of 18000 cells. Thisisillustrated in Figureb,
where the difference between the maximum queue lengths in the two queues case
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and in the single queue case are given as a function of 2(7; + 7,), for different va-
lues of the threshold @@, (5000 and 15000).

From theformulasin section 3, we can seethat Q% increaseslinearly asQ’ grows.
@} is, in particular, afunction of LC'R1; thecloser LC'R1 isto LC' R2, thelarger is
thequeuelength at thefirst switch. Hence, by decreasing LC R1, we can obtain cases
inwhich the queuelengthin the second switch issignificantly larger compared to the
single bottleneck approximating model, while LC R2 is the same for both models.
However, the conditions for the congestion to be aways due to the second switch
also change. Hence an adequate (9, should be chosen in order to satisfy them when
LCR1 isdecreased. Note that the largest queue lengths at the second switch occur
when the congestion is always due to this switch.

Asanillustration consider thepreviousexamplewith LC'R1 = 26.957194 M bps.
Our aim is to determine (), such that the congestion is always due to the second
switchif and only if 75 < 0.0128 sec. We have

LCR1 — LCR2 205
—0.0226 < {292 0.0632 = Ay = 0. |
AIR x LCR2 0.0226 < AIR * LOCR2 0.0632 = Ay = 0.07693 sec

PCR - LCR1 / 201
<Y — < .
Assume that IR+ Lcr2 S\ AIRs LORS Then @, < 15308.88,
1
and Ay = \/ Q.
0 5004/5 @

From Theorem 3.2, the congestion is aways due to the second switch if and only if

1
0.0296 < ———4/Q1 — 0.07693 thatis > 14185.801
> 500\/5 Ql Ql =

Figure 5 showsthe differencesin queue lengths between the model with two queues
(diff-5000, diff-15000) and the approximating model which consists of asingle bot-
tleneck. Thequeuedifferencesare much bigger inthe second case (diff-15000) when
athreshold of @; = 15000 cells and LC'R1 = 26.957194 Mbps are considered. In
some cases, especially for the ER-based switch, they are equal to the queue length of
the approximating model (that is, the queue length at the second switch in the model
with two queues is twice bigger than that in the approximating mode!).
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ooooooooooooooo ———————————
[2] (2]
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000000000000000 . o 1
uuuuuu B
uuuuuuu
00 ~~~~~ T J
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’/\—/\/\ 2000 |- /\/\/\ 4
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2(7’1 + Tg) 2(7’1 -|—’f'2)
(a) EFCl-based switch (b) ER-based switch

Figure 5: The difference in queue length between our model and the single bottle-
neck approximating one

The decrease in the difference of the queue length (diff-15000) in the Figure 5
(EFCl-based switch) at 2(7; + 75) = 0.048 sec is due to the fact that ACR reaches
PCR in the model with two queues, while in the approximating model it does not.

Numerical examples given in the present section concern only transient phases,
however the same analysis can be done for the steady state and the same qualitative
results (buffersin the two models are smaller) can be obtained.

Generally, the thresholds are recommended to be some given fraction of the buf-
fer capacity. The situation where switches have different buffer sizes may be quite
common in practice. Thiswill then typically imply the general situation we studied
of different thresholdsin different switches. Asshowninthe exampleabove, itisal-
ways possibleto find out, @1, @2, 7 LC R1 and LC R2 such that the queue length at
the second switch in our model equalsto twice, tree times or more the queue length
in case of the approximating model that consists of a single bottleneck. Thus, the
single bottleneck model doesn’t allow to determine the real bounds for the queue
length, especialy for the EFCI-based switch (which uses, only, a single bit conges-
tion indication), which depend on the number of switches that the connection goes
across.

Thisimplies, in particular, that the buffer requirements of connectionsthat have
many hops might be extremely large. Thisis an important drawback of the Conges-
tion Indication (single bit) schemethat is revealed by our analysis.
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A Appendix: Analysisand proof of Theorems

A.1 Evolution of the ACR

Theevolution of the ACR(t) followstwo phasesin our case (I/CR = LC R2, queue
two never emptiesand RM cellshave no priority), depending on whether the conges-
tion is detected or not.

Phase 1. No congestion and queue two nonempty
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This phase concerns (i) the first cycle (n = 0) which begins after the first RM cell
returns back; we consider, then, ACR(TY — 7, — 1) = ACR(7) = LCR2, and
(i) all other cycles while no congestion is detected. The evolution of the ACR(t)
in this phaseis given by

dACE() = AIR x LCR2
dt
from which we get
ACR(t) — ACR(tg) = AIR x LCR2(t — 1) a7

to isthe beginning instant of this phase which ends once an RM cell with bit Cl set
isreceived.

Phase 2: Congestion is detected
When congestion is detected, ACR(t) is reduced multiplicatively downto MCR and
itsevolution is given by

dACR(t) ~ LCR2

= A
dt RDF CR()

from which we get ‘
ACR(t) = ACR(t, e 7or (t=t1) (18)

t; is the beginning instant of this phase, which corresponds to the ending time of
phase 1.

A.2 Transient analysis
First we compute 77* and 7. We have by definition

ACR(T? —m)=LCRl and  ACR(T} — 7 — ) = LCR2.

Since queue two is assumed always nonempty, the evolution of the AC R(t) follows
equation (17). Hence

ACR(T" — 1) = LOR2 + AIR  LCR2(T" — T + 73) = LCR],
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from which we get
LCR1 — LCR2

AIR+LCR2 (19)
Queue two starts to build up before queue oneiff 77 — T3 < 0, hence from (19) we
get Theorem 3.2 (i).

Define T}, such that

ACR(TEpp) = PCR = LCR1 + AIR « LCR2(T?.p — T1 + 1)

PCR - LCR1 _ Tn ot PCR - LCR2 (20)
AIR+LCR2 ~ > "'~ T AIR«LCR2

RM cellswith aCl bit cleared are sent by the switchestill queue one (or queue two)
reaches the threshold @, (or Q);) at time Ty, (or 7¢,) (figure 2) which we compute
next asif thereisno congestion (only equation (17) isused). For T'; , wedistinguish
two cases:

DTG, — 7 <Tpcr

QI_Q?:/O

from which we get

Tr - Ty =

Tn _Tn

“ " AIR* LCR2 %z dz = %AIR * LOR2(T}, — T7")’

W [ 2(Q1 — Q) n
Tor =\ arr+«zora T 1 D)
Case (1) is equivalent to £CH=LCEL > % as can be seen by combining

(20) and (21).
2) In other cases, we have

" Tor—T1+m n n
Q1—QF = /0 AIR+ LCR2xx dv+(PCR—LCR1)(Tg, — 71— Tpog)

from which we get, after substituting (20)
™ _ Q1 — QY N PCR - LCR1
@ " PCR—-LCR1 2% AIR+ LCR2

Sincethe input rate at queue two cannot exceed LC R1, then we have to distinguish
two cases:
1) for 75, — 7 < 17" we have

+ T (22)

. Ty ~Ty 1 : :
QQ—Q2=/O 2 AIR*LCRZ*xdxz§AIR*LCR2(TQ2—T2)2
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from which we get
2(Q2 — Q%)

" =
Q2 AIR x LCR2

T (23)
Case (1) is equivalent to LEH=2CH2 > jﬁ%i;g% as can be seen by combining
(19) and (23).

2) In other cases, we have

Tl'n,T2"+7—2
Q:—Qy = / AIR « LCR2 x z dx
0
+H(LCR1 — LCR2)(T, — ! — 1)

_ (LCR1 - LCR2)’ o
= Sy AIR+ILCRy T (LORL— LOR2)(TG, — 17" — )

from which we get, after substituting (19)

. Q@ N LCR1 — LCR2
Q" LORl1— LCR2 2% AIR x LOCR2

The congestionis awaysdueto the second switchif and only if T, + 7, < Tg;, Vn,
from which the equivalence of (ii.@) and (ii.b) in part (ii) of Theorem 3.2 follows.
Thisisobtained after substituting (19) and remarking that 77, + 72 — T, = Aan —
Al,n + 27’2.
(ii.b) implies (ii.c) follows trivialy.
Now, we provethat 27, < Ay g — Ay g = 21, < Ay, — Ay, Vn. Since Qs > 0 =
Q5 for al integers n, wehave Ay > Ay, Vn. Wehave2r, < A; o — Aso. Hence
the congestion is due to the second switch in the first cycle, i.e. queue two reaches
its threshold @), not later than 7, before queue one reachesits Q;. Hence Q1 = 0
(property P2). Hence A, ; = A; o, Sothat 27, < Ay ; — Ay . Combining this with
thefact that A,y > Ay, Vn, wehave2r, < A;; — A,,. Repeating this argument
we obtain (ii.b).

For the maximum gueue length in each switch, we consider both ER-based and
EFCl-based switches. Let Tp 2 min(Tgop, T4, + 7 + ™), and ACRL,, =

max

ACR(Tg), we have ACR(TE) = LCR1 + AIR « LCR2(Tp — T + 71). We
shall assume

+ T3 (24)

e (H1) The congestion is always due to queue two (7, + 72 < T17,)
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A.2.1 EFCI-based switch

The first RM cell with Cl bit set to one returns back to the source at time T¢,, +
71 + 1o (backward RM cells are updated when congestion is detected), from this
timethe evolution of the AC' R(t) correspondsto phase 2, and then, theinstant when
ACR(t) = LCR1 resp ACR(t) = LCR2 , inthe nth cycle, while decreasing, is
given by

17 _ ARDF lo (ACRY’%‘”) +1g, + 7+

LOR1 LCR2 "\ LCR1 QT

resp 17 = RDE log (ACR:L”‘”C> + T +7+T
LCR? LOR2 LCR2 @ T

Since the congestion is always due to queue two (H1), then from property P2, we
have Q7 = 0 Vn and hence

o (ACR(z) — LCR1) dz +

S T +71+T
L / i @ (PCR — LORY) da
Tlnffrl T;

Tom
+ / ™ (ACR(z) — LCR1) dz
T

] , TTLHT2

TR—TP 4
= / AIR*x LCR2 x x dx
0
+(PCR — LCRl)(T32 +7+ 71 —Tp)

n n
/TLCRl *TQQ T2 __ LCR2
0

(ACR;, ..e EoF® — LCR1) dx

maxr

Finally,
AIR % LCR2
o= SR gy
+(PCR — LCR1)(T, + 11 + 7 — Tp)
LCR1 % RDF [ACR" ACR™
LCR2 ( LCR1 | los ( LCR1 )) (29

Equation (2) of Theorem 3.3 isobtained by setting Cs ,, 2 Tp -1+ and B, , 2
T, +m+7 —Tp whicharegivenin section 3 after substituting (23), (24) and (19).
Recall that Q} = QLY. and Q% = Q%°

max max
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For both EFCI and ER-based switch, queue two is the strict bottleneck iff
Ln =0« ACR!,, < LCRI

max max

<— AIR* LCR2 % (Tg2 +7m+7n—-T"+m)+ LCR1 < LCR1

from which the equivalence between (i.a) and (i.b) in Theorem 3.3 (i) follows. This
isobtained by (i) notingthat A, ,,, definedin Section 3, satisfies A, ,, = T3y, —17" — 2,
and (ii) by using (19), (23) and (24).

It remains to show that (i.c) implies (i.b) (the opposite relation istrivia). This
followssince2(r +m) < —Ay, ¥Yn = 2(1; + 1) < —A, o and on the other hand
we have AQ,n < AQ’O Vn which Impllesthat 2(7’1 + Tg) < —A270 < _A2,n Vn.

Queue two is the essential bottleneck iff QL™ < Q. Letz, 2 2(r + 1) +

max

Ay, > 0, from (25), since ACR}, .. < ACR(z,) and Cy,, < z,, then we have

max

AIR«LCR2 , RDF

Ln < _
Qrua < 5 '+ Toks (ACR(z,) — LCR1)
_LCR1 % RDF ACR(z,)
LCR2 LCR1
< wzﬁ + AIR « RDF % 2,

B LCR1 x RDF 1 (1 AIR x LCR2 )
LCR2 LCR1 "
On the other hand we have
AIR x LCR2 AIR x LCR2 1 /AIR* LCR2 \?
log<1+— n) > —zn——(— n)
LCR1 LCR1 2 LCR1
then the sufficient condition for that Q1" < @ Vn is

AIR x LCR2 AIR * RDF 2
= (1 T m ) G k) + )’ < Qs
from which we get (ii) and inequality (5) of Theorem 3.3, since A, ,, < A .
To compute Q2" , we need first to compute T,"", the instant when queue one

max?

empties. We have

1n
mar —

Qu(TM™) — QLr. — /T " (ACR(x) - LCR1)dz
LCR1

R R )
- / P LOR1e % — LOR1)da
0
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Lety 2 Ty" — 7y — Tfop, v isthen asolution of

LCR1 x RDF LCR1 «x RDF _ Lcre
1,n — — ===y
A —ICRs LCR1 xy + —ICRz e~ RDF (26)

Let, also, Ty, 2 mam(Tol’” — 71, T ), Q27 isthen given by

an o on [ (ACR(z) — LOR2) da
T3 —11—T2
Tg’nf’rl T
+ (LCRL-LCR2)dz + [, (ACR(z) - LCR?) da
T1"—T1 TO M7

. (LCR1— LC]RZ)2 1n n
= @5+ 5% AIR % LCR2 + (LCR1 — LCR2)(Tj ")
RDF 1,n __ LCR2 (TM—Tl’n-{—ﬁ)
+ 7 apg ACR(Ty™ — ) (1 _ ¢ RDF 0 )
—LCR2(Ty — T0 ")

After some calculations and the introduction of T} 5, , we get

sn . (LCR1 - LCR2)? B i
maxr Q + 2*AIR*LCR2 (LCR]‘ LCR2)( LCR1 +7—1 Tl)

RDF x LCR1 . .
—W + LCR]_(TOL —T1 — TLCRI)

LCR1 % RDF _LOR (plin_ RDF x LCR1
00000 (T T1— TLC’Rl) + 0000

LCR2 LCR2
—LOR2ATy — Trom) — % e~ wor T —Tiom)  (27)

Sincethe quantity inthelast line of the equation (27) admitsits maximum for 7'y, =
17 gy then, after substituting (26), we get
oy < Q3+ Qun, — LCR2(T gy — Tiom)
LCR1 — LCR2)?

2x AIRx LCR2

Lch % RDF _LC’R2< )
W ( — e RDF LCR2™ LCRl )

from which we get inequality (6) of Theorem 3.3, after substituting As .., T7c g -
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On the other hand, equation (26) implies 77y > T, — 71 <= QL < 0,
hence T, = T,™", and then

(LCR1 — LCR2)?
2x AIR x LCR2
.. (LCR1- LCR2)?
= @ 2% AIR x LCR2
+(Tlop +1 —17)

2
o+ (LCR1 — LCR2)

Qiny = Q5+ + (LCR1 — LCR2)(T¢™ — T

+ (LCR1 — LCR2) (T(}’n - T — Tﬁcm)

2% AIR + LCR2
LCR1 — LCR2 ( Ty
n ACR(z) d 28
LCRl ( e + /ECRl (x) :E) ( )

from which the approximation (3) follows, after substituting A, ,, and 775, and
assuming that

Ty™ 1 —Tp I

0 LCR1 _ LCR2 LCR2 LCR1 __ LCR2
/ LCR1 e~ %3%% dg = / LCR1 %377 dg. (29
0 0

Thetime at which the queue length at switch two equals (0, while decreasing (T",2 )
is the solution of

n 1,n
TQ/2 2+T, _LCR2

Qs = QA + /O (ACR(TE™ - m)e 5% — LOR2) da

and the number of remaining cellsin queue two at the end of the cycle,isthen given
by

T", +73
@

o= Qo+ (ACR(z) — LCR2) dx

TCS’ —T1—T2
2

T"+1—'r1—'rg
+ (ACR(z) — LCR2) dz

T, +73
@

RDF _LCR2_
ICRD (1 — e RDF ) — LCR2xT1

(LCR2 — ACR( 5/2 — T —Ty) e %%}}27)2 o
B 2« AIR « LOR2 (30)

Inequalities (4) in Theorem 3.3 arederived since( < ACR(Tg,Q—ﬁ—TQ) < LCR2.

= Q2+ACR( 6/2 — T _7—2)
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A.2.2 ER-based switch

For ER-based switch once the congestion is detected, equation (1) isused. ACR(t)
isthen set to FR2 < LC R2. The maximum queue length at switch oneis reached
7, after an RM cell with aCl bit set to one has arrived to the source. Hence we have
TSZ +71+72

Tp
Qln = / (ACR(z) — LCR1) dz + (PCR — LCRI) da

TP —m Tg
TR—Tr 47
= / AIR+ LCR2 x x dx
0
+(PCR — LCRl)(ng +7+7m—Tp)

AIR x LCR2
= ——  (Tp- "+ 1)’
+(PCR— LCRY) (T}, + 1 + 75 — TR) (31)

from which equation (7) in Theorem 3.3 follows after substituting C'; ,, and Bs,, al-
ready defined.

Queuetwoistheessential bottleneckiff Q1» < Q,. From(31),since ACR" , <
ACR(z,), and Cy,, < 2z, < 2y We have

gin < AIR*LCR2
maxr — 2

then the sufficient condition for that Q1" < Q, Vn is

maxr

1n o AIR*LCR2 , AIR+LCR?
e

From which we get (iv) and inequality (10) in Theorem 3.3.
For the maximum queue length at switch two, we need to compute the instant
T, when queue one becomes empty. We have

2 AIRxLCR2
(ng +n+1n -1+ 7'1) =—5 2y

(2(1 + 1) + 142,0)2 <@

Tl’n—’rl
QT - Qi = [ (ER2- LCR1)da

5 , TT1I+T2

= —Qin, = (ER2- LCR1) (Ty" - T, — 2m1 — 1)

from which we get
1n

1,n max n
0" = ToR1 - pRa T TN (32
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Since ACR(T,™ — 1) = ER2 < LCR2, then Q"

2,
me - ng

isgiven by

max

Tl'n,T2"+7—2
/ AIR « LOR2 * z dz
0

(Tol’n+’r2)_‘r17’r2
+ (LCR1 — LCR2) da

TI”—Tl
AIR + LCR2

5 (T} = T3 +7)* + (LCR1 — LCR2) (Ty™ — T7)

Finally, we get after substituting (19) and (32)

Qi — Q3 = (LCR1—LCR2)(Tg,+2m + 7 —17)

(LCR1— LCR2)’ | LCR1—LCR2

2+ AIR+LCR2 © LORI—ERz e 9

from which we get (8) in Theorem 3.3, after substituting A, ,,.

In case of ER-based switch, Q5™ = Q7 Vn > 1; as we can see bellow, this
is due to the fact that ACR(t) = ER2 isconstant, once the congestion is detected
and it doesn’t depend on its maximum value during a cycle. When queue two falls
bellow @, the source is informed 75 after, by receiving an RM cell with a bit Cl
cleared, and increases its rate according to phase one. Hence the time elapsed since
thefirst RM cell with bit CI cleared by the switchissent till queuetwo startsto build
again, isgiven by Ty — Ty, = 7 + LO2-ER (see eq. (17). Hence

AIRxLCR2

ntl = Qy+ (ER2— LCR2) T

LCR2—ER2

+ /W (ER2— LOR2) + AIR+ LCR2 x z) dz  (34)
0

from which (9) in Theorem 3.3 follows.

A.3 Steady stateanalysis

The conclusionsthat we drew for thetransient analysisheld for Q" = 0, but thefor-
mulas that we developed hold for any initial queue lengths, and in particular, to the
onesobtained in steady state, inthe case of aperiodic behavior. (A periodic behavior
isindeed obtained for the ER switch, asthe queue lengths become constant in steady
state. For EFCI, we have observed a periodic behavior in most of the ssmulations).
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In what follows, we do not assume that the steady state has a periodic behavior.
For EFCI switches, we use the formulas developed for the transient behavior in or-
der to compute bounds on the maximum of the queue lengths. We obtain below an
asymptotic upper bound @); on the maximum length of queue ¢ by using equations
(25) and (28), in which we substitute )% by an asymptotic lower bound of @)3:

* 2 lim (Q})

and taking Q7 = 0. The fact that alower bounds on Q)% yields an upper bound on
the maximum queue length follows from the argumentsin the proof of Theorem 3.1
and from Remark 3.1. Similarly, one may obtain an asymptotic lower bound on the
maximum length of the queues by substituting in (25) and (28) an asymptotic upper
bound for Q7.

A.3.1 EFCI-based switch

From (30), we have

RDF (1 e t8)

RDF

QY = lim (Q2 +ACR(TG, — 11 — 1)

n—c9 LCR2
(LCR2 — ACR(Tg, — 1 — ) e~ #5%7)’
—LCR2 x T — 2
2x AIRx LCR2
_ LOR2 (mn —T% {7y 47
since  lim ACR(T, — 71 — ) = lim LOR2e "2 om '@ ™™™ g

and since Q3° > 0, we obtain equation (11) from equation (25) and equation (12)
from (28) by considering the approximation (29). The proof for Theorem 3.4 (i) is
then established.

A.3.2 ER-based switch

For an ER-based switch we have Q7 = Q31" Vn > 1. The steady state regime s,

then, reached just after thefirst cycle. Hence, since Q5° > 0, we have from (34)
LCR2 — ER2 ) ) *

AIR x LCR2

The proof of Theorem 3.4 (ii) follows after substituting Q5° in (31) and (33).

n—oo

Q3" = lim (Q3) = <Q2 — (LCR2 — ER2) <T +
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