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Preuves Observationnelles par Induction de Contextes
Implicite

Résumé : Les concepts d’observabilité contribuent a I’amélioration de la notion de correc-
tion de logiciels. Dans le but de prouver des propriétés observationnelles, un nouveau concept
d’induction de contextes a été développé par Hennicker [Hen91]. Nous proposons d’intégrer
I'induction de contextes dans le cadre de I'induction implicite de [BR95]. Le systéme de
preuve obtenu s’applique des spécifications conditionnelles. Il utilise diverses techniques de
réécriture et permet la réfutation des conjecture non valides. Sous des hypotheéses raison-
nables, il est réfutationnellement complet. Ce systéme de preuve est opérationnel: il a été
implémenté dans le prouveur Spike et les premiéres expérimentations sont prometteuses.

Mots-clé : Observabilité, Induction de contextes, Induction implicite, Spécification condi-
tionnelles



1 Introduction

Observational concepts are fundamental in formal methods since for proving the correctness
of a program with respect to a specification it is essential to be able to abstract away
from internal implementation details. Data objects can be viewed as equal if they cannot
be distinguished by experiments with observable result. The idea that the semantic of a
specification must describe the behaviour of an abstract data type as viewed by an extern
user, is du to [Gut75, GGM76]. Though a lot of work has been devoted to the semantical
aspects of observability [ST85, NO87, Hen89, BB91, BBK92, Pad96] (see [BBK91] for a
classification), few proof techniques have been studied [ST89, Sch90, Hen91, MG94, Lys94,
BH96], and even less have been implemented. In this paper, we propose an automatic
method for proving observational properties of conditional specifications. The method relies
on computing families of well chosen contexts, called test contexts, that “cover” in some
sense all observable ones. These families are applied as induction schemes. Our inference
system basically consists in extending terms by test contexts and simplifying the results with
a powerful rewriting machinery in order to generate new subgoals. An advantage of this
approach is that it allows also for disproving false observational conjectures. The method
is even refutationally complete for an interesting class of specifications. From a preliminary
implementation on top of the Spike prover computer experiments are reported. The given
examples have been treated in a fully automatic way by the program.

2 Related works

Hennicker [Hen91] has proposed an induction principle, called context induction, which is
a proof principle for behavioural abstractions. A property is observationally valid if it
is valid for all observable experiments. Such experiments are represented by observable
contexts, which are context of observable sort over the signature of a specification where a
distinguished subset of its sorts is specified as observable. Hence, a property is valid for all
observable experiments if it is valid for all corresponding observable contexts. A context c is
viewed as a particular term containing exactly one variable; therefore, the subterm ordering
defines a noetherian relation on the set of observable contexts. Consequently, the principle
of structural induction induces a proof principle for properties of contexts of observable sort,
which is called context induction. This approach provides with a uniform proof method for
the verification of behavioural properties. It has been implemented in the system ISAR
[BH93]. However, in concrete examples, this verification is a non trivial task, and requires
human guidance: the system often needs a generalization of the current induction assertion
before each nested context induction, so that to achieve the proof.

Malcolm and Goguen [MG94] have proposed a proof technique which simplifies Hennicker
proofs. The idea is to split the signature into generators and defined functions. Proving that
two terms are behaviourally equivalent, comes to prove that they give the same result in
all observable contexts built from defined functions, provided that the generators verify a
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congruence relations w.r.t. behavioural equivalence. This proof technique is an efficient
optimization of Hennicker proofs, however, explicit context induction is not avoided.

Bidoit and Henniker [BH92] have investigated how a first order logic theorem prover
can be used to prove properties in an observational framework. The method consists in
computing automatically some special contexts called crucial contexts, and in enriching the
specification so that to automatically prove observational properties. But this method was
only developed for the proof of equations and for specifications where only one sort is not
observable. Besides, it fails on several examples (cf. stack example), where it is not possible
to compute crucial contexts.

Bidoit and Hennicker [BH96] have also investigated characterization of behavioural theo-
ries that allows for proving behavioural theorems with standard proofs techniques for first
order logic. In particular they propose general conditions under which an infinite axioma-
tization of the observational equality can be transformed into a finitary one. However, in
general there is no automatic procedure for generating such a finite axiomatization of the
observational equality.

Lysne [Lys94] has developed a method for proof by consistency w.r.t. the final model.
Lysne extends Bachmair’s method for proof by consistency to the final algebra framework.
The proof technique is based on a special completion procedure whose idea is to consider,
not only critical pairs emerging from positioning rewrite rules on equations, but also those
emerging from positioning equations on to rewrite rules. This approach is restricted to
equations and requires the ground convergence property of the axioms in order to be sound
(in our case, ground convergence is needed only for completeness).

3 Basic notions

We assume that the reader is familiar with the basic concepts of algebraic specifications
[Wir90], term rewriting and equational reasoning. A many sorted signature X is a pair
(S, F) where S is a set of sorts and F is a set of function symbols. For short, a many sorted
signature o will simply be denoted by F'. We assume that we have a partition of F' in two
subsets, the first one, C, contains the constructor symbols and the second, D, is the set of
defined symbols. Let X be a family of sorted variables and let T'(F, X) be the set of sorted
terms. war(t) stands for the set of all variables appearing in ¢. A term is linear if all its
variables occur only once in it. If var(t) is empty then ¢ is a ground term. The set of all
ground terms is T'(F). Let A be an arbitrary non-empty set, and let Fy = {fa | f € F}
such that if f is of arity n then fa is a function from A" to A. The pair (A, F) is called
a Y-algebra, and A the carrier of the algebra. For sake of simplicity, we will write A to
denote the X-algebra when F' and F4 are obvious. We denote by evals the homomorphism
from T'(F) to A which evaluates a ground term in A. The X-algebra A is term-generated
if evaly is surjective. A waluation 6 is an application from X to A. It uniquely extends a
homomorphism from T'(F, X) to A. If t is a term, then t0 denotes the application of 8 to ¢.
An algebra A is initial in a class of algebras if it is in the class and there is one and only
one homomorphism from A to any other algebra in the class. An algebra A is final in a
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class of algebras if it is in the class and there is one and only one homomorphism from every
algebra in the class to A. A substitution assigns terms of appropriate sorts to variables. The
domain of 7 is defined by: dom(n) = {z | @n # z}. If n applies every variable to a ground
term, then 7 is a ground substitution. We denote by = the syntactic equivalence between
objects. Let N* be the set of sequences of positive integers. For any term ¢, Pos(t) C N*
denotes its set of positions and the expression t/u denotes the subterm of t at a position
u. We write t[s], (resp. t[s] ) to indicate that s is a subterm of ¢ at position u (resp. at
some position).The top position is written €. Let ¢(u) denote the symbol of ¢ at position
u. A position u in a term ¢ is said to be a strict position if t(u) = f € F. A position u
in a term t such that t(u) = @ and z € X, is a linear variable position if & occurs only
once in t, otherwise, u is a non linear variable position. The depth of a term t is defined
as follows: |t| = 0 if ¢ is a constant or a variable, otherwise, |f(¢1,...,tn)| = 1 + maxz;|t;].
We denote by > a transitive irreflexive relation on the set of terms, that is noetherian,
monotonic (s > ¢t implies w[s]y > w[t]y), stable per instantiation (s > ¢t implies so = to)
and satisfies the subterm property (f(---,t,---) > t). If two terms s and ¢ are incomparable,
we denote it by s ¥ t. The multiset extension of > will be denoted by . An equation
is a formula of the form [ = r. A conditional equation is a formula of the following form:
A_qa; = b = [ = r. It will be written A?_;a; = b; = [ — r and called a conditional
rule if {lo} > {ro,a10,b10, -+, a,0,b,0} for each substitution o. The precondition of rule
Aj—qa; = b = 1 — ris Aj_ja; = b;. The term [ is the left-hand side of the rule. A rewrite
rule ¢ = [ — 7 is left-linear if [ is linear. A set of conditional rules is called a rewrite system.
A constructor is free if it is not the root of a left-hand side of a rule. A rewrite system R
is left-linear if every rule in R is left-linear. We define depth(R) as the maximal depth of
the strict positions in its left-hand sides. Let R be a set of conditional rules. Let ¢ be a
term and u a position in t. We write: t[lo], — g t[ro], if there is a substitution ¢ and a
conditional equation A?_; a; = b; = ! = r in R such that:

1. lo > ro.
2. for all i € [1---n] there exists ¢; such that a;o0 =% ¢; and bjo =% .
3. {tlo]u} > {a10, bio, -+ ,ano, byo}.

A term t is irreducible (or in normal form) if there is no term s such that t -g s. A term ¢
is ground reducible iff all its ground instances are reducible. A symbol f € F is completely
defined if all ground terms with root f are reducible to terms in T(C). We say that R is
sufficiently complete if all symbols in D are completely defined. A clause C' is an expression
of the form : Af_ja; = b; = VjL,a} = b. We denote by A |= C, the validity of C' in A.
Let E be a set of conditional equations. An algebra A is an (F,E)-model iff A satisfies all
conditional equations in E. We denote by Mod(F, E) the class of term-generated algebras
that are (F,E)-models. The clause C'is a logical consequence of E if C is valid in any model
of E, denoted, by abuse of notation, by F = C. An initial algebra in Mod(F, E) is known
to exist, is unique up to isomorphism, and will be denoted by I(F, E). We say that C is
inductively valid in E and denote it by E {=inq C if I(F, E) E C. By corollary 4.3.3 of
[Pad88], it is equivalent to: for any ground substitution o, (for all i, F |= a;0 = b;o) implies
(there exists j, E |= ajo = bjo). We say that two terms s and ¢ are joinable, denoted by
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slrt,if s =5 vand t =% v for some term v. The rewrite system R is ground convergent
if the terms u and v are joinable whenever u,v € T(F) and R = u = v.

4 QObservational semantics

The notion of observation technique have been introduced as a mean for describing what
is observed in a given algebra. Various techniques have been proposed: observations based
on sorts [Wan79, Rei84, NO87, Hen91], operators|[BB91], terms [ST88, Hen89, BBK92] or
formula [ST85, ST88, Kna91]. The observation technique we use in our method is based
on sorts’. The semantic we choose is based on a relaxing of the satisfaction relation. The
notion of context is fundamental in all approaches based on such observational semantics.
An observational property is obtained by taking into account only observable information.
Thus, to show that it is valid, one has to show its validity in all observable contexts.

Definition 4.1 (context) Let T(F, X) be a term algebra and (S, F') be its signature.

e a context over F is a non-ground term ¢ € T(F, X) with a distinguished occurrence of
a variable called the context variable of c. To indicate the context variable z; occuring
in ¢, we often write c[z;] instead of ¢, where s is the sort of z;.

e a context reduced to a variable z; of sort s is called an empty context of sort s.

e the application of a context c[zs] to a term t € T(F, X) of sort s, denoted by c[t], is
defined by the substitution of zs by t in c[zs]. The context ¢ is said to be applicable to
t.

e by exception, var(c) will denote the set of variables occurring in ¢ but the context
variable of c. A context ¢ is ground if var(c) = 0. We denote by |c| the depth of c.

e a subcontext (resp. strict subcontext) of ¢, is a subterm (resp. strict subterm) of ¢
with the same contextual variable.

Notations
Let ¢[zs] and ¢/[z%,] be contexts such that ¢’ is of sort s, let ¢ be a term and o be a substitution
such that z; & dom(o). We use the following notations:

o ()] = (D] = e[¢'[t]]

o (c[t])o = (co)[to] = clt]o

Definition 4.2 (specification, observational specification) A specification SP is a
triple (S, F, E) where (S, F) is a signature and E is a set of conditional equations. An
observational specification SPops is a couple (SP, Sops) such that SP = (S, F, E) is a speci-
fication and Syps C S is the set of observable sorts.

Ibut it can be easily extended to observations based on operators
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specification: STACK
sorts: nat, stack
observable sorts: nat

constructors:
0: —nat;
s: nat —nat;

Nil: —stack;

push: nat x stack —stack;
defined functions:

top: stack — nat;

pop:  stack — stack;
axioms:
top(Nil) =0
top(push(i,s)) =1
pop(Nil) = Nil
pop(push(i,s)) = s

Figure 1: Stack specification

In the following, we denote by SPps = (SP, Sees) an observational specification, where
SP = (S, I, /). We also denote by C'= A a; = b; = V] a; = b, a clause.

Example 4.1 The Stack specification in figure 1, is an observational specification, where

Sobs = {nat}.

Definition 4.3 (observable context, term, equation, precondition) An observable
term 1s a term whose sort belongs to Syps. The set of observable contexts is denoted by
Cobs - An equation a = b 1s observable if a and b are observable. The precondition of a rule
1s observable if all its equations are observable.

Example 4.2 Consider the specification stack in figure 1. They are infinitely many obser-
vable contexts: top(zstack), top(pop(2stack)), - - -, top(pop(. .. (pop(zstack)) - --)); - - -
tOp(pUSh(Zstack)); tOp(pUSh(i:pOp(Zstack))); cee

The notion of observational validity is based on the idea that two objects in a given
algebra are observationally valid if they cannot be distinguished by computations with ob-
servable results. These computations are formalized by contexts.

Definition 4.4 (observable equality in an algebra) Let A be an algebra, and a,b be
two elements of A. We say that a and b are observationally equal in A, and we denote it by
A Eops a = b iff: for all observable contexts c|zs], for all valuations 8,4, 0, such that z,0, = a
and z;0, = b, A |=cl, = cly.
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Definition 4.5 (observable satisfaction) Let A be an algebra. We say that C is obser-
vationally valid in A and we denote it by A s C, iff: for all valuation 0, if (for all
€ [1..n], A Eobs aifl = b;0) then (there exists j € [1..m], A Fobs a}@ = bgﬂ)

Definition 4.6 ( =,s ) Leta and b be two terms. We say that a and b are observationally
equal, and we denote it by E |Eops a = b or by a =45 b iff for all ¢ € Cops, F Eina cla] = ¢[b].

Example 4.3 Consider the Stack specification n figure 1. It is easy to see
that push(top(s),pop(s)) = s is not satisfied (in the classical sense), because
push(top(Nil), pop(Nil)) = Nil is not valid. However, intuitively, it is observationally
satisfied if we just observe the elements of the sequences push(top(s),pop(s)) and s. This
can be formally shown by considering all observable contexts.

The following lemma ties the concept of observational validity to initial model.
Lemma 4.1 Let a and b be two terms. Then:
ElEwsa=b & I(F,E)Epsa=5b
Proof:

ElEwsa=b < Ye€Coups, £ Eina cla] = c[b] (Definition 4.6)

& I(F,E) | cla] = ¢[b] (Definition of an inductive theorem)
& Vo ground, I(F, E) [ clalo = ¢[blo
& I(F,E) Eobs @ = b (Definition 4.4)
]
Lemma 4.2 The relation =q5 is a congruence on T(F)
Proof: The relation =g is obviously an equivalence relation on T(F). Let

a1, ... 0n, b1, ..., by € T(F),and f:s1 X ...X 8, = 5. Suppose a; =qps b; for all i € [1..n],
and let us show that f(a1,..,an) =obs f(b1,...,bs). We will show that for all j € [1..n], if
ai =obs bi, then f(a1,...,a5,Zj41,...,&n) =obs f(b1,...,b5,2541,...,2,) (by induction on
7). Then, by an induction argument, we conclude that if a; =, b; for all ¢ € [1..n], then

f(al,...,an) —obs f(bl,,bn)

e j = 1, we have a1 =os b1. Let c[z5] € Cops , then ¢[f(zs,, 22, ..., 2n)] ECobs -

So, E |ina c[f(ar,za,...,2n)] = c[f(b1,22,...,2,)]. Thus, f(ai,z2,...,2,) =obs
f(bl,;l‘z,...,l‘n).

e j > 1, let ¢[zs] €Cobs . Suppose E |Fing c[f(ar,...,ai, zig1, Tiga, ..., &n) =
e[f(br,. .., bi, zit1, Tiga, ..., 2n)]. Then, since aj41 =ops bit1, we have F Fjnq
c[flar, ... ai, g1, Tiqa, ... 2n) = c[f(br, ..., bi,bigy1, Tiga, ..., 2a)]
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Hence, for all ¢ €Cops , if ai =ops b; for all i € [1..n], then E f=ing c[f(a1,...,an)] =
e[f(b1,...,bs)]. Thus, if a; =eps b; for all i € [1...n], then f(a1,...,an) =obs F(b1,...,bn).
Od

Our aim is to generalize implicit induction proofs, to an observational framework. In this
way, all inductive theorems will be also observational theorems. In particular, if Sy = S, we
recover the proofs in the initial model. However, this generalization is not straightforward
since we deal with conditional specifications: Let © = v and v’ = v/ two ground equations,
and suppose that E [£;qg v = v and E [Eing v’ = v/. We may have E s v/ = v’ and
E Eobs w = v. In this case, F Ejpgu’ = v > u=v but E (s v/ =v' = u=v.

For this reason, we use a semantic close to the one in [Pad88]. The models A we are
concerned with in our observational semantics are term-generated. Besides, they are visibly
initial [Pad88]: for all observable equation e, A = e implies I |=ipq €.

Theorem 4.1 Let A be a visibly initial algebra, and t,t two ground terms.
AEt=1t implies Elpst =1

Proof: We have A =t =/, then for all ¢ € Cops , A = [t] = ¢[t']. By visible initiality of
A, for all ¢ € Cops , E Eina c[t] = c[t']. Therefore, E f=pps t = 1. m|

Definition 4.7 (observational class) The observational class Obs(SPyps) is the class of
term-generated and visibly initial algebras A such that Ve € E| A |Eqs €.

The follwing theorem, similar to lemma4.6.1 in [Pad88], states that the class Obs(SPyps)
has a final algebra.

Theorem 4.2 Suppose that all the preconditions of E are observable and let T'(F, E) denote
the quotient algebra of T(F) w.r.t. =gps. Then, T(F, E) is a final algebra in Obs(SPups).

Proof: T(F,FE) is visibly initial: suppose that T'(F, F) = u = v, such that u and v are
observable. Then, for all ground substitution o, T(F, E) | uoc = vo. So, E Eeps uo = vo.
Since u and v are observable, we have E |E;,4 uc = vo. Then, E |Eing v = v.

Let e = AZ_yu; = v; = s =t be a conditional equation in . Suppose that for all ground
substitutions o, T'(F, E) Eeps ;0 = v;o, for all ¢ € [1..n]. Since u;,v; for all i € [1..n] are
observable, then T(F, E) | u;0 = v;0. By construction of T'(F, E), we have u;0 =5 vi0.
On the other hand, F |=;,4 €, by definition of the initial model. Then, by definition of
=obs; S0 =ops to. So, T(F,E) = so = to, consequently T(F, E) |Eqs so = to. Thus,
T(F,E) € Obs(SPops)-

Let A € Obs(SPys), and nat be a homomorphism from 7'(F) in T'(F, E), which assigns

tot € T(F), the set of t' € T(F) such that ¢t =, t'. Let evaly be the evaluation morphism
of A. We define absy of A in T(F, E) by absa o evalg = nat. Thanks to Theorem 4.1,
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absy is well defined. Let us show that abs4 is a homomorphism: let a € A. Since A is term
generated, there exists a ground term ¢ such that evaly (t) = a. We obtain:

absa(fa(a)) = absao faoevalal(t)
= absg o evala(f(t))
~ nat(f(1)
= fT(F,E) [¢] nat(t)
= fr(rE) o absa o evaly (1)
= fr(rE) o absa(a)

Since every homomorphism h from A to T'(F, E') must fulfill h o evals = nat, then absa
is unique. a

Theorem 4.3 Suppose that all the preconditions of E are observable. Then, I(F,E) is an
initial algebra in Obs(SPyps).

Proof: I(F, E) is an initial algebra in Mod(F, E). Then, it is sufficient to show that I(F, E)
is an algebra in Obs(SPups).

e [(F,E) is visibly initial: by definition of an inductive theorem.

e J(F,E) is an observational model of E: Let e = Al u; = v; = s =t a conditional
equation of E. Let o be a ground substitution o such that I(F, E) Eeps uio = v;o,
then I(F, E) |E u;oc = v;o since u; and v; are observable. Then I(F, E) = so = to,
since I(F, E) is an (F,E)-model. Per consequent, I(F, E) Eops so = to.

Thus, I(F, E) € Obs(SPs)- O

Theorem 4.4 Suppose that all the preconditions of E are observable. Then T(F,E) |
C iff:  for all ground substitutions o, if (for all i,\E |Eus aoc = bio) then
(there exists j, E FEops a}a = b;»a)

Proof:. The clause C is valid in T'(F, E) iff: for all valuation 0, T(F, E) = a;0 = b;0, for
all i € [1..n], there exists j € [L.m], T(F, E) | a30 = b30. By construction of T'(F, E),
we deduce that for all ground substitution o, if T(F, E) | a;0 = b0, for all i € [1..n],
then there exists j € [1..m] such that T'(F, E) |= ajo = bio. Since all the equations are
ground, it is equivalent to say that: if (for all i, a;o =5 b;0) then (there exists j such that
a0 =,ps b}a). Thus, it is equivalent to say that: if (for all i, F |=4p5 a;0 = b;o) then (there

j
exists j such that E |=qps a}a = b}a). m|

We will also denote T'(F, E) |= C by E [Ees C, where C' is a clause.
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5 Induction schemes

Our purpose in this section is to introduce the ingredients allowing us to prove and disprove
behavioural properties. This task amounts in general to check an infinite number of ground
formulas for validity, since an infinite number of instances and an infinite number of contexts
have to be considered for building these ground instances. This is where induction comes
into play. Test substitutions will provide us with induction schemes for substitutions and test
contexts will provide us with induction schemes for contexts. In general, it is not possible
to consider all the observable contexts. However, cover contexts are sufficient to prove
behavioural theorems by reasoning on the ground irreducible observable contexts rather
than on the whole set of observable contexts. In the following, we denote by R a conditional
rewriting system and by C' = Al a; = b; = V/L,a} = b’ a clause.

Definition 5.1 (cover set) A cover set, denoted by C'S, for R, is a finite set of irreducible
terms such that for all ground irreducible term s, there exists a term t in C'S and a ground
substitution o such that to = s.

Definition 5.2 (cover context, cover context set) A cover context ¢ is a context of
sort s such that there exists an irreducible ground observable context cops[zs] and cops[c] is
observable and irreducible. A cover context set C'C' is a set of cover contexts such that: for
each ground irreducible context cops(zs] € Cops , there exists ¢[zs] € CC and a substitution 0
such that dom(0) = var(c) and c@ is a subcontext of cops -

Example 5.1 A cover context set for the specification stack 18
{znat, top(zstack ), pop(Zstack) }- The context push(i, zstack) s not a  cover
context since top(push(i, zstack)) and pop(push(i, zstack)) are reducible. Note
that usually there are infinitely many possible cover context sets. For

instance,{znat, top(zstack), top(pop(zstack ) ), Pop(Pop(zstack))} is also a cover context
set.

In the following, we refine test context sets so that to be able not only to prove behavioural
properties, but also to disprove the non valid ones.

Definition 5.3 (quasi ground reducibility) A context ¢ is quasi ground reducible if for
all ground substitution T such that dom(r) = var(c), cr is reducible.

Definition 5.4 (strongly irreducible) A termt is strongly irreducible if none of its non-
variable subterms matches a left-hand side of a rule in R. A positive clause Cpo, 15 strongly
irreducible if for all i € [1..n], a; Z b;, and the mazimal elements of {a;, b;} w.r.t. < are
strongly wrreducible by R.

Definition 5.5 (induction positions, induction variables) Let f be a function symbol,
we define the set of induction positions of f as follows: ind_pos(f) = {u | there isp = g —
d € R such that g(g) = f and u is either a strict position or a non-linear variable position
in g}. We say that x is an induction variable of t if ¢ occurs at a position u.v of t such that
v is an induction position of t(u).
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Definition 5.6 (clausal context) A clausal context ¢ for a clause C is a set of contexts
< Clyeon Cp,Ch, ... Ch, > such that for all i € [1..n]: ¢; is applicable to a; = b;, and for all

j € [1..m]: ¢} is applicable to a} = b. The application of ¢ to C, denoted by c[C], gives the
clause Vi_jcila;] = ¢i[b;] = AJL c}[ai] = c;[b].

Cover sets and cover context sets are fundamental for the correctness of our method.
However, they cannot help us to disprove the non observationally valid clauses. For this pur-
pose, we introduce a new notion of test context sets and we use test sets defined in [Bou97].

Definition 5.7 (test set, test substitution) A test set is a cover set which has the follo-
wing additional properties: (i} the instance of a ground reducible term by a test substitution
matches a left-hand side of R. (ii} if the instance of a positive clause Cpos by a test sub-
stitution o s strongly irreducible, then Cp,s0 ts not inductively valid w.r.t. R. A test
substitution for a clause C' instanciates all induction variables of C' by terms taken from a
given test set whose variables are renamed.

Definition 5.8 (test context set, test clausal context) A test context set S is a cover
context set such that for each positive clause Cpos, if c[Cpos]o is strongly irreducible where
o s a test substitution of Cpos and c is a test clausal context of Cpos, then Cpos0 is not
observationally valid w.r.t. R. A test clausal context for a clause C is a clausal context for
C whose contexts belongs to S.

Test substitutions and test contexts sets permit us to refute false conjectures by construc-
ting a counterexample.

Definition 5.9 (provably inconsistent) Let R be a conditional rewriting system with ob-
servable preconditions. We say that C' is provably inconsistent if and only if there exists a
test substitution o and a clausal test context ¢ such that:

(i) for all i, a;o = b;o is an inductive theorem w.r.t. R.
(ii) c[Cp]o is strongly irreducible by R where Cp =a} =b, VvV ---Val, =b.
Provably inconsistent clauses are not observationally valid.

Theorem 5.1 Let R be a conditional rewriting system with observable preconditions. Let
C be a provably inconsistent clause. Then C' is not observationally valid.

Proof: Let C be a provably inconsistent clause. Then, there exists a test substitution o
and a test clausal context ¢ such that:

(1) for all ¢, a;o = bjo is an inductive theorem R.
(ii) ¢[Cp]o is strongly irreducible w.r.t. R where Cp=aj =bjV---Val, =b,.

¢[Cp]o is strongly irreducible w.r.t R. Then, by definition of a test clausal context,
R lops Cpo. Then there exists a ground substitution 7, R [£.4s Cpor. On the other hand,
for all ¢, a;o = b;o is an inductive theorem in R. In particular, for all i, a;or = bjoT is

valid in R. We deduce that R [Eqps Co. O
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5.1 Computation of test sets

The computation of test sets and test substitutions for conditional specifications is decidable
if the axioms are sufficiently complete and the constructors are specified by a set of uncon-
ditional equations (see [Kou92]). Unfortunately, no algorithm exists for the general case of
conditional specifications. However, in [Bou97], a procedure is described for computing test
sets when the axioms are sufficiently complete over an arbitrary specification of constructors.

5.2 Computation of test contexts

Let us first introduce the following lemma which gives us a useful characterization of test
context sets:

Lemma 5.1 Let R be a conditional rewriting system with observable preconditions. Let CC
be a cover context set such that for each termt of sort s, if c[t]o is strongly irreducible where
o is a test substitution of t and c[zs] € CC, there exists a ground observable context c,ps
such that cops[t]o is strongly irreducible. Then, CC is a test context set.

Proof: Let C =a; = b1 V...Va, =b,. Suppose that ¢[C]o is strongly irreducible, where
o is a test substitution of C' and ¢ is a test clausal context of C'. Let us prove that Co is

not observationally valid. By hypothesis, there exists ¢/ =< ¢{,...,¢/, >, an observable
test clausal context of C' such that ¢/[C]o is strongly irreducible. By the test contexts set
property of C'C', there exists an observable ground clausal context cops =< Cobsyy - -+ Cobs, >

such that c,p5[C]o is strongly irreducible. Then, ¢q5[C]o is a provably inconsistent clause
w.r.t. Definition 11 in [Bou97]. By Theorem 12 in [Bou97], cos[Clo is not inductively
valid. Thus R [Ees Co. O

Now, let us present a method of constructing such test contexts.

Definition 5.10 The sets T,y and 1., are defined as follows:

Tops = {c € T(F,X) | |c| < depth(R), ¢ € Cops , c is irreducible and does not contain
any observable strict subcontext }

Toobs = {¢c€T(F,X) | |e|] =depth(R), ¢ & Cops , c is irreducible, ¢ does not contain any
observable subcontext, and all variables (including the context one) in ¢ occur at depth(R)}.

Example 5.2 Consider again the Stack specification in figure 1. We have depth(R) = 1,
then: Tobs = {Znat;tOP(zstack)}; T—mbs = {POP(Zstack);PUSh(i, Zstack)}~

We need the following definition of the top of a term.
Definition 5.11 The top of a term is defined by:

toplt, d) =1, if 1] < d
top(f(t1,...,tn),0) = f(z1,...,2,), where z;(i € [1..n]) are fresh variables
top(f(t1,...,tn),d) = f(top(t1,d—1),... ,top(t,,d — 1)), otherwise
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From now, we assume that R is a conditional rewriting system with observable pre-
conditions, sufficiently complete over constructors, and that relations between
constructors are left-linear and equational. The next theorem shows that under these
hypotheses it is possible to construct a test context set. Note also that with these assump-
tions a term t € T'(C, X') is strongly irreducible iff it is irreducible.

Theorem 5.2 The set T = {c¢ € Thops UTops | ¢ & T(C, X) and there exists an observable
context cops such that copslc] is irreducible } U {¢ € Toops U Tops | ¢ € T(C, X), and there
exists an observable ground context cops such that cops[c] is not quasi ground reducible} is a
test context set w.r.t. lemma 5.1.

Proof: T is cover context set: let ¢[zs] be a ground observable and irreducible context
such that ¢[z;] does not contain any observable strict subcontext. Let ¢[z;] = top(c[zs], d)
where d is the length of the occurrence of z;. If |¢'[z]| < depth(R), then ¢'[z;] € T, by
construction of 7. Otherwise, |¢/[z;5]| > depth(R). Let ¢” be a subcontext of ¢’ such that
|¢""| = depth(R). Then, ¢ € T, by construction of T. So, in each case, there exists a
context ¢” € T such that ¢ is a subcontext of c. We deduce that there exists a ground
substitution such that dom(f) = var(c) and ¢ is a subcontext of c.

Let us check the second property: Let ¢ be a term of sort s, ¢[zs] € T and o a test
substitution such that c[t]o is strongly irreducible. Let us show that there exists a ground
observable context cops such that ceps[c[t]]o is strongly irreducible. In this case, we will
deduce a ground substitution 7 such that ceps[c]or is a ground context and strongly
irreducible (cf. test set property). Let ¢/, . = cops[c]7. Thus, ¢/, [t]o is strongly irreducible.

Since c[t]o is strongly irreducible, there exists a ground substitution 7 such that c[t]or
is ground and irreducible (cf property of test sets). Since R is sufficiently complete over
constructors, we have ¢ € T'(C, X). By construction of T, there exists an observable ground
context cops such that cops[c] is not quasi ground reducible:

e if ¢ € Cops , then we set cops = 25, where s is the sort of c.

o if ¢ & Cops , then |c| = depth(R). Let us show that cops[c[t]]o is strongly irredu-
cible. Suppose that ceps[c[t]]o is not strongly irreducible. Since the relations between
constructors are equational, Let ¢ — d a rule of R, § a substitution and u a posi-
tion such that cops[c[t]]o/u = gf. Then, the position u € Pos(cops) because c[t]o is
irreducible. Let v be a strict position in g, then v appears in cps[c]/u, otherwise
|v| > depth(R) since all variables of ¢ appear at depth(R), absurd. For each variable
z appearing at a position w in g, we define 20’ = cups[c]/uw. Thus, g8’ = cops[c]/u,
which contradicts the fact that c,ps[c] is not quasi ground reducible. Thus ¢ps[c[t]]o
is strongly irreducible.

INRIA
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input: T
To :={cobs € (TN Cops ) | Cobs is not quasi ground reducible }.
repeat
Ki:=T\T:
Tit1 :=T; U{c € K; | Jci € T; such that c;[c] is not quasi ground reducible }
until E+1 = ﬂ
™ =T
output: 7"

Figure 2: Closure procedure

depth(R)

depth(R)

O

To test whether for a given context ¢ € T(C, X'), there exists an observable context cqps
such that c,ps[c] is not quasi ground reducible, we use the procedure closure defined in figure
2. The idea of closure is inspired from the one used in [BK89] for the ground reducibility test
for an equational rewriting system: starting from the non quasi ground reducible observable
contexts of depth smaller than depth(R), we construct all contexts that can be embedded
in one of those observable contexts, to give a non quasi ground reducible and observable
context. The procedure Closure terminates for each finite input 7', since T* C T'.

Theorem 5.3 Let T'= Tops U1 ops. Let T be the Closure of T. We have:

e completeness: For allc € T\T*, for all cops € Cobs , Cobs|c] is quasi ground reducible.
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e minimality: For all ¢ € T*, there exists a ground context cops € Cops Such that cops[c]
18 not ground reducible.

Proof:

e minimality:
Let ¢ € T*. Then, there exists ¢ such that ¢ € T;. Let us show Vi € N, there exists a
ground observable context such that cgps[c] is not quasi ground reducible. The proof
is by induction on 1.

— case where ¢ = 0: in this case, ¢ € Ty. Then, we set c,ps = 25, where s is the sort
of c.

— case where i > 0: there exists ¢;_; € T;_1 such that ¢;_1[c] is not quasi ground
reducible. If ¢;_1 € Cpps , then we set cops = ¢;—17, where 7 is a ground sub-
stitution such that dom(r) = war(c;—1) and ¢;_17 is irreducible. Otherwise,
|ei—1| = depth(R). By induction hypothesis, there exists a ground observable
context cops such that cops[c;—1] is not quasi ground reducible. Let us show that
Cobs[ci—1][c]] is not quasi ground reducible. Since ¢;_1[¢c] is not ground reducible,
there exists a ground substitution 7 such that dom(r) = var(c) Uwvar(c;—1) and
¢;i—1[c] is irreducible. Since |¢;_1]| = depth(R) (ci—1 & Cops ), R is left-linear and
¢i—1[c]7 is irreducible, we can show that ceps[c;—1[c]]7 is also irreducible; as in
Theorem 5.2. Thus, ¢eps[ci—1[c]] is not quasi ground reducible.

depth(R)

depth(R)

e completeness:
Suppose there exists ¢ € T'\ T* such that there exists an observable ground context
cobs and cops|c] is not quasi ground reducible. Let d be the length of the occurrence of

Zs N cops - Let ¢, = top(cops, d). Then ¢, [c] is not quasi ground reducible. Let us

INRIA



17

choose ¢ such that |c/, [c]| is minimal.

Note that ¢/, ¢ T, otherwise ¢ € T*.
—if |}, .| < depth(R), then ¢, € Ty C T* which contradicts that ¢/, ¢ T™.
— if |el, | > depth(R), then let ¢’ be the subcontext of ¢/, with the same context
variable, such that |¢/| = depth(R). If ¢ € T*, then ¢ € T™, which contradicts
the hypothesis. Thus, ¢/ € T\ T™* and |c},,[c']| < |¢},,[¢]|, which contradicts that

we have chosen a context ¢ € T'\ T™ such that |¢!

! bslc]| is minimal.

O

The quasi ground reducibility is decidable since the relations between constructors are
equational, as it is shown by the next lemma:

Lemma 5.2 The quasi ground reducibility is decidable for equational rewriting systems.

Proof: The ground reducibility is decidable for equational systems [KNZ87]. Let ¢[z;] be
a context. Let a be a function symbol such that a ¢ F', and arity(a) = 0. We set ¢ = ¢[a].
Let us show that:

(Vr ground on T'(F), tr reducible) < (c[zs] quasi ground reducible)
We will then deduce the decidability of ground reducibility.

o =
Suppose t1 reducible. Then, there exists a substitution #, a position u in ¢7 and a rule
g — d in R such that ¢t7/u = gf. Let v be the position of @ in ¢. Since a € F, there
necessarily exists a variable y in g at a position v’ < v, such that yf = ¢’[a], where ¢’ is
a subcontext of ¢. Then, we define a substitution 6’ such that 26’ = ¢/[z,] if = y and
20" = 20 otherwise. Then, c[z,]7'/u = g#', where 7/ is the restriction of 7 to var(c).

o
Suppose ¢[zs] quasi ground reducible. Let 7 a ground substitution such that dom(r) =
var(c). Then, ¢[z;]7 is reducible. In particular, c[a]7 is reducible.
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O

Thanks to Lemma 5.2, we can easily refine the construction of test contexts in the case
of a left-linear equational rewriting system.

Theorem 5.4 Let R a left-linear equational rewriting system. The set TC' = {c € (Typs U
T.obs) | there exists an observable ground context cops such that cops[c] is not quasi ground
reducible} is a test context set according to Definition 5.8.

Example 5.3 Consider the sets Tops and T s of example 1. Applying the procedure clo-
sure, we obtain:

Ty = {Znatatop(zstack)}

Ky = {pop(zstack)aPUSh(ia zstack)}

7' =Ty U {pOp(zstack)}

K, = {pUSh(i:Zstack)}

Ty =17.

Thus T* = Th = {znat, top(zstack ), Pop(Zstack) }, and Ty is a test context set for the specifi-
cation stack.

Example 5.4 Consider the List specification in figure 3. We have: depth(R) = 1, Tops =
{Znat; Zbool zn(:v, Zlist)}: T—mbs = {Znat; Zbool union(zlist: éL‘), um'on(.z', Zlist); insert(r, Zlist)}~
Applying the closure algorithm, we get the test context set:

T= {znata Zbool s Zn(l, Zlist): union(zlist: l‘), union(m, Zlist)}

In fact: in(y,union(zise, x)) and in(y, union(z, ziist)) are irreducible contexts, so
union(ziise, €) and union(x,z;st) are in T. But insert(z,z;s:) is not in T, since
in(y,insert(x, z1is¢)), union(y,insert(z, zjis¢)) and union(insert(z, zi;5¢ ), y) are not quasi
ground reducible (union and in are defined operators).

It is possible to reduce test contexts sets in the case where the rewriting system is
sufficiently complete over constructors. In fact, we can just consider a subset 7" of T,
such that 7" = {c[z;] € T |if ¢ & T(C,X), then z; appears in an induction position of
a completely defined operator }. Intuitively, the induction variables are those which may
trigger a rewriting step when instanciated. Then, if a contextual variable z; of a context
¢[zs] appears in an induction position of a completely defined operator, the application of ¢
to a term t (€ T(C, X)) of sort s is unimportant, since the result is independent from ¢.

Example 5.5 Consider ageain example 3. The contextual variable of the contexte
union(z, zi;st) appears in an induction position d’induction of union. Then, we consider the
test contexts set {znat, Zbool, IN(Z, Z1ist), union(zise, ) }.
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specification: LIST
sorts: nat, bool, list
observable sorts: nat, bool

constructors:
0: —nat;
s: nat —nat;
Nil: —list;

insert:  nat x list —list;
True: —bool;
False:  —bool;
defined functions:
unton: list x list — list;

mn: nat X list — bool;
eq: nat X nat — bool;
axioms:

union(Nil, 1) =1
union(insert(z,1),11) = insert(z, union(l, 1))

in(z, Nil) = False

Figure 3: Specification List

6 Inference system

The inference system we use (see figure 4) is based on a set of transition rules applied to
(E, H), where E is the set of conjectures to prove and H is the set of induction hypotheses.
The initial set of conditional rules R is oriented with a well founded ordering. An I-derivation
is a sequence of states: (Eo,0) Fr (E1,H1) b1 ... (En, Hy) Fr .... We say that an I-
derivation is fair if the set of persistent clauses (U; Nj>; E;) is empty. Context induction
is performed implicitly by the Generation rule. An equation is selected in a clause and it
is extended by test contexts. These extensions are rewritten by R either by case analysis
or by standard conditional rewriting. The resulting conjectures are collected in |J E.q.
Case Analysis illustrates the case reasoning: it simplifies a conjecture with conditional rules
provided that the disjunction of their preconditions is inductively valid in R.

Definition 6.1 (Case Analysis) Let R be a set of conditional rules and let C be a clause.
CaseAnalysis(Clgoly) = {Pioc = C[dio]y; - Pho = Cldyoly } ifVi€[l--n]: Pi=g—
d; € Rand R =g PioV---V Pyo.

RR n 3151



20

Generation: (E U {Vi_ie;}, H) Fr (EU (U Eeo), HU{C})
——r’

c
if for all test substitution ¢ of C', there exists k£ such that for all test context ¢:

either (c[eg]o) V Crest is a tautology, then E, , =0
either clex]o —r €, then E. , = {e}, V Crest}
either Ey = CaseAnalysis(clex]o), then E. , = U(P’:}e’)EEk{PI = €'V Crest}

where Crest = (\/ie[L.k—1,k+1,..n](@i0))

Case Simplification: (FEU{C} H) F; (FEUE' H)
if B =Case Analysis(C)

Simplification: (FU{(a=0b)*Vr}, H) by (FEU{(a' =b)°Vr}, H)

ifa —ga
or a[vA] = gue a[wA] by v = w where v > w and (vA < a or wA < b)

Subsumption: (EU{C}, H) +r (E, H)
if C' is subsumed by another clause of (F\ {C})UH UR

Delete: (EU{C}, H) b1 (E,H)
if C'is a tautology

Disproof: (FEU{C}, H) F; Disproof

if C' is provably inconsistent

Figure 4: Inference System [

An I-derivation fails when there exists a conjecture such that no rule can be applied to it.
An I-derivation succeeds if all conjectures are proved. A clause C will be now denoted as
the disjunction of its literals. Let (a = b)¢ be the literal (a = b) (resp., =(a = b)) if e = +
(resp., € = —) . The application of a context ¢ to a literal (a = b)¢, denoted by ¢[(a = b)],
is (c[a] = c[b])¢. We write (a=b—pgpd =b)or (b=a >ra’ =1b),if (a 5ra') and (a = b

or a ¥ b).

6.1 Correctness

Correctness is proved by considering the minimal counterexample w.r.t. the following orde-
ring, which is inspired from [Lys94]:
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Definition 6.2 The well-founded ordering on couples of clauses and clausal context is de-
fined by first introducing the complexity of a couple (equation, context). The complerity of
a couple (g = h,c) is defined as:

({clol}, g} {clh]}) if g > h
Cllg=h,0)) =  ({c[p]}, th}, {clgl}) if h>g
({clg], c[h]}, L, L) otherwise

where the new symbol L s taken to be minimal in K. We define an ordering on equations
as follows: (a = b,¢) <. (a' =V, ¢) iff C((a = b,¢)) is smaller than C((a' = b, ")) for the
lexicographic composition of < on the first and second components of the complexity. The
multiset extension of <. will be denoted by <.

Let C' be a clause of type /\ie[l“m] a;=b; = \/jE[lun] h; = k; and a clausal context c =<
1,...,¢n >. We define Rep((C,c)) = {C((a; = b, z5,)) biepr..m) U{C((h; = kj,¢5)) }ien. n,
where for each i € [1..m] s; is the sort of a;. Given two clauses C1, Cs, with respective
clausal contexts c1, ca we say that (Cy,c1) <¢ (Ca, ¢2) if lezicographically Rep((C1,c1)) Ke
Rep((Ca,¢2)) or nln(Cy) < nin(Cy), where nin(C') is the number of negative literals of C.

Theorem 6.1 (correctness of successful I-derivations) Let (Eo,0) by (Ev, H1) Fr ...
be a fair I-derivation. If it does not fail then R |Eqbs Fo.

Proof: Suppose R [os Fo and let (C')¢’) be a minimal element w.r.t. <¢ of the set
{(CO, cops) | R £ cops[C10 where C € U; E;, 0 is a ground irreducible substitution and ceps
is a ground observable clausal context of C'}. C’ exists since R [Eops Eo and <¢ is well
founded. Then, there exist a clause C' = (VP_,e;) € U;F;, minimum w.r.t subsumption
ordering, an irreducible ground substitution # and a ground observable clausal context
Cobs =< Clpy... ¢ > such that ¢/[C'] = cous[C]0. Now, we show that no inference
rule can be applied to C'. This shows that the derivation fails since C' must not persist
in the derivation by the fairness hypothesis. Hence let us assume that ¢ € FE; and
(Ej,H;) b1 (Ejt1,Hj41) by some rule applied to €. We discuss now the situation
according to which rule is applied. In every case we shall derive a contradiction. In order
to simplify the notations we write £ for £; and H for Hj;.

Generation: Suppose that the rule Generation is applied to C. Since ¢ [C]6 is ground
and irreducible, there exist a test clausal context ¢ =< ¢1,...,¢, >, a ground observable
clausal context ¢, =< ¢l,... ¢ > a ground substitution 7 and a test substitution o such

that cops = ¢o[ch], o = 0 and cops[C]0 = ¢,[c[C]0].

a) if there exists i such that ¢;[e;]o Vv (V
Cobs [C]0, absurd.

je[luk—l,k+1,“n](ej‘7)) is a tautology, then R &=

b) suppose that there exists ¢ such that ¢; = (a; = b;)% and ¢;[a;]c =g a}. Let €} =
(ai = b)) and let C" = € V (Ve i—1,i41, n)(¢ilej]0)). Then R & ¢,[C']7. On the

other hand, a} < ¢;[a;]o, then aiT < ¢;[a;]oT, because < is stable per instanciation,
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and ¢,[a}]T < cf)bs [ai]loT, because < is stable per context. Thus (C'7,¢,) <¢ (C, cops),
absurd.

c) if Case Analysis is applied to c;[e;]o, then there exist Py = g = dy,..., P, = ¢ =
d, € R such that c[e;]Jo/u = gd and R =pps P1o V...V Ppo.

The result of application of Case Analysis gives the clauses

{Ck = Pié = (cilei]o)dedlu V( \/ €;0) Yeelt.m]

FE[l.i—1,i41,.n]

Since R f=ops P1d V...V P,¢, there exists k and a ground substitution 7 such that
R = Pyo7 and therefore R | go1 = dpor.

Let €' = Pro = (cileilo)[dedlu V (Ven iz1,i41, n16il€i0]). Then, R £ ¢,[C'7]. On
the other hand, (C'7,¢,) <¢ (C0, cops) since { Py, dio7} < {997}, absurd.

Case Simplification: This case is similar to the previous one.

Subsumption: Since R £ cups[C]0, C cannot be subsumed by an axiom of R. If there
exists C! € HU (E '\ {C}) such that C = C’p V r, then R £ cops[C']pf and therefore r =
and p = Z since C' is minimal in U; F; w.r.t subsumption ordering. Thus, C' & (E \ {C}).
On the other hand, C' ¢ H, otherwise, it means that generation was applied to C, absurd.

Simplification: Assume that Simplification is applied to C' = (a; = b;)% V 7, there are
two cases:

a) if a; =g d, then R £ (cops[a’ = b;])0 V cops[r]f. On the other hand, (((¢/ =
b; )V )0, cops) <c (CO, cops) since a; = a’, absurd.

b) if a;[vA] =5 guE ¢ = a;[wA] by v = w where v > w and ( vA < a; or wA < b;). Then
(((a" = b)) vV r)0,ct,.) <c (CO,cops) and therefore R = (ci, [a' = b;]0)¢. So R

(cobs[a’ = b;]0)% V cops[7]6. On the other hand, (((a’ = b;) V 7)0, cops) <c (CO, cobs)

since v » w, absurd.

Theorem 6.2 (correctness of disproof) Let (Eq¢,0) +; (Ev,Hi) Fr -+ be an I-
derivation. If there exists j such that Disproof is applied to (E;, H;), then R {fqps Eg.

Proof: If there exists j such that Disproof is applied to (E;, H;), then by Theorem 5.1,
we conclude that R [£qs E;. Now, to prove that R [£qp, Eo, it is sufficient to prove the
following claim: Let (E;, H;) br (Ej4+1, Hj+1) be an I-derivation step. If Vi < j, R Eops E;
then R Eops Ej41. The proof is by simple case analysis on the rules applied on a clause
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C = \/jE[l..n]ej e F;.

Generation: If Generation is applied on C, then for all test substitution o, there exists
i such that e; = (a; = b;)% and for all test context ¢;:

a) either (c;[e;]o) V (\/je[l..k—l k41 Hn](eja)) is a tautology, in this case E, , = 0.

b) either ¢;[a;]lc =R af. Let e} = (a} = b;)%. All rules used in the rewriting step are
valid. Thus R =obs (€7) V (Ve iz1,i41,.0)(€57))-

c) either Case Analysis is applied on ¢;[e;]o. Then there exist P, = g = dy,..., P, =
g = dp, € R such that c[e;]o/u=g¢ and R |=pps P1dV ...V Ppo.

The result of application of Case Analysis gives the clauses

{Cr = Prod = ((ciles]o)[drd]u) V ( \/ (€j0)) kel .m]

GE[l.i—1,i41,.n]

Suppose that there exists k such that R Eops Ck. Then, there exists 7 ground such
that R £ Cg7. Since the preconditions are observable, we have R | Pp¢t but
R oes ((cileilom)[ded]u) V (Ve ic1it1, n)(€50T)) bkern..m]). But since R = Peor,
we have R FEops g7 = did7. Since R f=gp5 C, we have R =5 Ci7, absurd.

Case Simplification: This case is similar to the previous one.

Subsumption and Delete: If C is a tautology or subsumed by a clause of R U E;, then
C is deleted. So Ejy1 C Ej;, and R Eops Ejt1.

Simplification: If the rule Simplification is applied on C, then C —g C’. All the
instances of clauses used in the rewriting step occur in some F;, i < j, so they are observa-
tionally valid. Thus, R Egs C'.

O

It is interesting to improve the efficiency of our inference system I by adding the rules
of the inference system J (see Figure 5). Let I’ be the new inference system obtained. The
rule Context subsumption appears to be useful particularly for manipulating non orientable
conjectures. Based on the techniques above, we prove that the inference system including J
remains correct and refutationally correct.

Theorem 6.3 (correctness of successful J-derivations) Let R be a ground convergent
rewriting system. Let (Eo,0) by (E1, H1) by ... a fair J-derivation. If it does not fail, then
R ':obs E0~

Proof: Suppose R [os Fo and let (C')¢’) be a minimal element w.r.t. <¢ of the set
{(CO, cops) | R~ cops[C)0 where C' € U, E;, 0 is a ground irreducible substitution and ¢qps is
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a ground observable clausal context of C'}. C exists since R o5 Eo and <¢ is well founded.
Then, there exist a clause C' = V] e;*, minimum w.r.t subsumption ordering, an irreducible
ground substitution # and a ground observable clausal context c,ps =< c})bs, e >
such that ¢/[C'] = cops[C]0. Now, we show that no inference rule can be applied to C'. This
shows that the derivation fails since C' must not persist in the derivation by the fairness
hypothesis. Hence let us assume that C' € E; and (E;, H;) 7 (Ej41, Hj41) by some rule
applied to C. We discuss now the situation according to which rule is applied. In every
case we shall derive a contradiction. In order to simplify the notations we write F for Fj
and H for H;.

Positive Decomposition: suppose that the rule Positive Decomposition is applied on

C=f(s1,.-,80) = flt1,...,tn)Vr

Then R & (f(s1,...,82) = f(t1,...,tn))0, because f has an observable sort. Since
f is free, there exists ¢ such that R (£ (s; = #;)0. Let C; = ((s; = t;) V r)0 and
e =< f(510,...,8i-10,2;, 8410, ... 5,0), %, ..., c%, >. Since f is free and has an
observable sort, then R o, ¢, [Cs]0. Besides, C; € (U;E;) and (Cy, cly) <e (Cib, cobs ),

absurd.

Positive Conflict: suppose that the rule Positive Conflict is applied on
C=f(s1,-.-,8n) =g(t1,...,th) Vr

/
let ¢,

=< gy o> Then, R rf, v € (U E;) and (rf,¢,,) <c (C, cops), absurd.

obs? > “obs

Negative Decomposition: suppose that the rule Negative Decomposition is applied
on

C==f(s1,..,8m) = flt1,-. ,tm)Vr
Then, R = (f(s1,...,8m) = f(t1,...,tm))0, because f has an observable sort. Since

R is ground convergent and f is a free constructor, then for all i, R |= (s; = #;)0. Let

C' = Vio(s; = t;) Vo, C'" € (UiE;). Let c’ibs = f(s10,...,8i-10,zi,8:410,...,5m0).
We have, R Fops ¢ [o(si = £:)]0. Let ¢y, =< ¢/bperoo o ¢ Te ey ¢%, >. Then,
R Eops ¢ [C10 and (C'8, cops) <c (CO, Ly, )-

Negative Conflict: suppose that the rule Negative Conflict is applied on
C=-f(s1,..-y8n) =g(t1,.. ., ta)Vr

Since R is ground convergent on ground terms and f and g are distinct free constructors
of observable sort, then R £ (f(s1,...,80) = g(t1,...,t,))0. Per consequent, R s C0,
absurd.
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Context Subsumption: If there exists a clausal context ¢, a clause C’ € (HURUE\{C})
such that C' = ¢[C']pV r. We have C’ & R otherwise R o5 cops[C]0. If C' € E\ {C}, then
R Hobs ¢[C']p. In this case, 7 = §§ and p = Z otherwise (C'pf, cops[c]) <c (CH, cobs), which
contradicts the minimality of Cf w.r.t. <¢. On the other side, C' € H, otherwise the rule
Generation would be applied on C'. a

We also show that the inference system J is refutationally correct.

Theorem 6.4 (correctness of Disproof) Let R be a ground convergent rewriting system.
Let (Eo,0) by (E1,H1) by -+ be a J-derivation. If there exists j such that Disproof is
applied to (Ej;, H;), then R ~ops Eq.

Proof: If there exists j such that Disproof is applied to (Ej, H;), then according
to Theorem 5.1, we conclude that R [r.s Ej. Now to prove that R Eops Eo, it is
sufficient to prove the following assertion: Let (Ej;, H;) by (Ej41, Hj4+1) be a J-derivation
step. if Vi < j,R s Ei then R FEops Ejp1. The proof is by simple case analysis on
C = Vien.nléi € E;.

Positive Decomposition: Suppose that the rule Positive Decomposition is applied to

C=f(s1,..,8n) = f(t1,...,ta) VT

Let 6 be a ground substitution. Since R s C0, necessarily R |=qs 70 or
R Eops (f(s1,...y8n) = f(t1,..,tn))0. Let C; = (s = ti) Vr. If R Eus 70
then R s Ci0. Otherwise, R s (f(S1,...,82) = f(t1,...,tn))0, then
RE(f(s1,---y8n) = f(t1,...,1,))0 because f has an observable sort. Since R is convergent
on the ground terms and f is a free constructor, for all ¢ we have: R = (s; = ;). Thus,

R ':obs ng
Positive conflict: Suppose that the rule Positive Conflict is applied to

C=f(s1,-.-,80) =g(t1,...,th) Vr

Let 6 be a ground substitution. Since R is ground convergent and f and g are free
constructors with observable sort, then R[5 (f(s1,...,sn) = g(t1,...,tn))0. Consequently,
R ':obs ré.

Negative Decomposition: Suppose that the rule Negative Decomposition is applied
to

C==f(s1,.--y80) = ft1,.. ,ta)Vr

Let @ be a ground substitution. Let C' = V;=(s; = ;) V r. Since R s 70
then R |=ops C'fl. Otherwise R |Eops (f(s1,...,80) = f(t1,...,tn))0.  Then,
R ¥ (f(s1,-.-y8n) = f(t1,...,1s))0, because f has an observable sort. So, there
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Positive Decomposition: (EU{f(5) = f{) vV r}, H) Fr (EU (Ui{s;i =t; Vr}), H)

if f 1s a free constructor of sort in S, and for all i: s; < ¢;

Positive Conflict: (EU {f(5) = g(t)Vr}, H) F; (EU{r}, H)
if f and g are free distinct constructors of sort in Syps

—

Negative Decomposition: (EU{-f(5) = f(t)Vvr}, H) Fr (EU{V;msi =t; Vr}, H)

if f is a free constructor of sort in S,ps and for all ¢, s; < ¢;

Negative Conflict: (E U {-f(5) = g(t_) vr}, H) b (EH)

if f and g are free distinct constructors of sort in S,ps

Context Subsumption: (FU{C}, H) tr (E, H)
if there exists a clausal context ¢ and C' in (RU (E \ {C'}) U H) such that ¢[C’] subsumes (]

Figure 5: Inference system J

exists ¢ such that R £ (s; = ¢;)0. Thus, R = V(—(s; = t;))0. Par consequent R |=ops C'0.

Negative conflict, Context Subsumption: Suppose that the rule Negative Conflict or
Context Subsumption is applied on C. Then C' is deleted from FEj;41. Thus, E;41 C £j.
Per consequent R FEops Ejy1.

O

6.2 Refutational completeness

From now, we only consider boolean specifications. To be more specific, we assume there
exists an observable sort bool with two free constructors {true, false}. The sort bool
will be observable. Every rule in R is of type: A%, p; = pi = s — t where for all i in
[1---n], p; € {true, false}. Conjectures will be boolean clauses, i.e. clauses whose negative
literals are of type =(p = p’) where p’ € {true, false}. We denote by p/, the complement
of p/, that is false if p' = true and true if p’ = false. Let f € D, a completely defined
symbol in R. Then f is strongly complete w.r.t R if for all the rules p; = f(t1,...,tn) = 7
whose left-hand sides are identical up to a renaming p;, we have R |E;nq \/?:1 pipi. We say
that R is strongly complete if for all f € D, f is strongly complete w.r.t R. We add the rule

complement which transforms a boolean clause into a positive one, which is easier to refute:
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complement: (EU{=(a=b)Vr},H) ;1 (EU{(a=1b)Vr}), H)
if b € {true, false}

Theorem 6.5 (Refutational completeness) Let R be a strongly complete rewrite sys-
tem. Let Eqy be a set of boolean clauses. Then R s Eo iff all fair derivations issued from
(Eo, 0) fazl

Proof:

=

By Theorems 6.1 and 6.3

=

Let us assume that Fy contains only boolean clauses. The only rule that permits us to
introduce negative clauses is Case Analysis. Since the axioms have boolean preconditions,
all the clauses generated in an I’-derivation are boolean. If an I’-derivation fails, then there
exists a positive clause C' such that Generation cannot be applied to C'. Moreover, for
each equation e; in C, for all test substitutions o and for all context ¢ applicable to e;,
cle;]o does not match any left-hand side of R, otherwise conditional rewriting by —g or
Case Analysis can be applied to c[e;]o since R is strongly complete. So, for each test
clausal context ¢ for C, ¢[C]o is not a tautology, and it is provably inconsistent. Then,
Disproof is applied on C'. By Theorems 6.2 and 6.4, we conclude that R [~q4s Fo. m|

The following example is proposed in [Lys92].

Example 6.1 Consider variables of type nat built from 0 and s. The type var is built from
tnit which denotes a variable initialized to 0, and from the ass which denotes the variable
assignment operation. The function value takes a variable as argument and returns its value
which is of sort nat. Suppose Sy,ps= {nat}. Let R be the following rewriting system:

value(init) = 0
value(ass(z,y)) = vy
A test context set is {znpqr, value(zyar)}. A test set is {init,ass(z,y), nat}. Consider

the following conjecture:
ass(z,value(z)) =

Applying an induction, we obtain:
value(init) = wvalue(init)
value(ass(z,y)) = wvalue(y)

These subgoals are simplified into tautologies. The wnitial conjecture is an observational
theorem w.r.t. R. Note that it is possible to apply only test contexts to prove the initial
conjecture, which allows the simplification of proofs in general. However, to refute, it is
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necessary to apply at the same time test contexrts and test substitutions, as it is the case for
the following conjecture:
ass(z,y) = init

Applying an induction, we obtain:
value(ass(z,y)) = value(init)
It is simplified into:
y=0

which is a provably inconsistent clause. Since R is ground convergent, by Theorem 6.5 we
conclude that the initial conjecture is not an observational theorem w.r.t. R.

7 Computer experiments

We have implemented? these results in the Spike prover [BR95], written in Caml Light, and
tested several examples.

7.1 Stack

We proved automatically that push(top(S),pop(S)) = S is a behavioural property of the
specification stack (see figure 1). Note that this example fails with the approach of [BH92],
since it is not possible to compute automatically a set of crucial contexts: if two stacks have
the same top they are not necessarily equal. In the approach of [Hen91], we have to introduce
an auxiliary function éterated_pop : natx stack — stack such that iterated_pop(n, s) iterates
n times pop. This is easy because pop is unary. The function iterated_pop is defined by:

iterated_pop(0,s) = s

iterated_pop(n + 1, s) iterated_pop(n, pop(s))

Then, we have to prove the property for all contexts of the form
top(iterated_pop(x, c[zstack])). However, this schematization of contexts could be more
complicated in case of a function of arity greater than two. So, this process seems to be not
easy to automatize in general. In the approach of [MG94], this problem remains too.

Now, let us describe our proof. The prover computes first a test set for R and the
induction positions of functions, which are necessary for inductive proofs. It also computes
a test context. These computation are done only once and before the beginning of the proof.

test set of R:

2implementation not completely finished
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-> elem = {0, s(x1)}
-> stack = {Nil ; push(x1,x2)}

test contexts of R:

-> stack = {pop(x1)}
-> elem = {x1, top(x1)}

induction positions of functions:

-> top : [[1]1]
-> pop : [[1]1]

EO0 = {push(top(x1l),pop(x1)) = x1}

The prover applies an induction on the conjecture Fy: it applies all the possible contexts
and instanciates the induction variables by all test substitutions.

Application of generate on:
push(top(x1) ,pop(x1)) = x1 :
1) Nil = pop(Nil) ;
2) x2 = pop(push(x1,x2))
3) 0 = top(Nil)
4) x1 = top(push(x1,x2))

The lemma obtained are then simplified.

El = {Nil = pop(Nil) ;
x2 = pop(push(x1,x2)) ;
0 = top(Nil) ;
x1 = top(push(x1,x2))}
H1 = {push(top(x1l),pop(x1)) = x1}
Delete Nil = pop(Nil)
it is subsumed by:pop(Nil) = Nil of R

Delete x2 = pop(push(x1,x2))
it is subsumed by:pop(push(x1,x2)) = x2 of R

Delete 0 = top(Nil)
it is subsumed by:top(Nil) = 0 of R

Delete x1 = top(push(x1,x2))
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it is subsumed by:top(push(x1,x2)) = x1 of R
E2 = {}

H2

{push(top(x1),pop(x1)) = x1}

The initial conjectures are observationally valid in R

7.2 Lists

Consider the specification list in figure 3. The theorem insert(zl,insert(zl,22)) =
insert(x1, z2) is automatically proved.

test set of R:
-> nat = {0 ; s(x1)}

-> list {Nil ; insert(x1,x2)}
-> bool = {False ; True}

test contexts of R:

-> bool = {x1, in(x1,x2)}
-> list = {x1, union(x1,x2)}

induction positions of functions:

-> union : [[1]]
-> in : [[2]]
-> eq : [[11;[2]1]

E0 = {insert(x1,insert(x1,x2)) = insert(x1,x2)}

The prover applies an induction on the conjecture Fg. It applies all the possible test
contexts on Fy : it applies in and performs a case analysis, and it applies union and simplifies
the lemma obtained by R.

Application of generate on:
insert (x1, insert(x1,x2)) = insert(x1,x2)
1) eq(x3,x1) = True => True = in(x3,insert(x1,x2))
2) eq(x3,x1) False => in(x3,insert(x1,x2)) = in(x3,insert(x1,x2)) ;
3) eq(x3,x1) = False, eq(x3,x1) = True ;
4) insert(x1,insert(x1,union(x2,x4))) = union(insert(x1,x2),x4)
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Delete eq(x3,x1) = False => in(x3,insert(x1,x2)) = in(x3,insert(x1,x2))

El = {eq(x3,x1)
eq(x3,x1)
insert (x1,

H1 =

True => True = in(x3,insert (x1,x2)) ;
False, eq(x3,x1) = True ;
insert (x1,union(x2,x4))) = union(insert(x1,x2),x4)}

{insert (x1,insert (x1,x2)) = insert(x1,x2)}

Delete eq(x3,x1) = True => True = in(x3,insert(x1,x2))

it is subsumed by:eq(x1,x2) = True => in(x1,insert(x2,x3)) = True of R

E2

{eq(x3,x1) = False, eq(x3,x1) = True ;

insert(x1,insert(x1,union(x2,x4))) = union(insert(x1,x2),x4)}

H2

{insert(x1,insert (x1,x2)) = insert(x1,x2)}

The prover can use other hypotheses and conjectures during the simplification. Here, it
uses the hypothesis Hy to rewrite a conjecture.

Simplification of:
insert (x1,insert (x1,union(x2,x4))) = union(insert (x1,x2),x4) by H2:

insert (x1,union(x2,x4)) =

E3

insert (x1,union(x2,x4))

H3

Simplification of:
insert (x1,union(x2,x4)) =
insert (x1,union(x2,x4))

E4

union(insert(x1,x2),x4)

{eq(x3,x1) = False, eq(x3,x1) = True ;

= union(insert(x1,x2),x4)}

{insert(x1,insert(x1,x2)) = insert(x1,x2)}

union(insert(x1,x2),x4) by R[H3 U E3]:
insert (x1,union(x2,x4))

{eq(x3,x1) = False, eq(x3,x1) = True ;

insert (x1,union(x2,x4)) = insert(x1l,union(x2,x4))}

H4

{insert(x1,insert(x1,x2)) = insert(x1,x2)}

Delete insert(x1,union(x2,x4)) = insert(x1,union(x2,x4))

Application of generate on:
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eq(x3,x1) = False, eq(x3,x1) = True :
1) eq(0,0) = True, True = False ;
2) eq(s(x1),0) = True, False = False ;
3) eq(0,s(x1)) = True, False = False ;
4) eq(s(x2),s(x1)) True, eq(x2,x1)

False

Delete eq(s(x1),0)

True, False = False

Delete eq(0,s(x1)) True, False = False

E5 = {eq(0,0) = True, True = False ;
eq(s(x2),s(x1)) = True, eq(x2,x1) = False}
H5 = {eq(x3,x1) = False, eq(x3,x1) = True ;

insert (x1,insert(x1,x2)) = insert(x1,x2)}

Delete eq(0,0) = True, True = False
it is subsumed by:eq(x1,x1) = True of R

E6

{eq(s(x2),s(x1)) = True, eq(x2,x1) = False}

H6

{eq(x3,x1) = False, eq(x3,x1) = True ;
insert (x1,insert(x1,x2)) = insert(x1,x2)}

Simplification of:
eq(s(x2),s(x1)) = True, eq(x2,x1) = False by R[H6 U E6]:
eq(x2,x1) = True, eq(x2,x1) = False

E7

{eq(x2,x1) True, eq(x2,x1) = False}

H7 {eq(x3,x1) = False, eq(x3,x1) = True ;

insert(x1,insert(x1,x2)) = insert(x1,x2)}

Delete eq(x2,x1) = True, eq(x2,x1) = False
it is subsumed by:eq(x3,x1) = False, eq(x3,x1) = True of H7

E8 = {}

H8

{eq(x3,x1) = False, eq(x3,x1) = True ;
insert (x1,insert(x1,x2)) = insert(x1,x2)}

The initial conjectures are observationally valid in R
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8 Conclusion

We have presented an automatic procedure for proving observational properties in condi-
tional specifications. The method relies on the construction of a set of test conterts which
enables to prove or disprove conjectures. Under reasonable hypotheses, we have shown that
the procedure is refutational compelete: each non observationally valid conjecture will be
detected after a finite time. Future possible improvements would be the extension of the
observation technique to terms and formulas.
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