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Abstract: In this paper, we show how it is possible to use convex polyhedra for solving
linear interval systems without using preconditionning. We first show how to derive, from
an enclosure of OX([A],[b]), a polyhedron which contains the convex hull of the solution
set. Then, a simplex-like method enables us to find a new outer inclusion. Moreover, the
constraints obtained may be used to compute an inner inclusion of OX([A], [4]).
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Un algorithme de type Simplexe pour résoudre les
systemes linéaires avec intervalles.

Résumé : Dans cet article, nous montrons comment il est possible d’utiliser des poly-
heédres convexes pour résoudre les systémes linéaires d’intervalles sans utiliser de précon-
ditionnement. Nous montrons tout d’abord comment trouver, & partir d’un sur-ensemble
de OX([A], [b]), un polyhédre qui contient I’ensemble solution. Nous utilisons alors un al-
gorithme de type simplexe pour déterminer un nouveau sur-ensemble de la solution. De
plus, les contraintes obtenues peuvent étre utilisées pour determiner un sous-ensemble de

O ([A], [b]).

Mots-clé : systemes linéaires d’intervalles, algorithme du simplexe
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1 Introduction

A lot of work has been done in order to solve interval linear systems [A]z = [b] [6]. Rohn
and Kreinovich [10],[4] has proved that the calculation of OX([A], [b]), the smallest box that
contains all the solutions of [A]z = [b], is a NP-hard problem. On the other hand, several
algorithms obtain good results, especially when the diameter of [A] is small [8],[6].

In this paper, we propose a new algorithm which is based on linear programming.It consists
of an iterative scheme which considers as input an enclosure of the solution of O%([A], [b])
and returns a (usually better) enclosure.

This algorithm converges toward a superset of the convex hull of the united solution set
(4], [5).

In this paper, we use the following notations:
I([A],[b]) = {=, A € [A], Fb € [b], Az = Db}

T'([A], [b]) = Co(X([A4], [b])), where Co denotes the convex hull

We also denote by OX([A], [b]) the interval hull of the solution.
The interval linear systems we consider in this paper are defined by the following notations:

[A] = [A — A4, A + AA]

[b] = [b,5] = [b— Ab,b+ AB], Ab= -2

IS

2 How to find a polyhedron that contains the convex
hull of the united solution set

It is known that the solution of the problem [A]z = [b] is in general not convex[6]. As far as
we are only interested in OX([A], [b]), we may use I'([4],[b]) as intermediate set. Oettli and
Prager [7] proved the following theorem:

Theorem 1
( JA€[4], beb], Az=b )< |Az —b| < AAjz| + Ab

This expression does not lead directly to a polyhedron, because of the absolute value, which
underlines the fact that the solution set is usually not a convex set [6].

Let us assume that we know an enclosure of OX([A], [b]), which may be obtained, for instance,
by the algorithm proposed by Rump [8]. We give a first result which provides a way to get
rid of the absolute values.

Lemma 1 If
O%([4], [b]) C [z, 7]

RR n° 3153



4 O. Beaumont

Figure 1: Situation when both z; and z; are positive

and, if
o — |§51| - |£J| and 8; = jj|£j| _§j|'i'j|
J z -z, j z; — g

where x; denotes the j—th component of x, we have:

Vz; € [z;,Z], |z| < ajz; + B;

Proof:
o First case: z; <0, then a; = —1,3; =0, and
a;r+ B = —x = |z|.

e Second case: z; > 0, then a; =1, 8; = 0, and
a;r+ B = = |z|.

: - _ Zite, o —2%z,
e Third case: z;z; <0, then a; = F@;,g] = @-—g;'
. _ -2z,
— if 0 <z < Zj, then ajz + 3; — |2| = j__i] % (Z; —2) >0
i

thus, |z| < a;z + 8.
. 2_.

—ifz; <2 <0, then ajz + f; — |2| = ijszj *(z—xz;) >0.
thus, |z| < ajz + §;.0

In fact, several situations may occur:

Lemma 2 The conver hull of the set S

= {(z,9) € R*, = € [z;,%;], y < |z|} is the
polyhedron defined by P = {(z,y), z € [z;,7;],

0<y<oaz+p;}.

INRIA
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X
<

Figure 2: Situation when both z,; and Z; are negative

Figure 3: Situation when z; <0 and z; > 0
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6 O. Beaumont

Proof: If z; > 0 or z; <0, then § = P and the property is trivial.

We assume now that z; <0< ;.

The set P, which is defined by linear inequalities, is convex, and the previous lemma implies
SCP.

Therefore, Co(S) C P.

Reciprocally, let us consider (a,b) € {(z,y), z € [z;,Z;], y < oz + B;}\ S.

Let us consider now the line y = a;jz 4+ (b — a;a), which intersects y = z and y = —=x at the
points (a1,b1) = bl__aofja (1,1) and (as,b2) = bl__i_a;ja(—l, 1) respectively.

Since b — aja < 3, we obtain z; < a1 < az < F; and, therefore, (a1,b1) € S, (az,b2) € S
and (a,b) € Co(S).
We have proved that Co(S) = P.0O

Therefore, we can expect that the following simplex Q([A], [b], [z, Z]) represents a good
approximation of I'([A], [b]). If we denote by D, the diagonal matrix whose diagonal entries
are the a;’s and § the vector of the §;’s then we define Q([A], [b], [z, Z]) as follows:

Az —M Dz <b+ M
oL B lza) { 4T M e Sy A

We can now enunciate the theorem of this paper
Theorem 2 Let OX([A], [b]) C [z,Z]. Then, we have

S([AL b)) C{z; Az —AA Dyx <b+AA B, Az + AA Dyx > b— AA B}, where

251~z |

J
,6' _ ijlﬁj‘_ﬁjlijl
A

Proof: This theorem is a direct consequence of Theorem 1 and Lemma 1. O

We have seen above how an enclosure of OX([A], [b]) leads to a simplex that describes

a superset of I'([4],[b]). The set of problems max z; and min x; can
z€Q([AL[b],[z,2]) z€Q([AL[b],[z.2])

be solved, for instance, by applying 2n times the simplex method [2]. Therefore, a new
enclosure of O%([A], [b]) is obtained, and an iterative scheme can be developed.

The limit of this iterative algorithm is usually a good enclosure of O%([4], [b]) (not too large)
as shown in the last section. Unfortunately, it is difficult to find a characterization of this
limit in order to study its accuracy. The limit is usually not equal to OX([A], [b]).

For instance, when we know an enclosure of OX([A],[b]) in which each z; keeps a constant
sign, it is easy to prove that the algorithm described above provides the exact solution
OX([A], [b]) after only one step. Indeed, in this case, the sets {(z,y), ¢ € [z;,%;], ¥y <

INRIA
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a;z + G5} and {(z,y), = € [z;,%;], y < |z|} are equal, and Q([4],[b], [z,Z]) is an exact
representation of the solution set of [A]z = [b], which is in this case convex.

In the following section, we present a modification of the algorithm presented above, in order
to perform it in a reasonable amount of time.

3 Algorithm for the outer inclusion.

In the previous section, we have presented an iterative method which solves interval linear
systems. This method requires the execution of 2n simplex algorithms during each step of
the algorithm. Since an execution of the simplex algorithm requires roughly O(n®) flops
[2] [12], the total amount of work per iteration is therefore of order O(n*). The algorithms
proposed by Rump [8] and Neumaier [6] require an amount of work of order 5n3. We show
in this section how to perform a step of the algorithm in time O(n?).

We propose a three-step algorithm in order to obtain an outer inclusion. The first step
consists in solving an approximate problem. The conditions that define extremal points of
the approximate problem are supposed to be close to those which define extremal points of
the exact problem. The second step consists in using the results of the first step to solve
the exact problem. The last step is a correction step, and leads to a proved outer inclusion.

3.1 First step

In order to apply general theorems of linear programming, we perform the following change
of variables which induce use of positive variables. We set y = z — 2:

z="b
Q([A]u[bL[Eua_:]) Ay+AA Day ZQ—AA ,3— (A+AA Da)gzbl
y=>0

The first step consists in solving the problem Ay = [¢,b']. B
The polyhedron ' which corresponds to the problem Ay = [b,'] can be considered as a
modification of the simplex which defines Q([A4], [b], [z, Z]):

Ay <V Ay— M Dy <V
Q< Ay >t , and Q([A],[b],[z,Z]) < Ay+AA Dy >b
y20 y2>0

As long as AA is small compared to A, we may expect the following situation, obtained for:

(1 -1 (11 5 (1 1 (1
R STTSTT w

RR n° 3153
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Figure 4: Q (dotted line) and Q' (plain line)

In this case, we can notice the correspondence between the set of constraints of 2 and
Q' that define the extremal points.
In fact we do not solve entirely the problems Max y; and miél y; but only determine the set
ye ye

of linear equations that are saturated when solving each problem max y; and Iniél y;. These
ye ye

results will be used during next steps.
Suppose that we know B = (B; ;), an approximation of the inverse of A.

Ly ALy
2 ALy

Moreover, let A = . and AMA D, = | . , the row partition of the matrices A
Ly, AL,

and AA D,.

If B were the exact inverse of A, we would obtain, when applying it to the equality
Ay = where b' € [b/,V]:

y = BY where b’ € [/, V]

Thus, in order to minimize y;, if B; ; < 0 we have to consider b;- = b_; and the corresponding
constraint —L;y < —b;. If B; ; > 0, we have to consider b; = b} and the constraint L;y < b;.
Obviously, opposite choices apply when considering the system associated to the minimiza-
tion of y;.

Since B is only an approximation of the inverse of A, the results obtained are not sure, but,
as we shall see in the next sections, we only use the results obtained for )’ as indications in

INRIA
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order to solve the problem with Q([A4],[b], [z, Z])-

The total cost of this step consists in the inversion of A, i.e. n® flops when using a LU

factorization [3]. The determination of the systems associated with max y; and n’élél y; only
ye ye

requires O(n?) comparisons.

3.2 Second step
3.2.1 Corresponding constraints over Q([4], [b], [z, Z])

This step consists in solving approximately the exact problem mig Yi-
ye
For the sake of clarity, we consider from now on the minimization of y;

If ' = mid([d, b']), the set of saturated constraints that defines the minimization of y; over
Q' can be expressed as

(diL1)y = dib] + Aby

(d2L2)y = doby + Al

(dpLn)y = dpb!, + AV,
or
DAy = Db + A

where D is a diagonal matrix such that |D| = Id(n) and d; = +1 depending on the saturated
bound.
The corresponding set of constraints over (2 is:

(d1L1 — ALl)y = dlbll + Abll
(d2L2 — ALQ)y = dgblz + Abé , ,
. & (DA— D,AM )y = Db + Ab

(dnLy — ALy)y = dpbl, + Ab,

3.2.2 Checking the optimality of the constraint set

Our aim is to check the optimality of the set of above constraints with respect to the
minimization of y; over 2. We use the following fundamental theorem of linear programming
[2]:

Theorem 3 Let u' be the solution of u!(DA— AA D,) = e,*, where e,! is the first canonical

basis vector.
If u > 0, then:

e the set of constraints defined above is optimal for the problem migr)l Y1
ye

e the point y corresponding to the minimization satisfies (DA — AA D))y = Db + AA Y
o melg 1 =ei'y =1 (DA — A D)y = 4'(DV + AAY)
y

RR n° 3153
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3.2.3 Algorithm

We now present an algorithm to solve approximately the equation u!(DA — AA D,) = e;t.

Let M be defined as follows:

M = AA D, B, where B is the computed inverse of A.

Note that M does not depend on the extremal point problem we consider.
We use the following iterative scheme:

51t = eltB
dir1 = (6!D)M

We stop the iteration scheme when &y, < €7, a small threshold, and we set @ = (Zlf 54)D.
We consider that the set of constraints is optimal if 4 < €5, where €3 is a small positive
vector.

Therefore, if @ < €3, we go to the third step, otherwise, we perform a step of simplex algo-
rithm and then go to step 2.

Note that if u’ is the vector associated with the maximization of y;, then o' = (Z’f (-1)"*15HD.
Therefore, the computation of «/ only involves k additions of vectors.

3.3 Third step
3.3.1 Computing sure bounds

We are looking for a proved outer inclusion of the interval hull of the solution set. We

therefore need to perform a correction step, since all previous computations were not sure.
. - . e A—AA D

At this stage, we know that & < e;. Let 4 = min(a@,0), S = ( —A—AAoba ) and
b’

If € = atS — eit, then we have

S

s < max{zls, 2<0, 2!S <et+ €}
< min{(e; + €)'y, ¥y >0, Sy <s} duality theorem of L.P.
< min{ely, y>0, Sy<s}+max{ey, y>0, Sy<s}

and, therefore
m'(r)lyl > ifs —max{dy, 0<y<z—z}
ye

The expression above gives a proved lower bound for mig y1 and therefore for mig Y1-
ye€ ye

3.3.2 Practical implementation

In the sequel, we show how to bypass the computation of e.
Let A’ denote the exact inverse of the computed inverse B of A (whenever A’ does not exist,

INRIA
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we cannot apply what follows).

Let us set
A=A — A,
C=DA- M D,
p=(a—ay

@D = e!B Y X (DM,
WD =e'B Y (DM)" <= u' (C — DA) = ¢/’
V"D =¢e’A Y (DM) <= u' C =¢;!

<.

Theorem 4 If ||M|| < %,and €||A|| ||B|| < 3, where €, defined below, depends only on

machine accuracy, then:

llell < CHAI+AANN)Clleall + [l ) +4 € [JAI? [1BI] ( llal] + [lexl] )
Proof:

—u)t C|.

o Evaluation of ||(a
‘B Y2 (DM)!=6,DM Y ;°(DM)

(@ —u)t D=¢e
Since ||M]|| < &,

(@ —w)' Cll < llex[I([|A]l + [|1AA]]') and [[(@ — u)’|| < [lei]]

e Evaluation of ||[(v — u)t C|.
(v —u)t C =u!D A and therefore

(v = w)Cl| < [JA[[C 1] + llea]] )

e Evaluation of [|(v — @)t C|.
[|(v—a)t C|| <||(v—u) C||+||(& —u)t C|| and therefore

1w = @) Cll < llea|l CIIAI+ [1AA]) + AL ([lal] + lleal])

e Evaluation of ||A|].
If the computed inverse B of A is obtained with LU factorization, we know[5] that
AB = I + E where | |B|| < ¢||A]| ||BIl
where ¢’ depends on machine accuracy.
Thus, A’ = (I + E)~" A and, since ||E|| < €'||A]| ||B]| < 1,
A — A=AE Y 7 (-1)*1E* and finally

Al < 2€ [IA]1* [|B]].

Since e = 4! C —e1' = (@1 —v)! C + (v* C —e1') — u C, we obtain the proof of the theorem.
The crucial point is that the majoration of € does not require additionnal computations. O

RR n° 3153
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0.071
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0.051
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0.031
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0.011
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Figure 5: Figure 6: ™

norm(A)x0.1

Figure 7: X not centered — norm(AA ) = coni(A)

4 Numerical results

In this section, we describe numerical results obtained with random matrices A and AA
and for random vectors b and Ab.
We compare the results of the proposed algorithm after one iteration with the results of the

algorithm proposed by Rump[8]. The initial enclosure we consider is the result of Rump’s al-
volume of Rump’s outer inclusion

ithm. Ttisk 9] that, for R ’s algorithm, the rati
gorithm. Tt is nown[(L) at, for Rump’s algorithm, the ratio volume of interval bl
norm

depends on norm(AA )cond(A)"

We therefore display results according to W%. As the quality of the enclosure
of ¥ in Q depends on the position of the solution set with respect to 0, we also display the
results for ¥ centered or not centered (that is to say containing 0 or not intersecting any
axis). The x-axis represents the size of the matrices.

In what follows, we display 71, the average number of steps of simplex algorithm necessary

to the computation of an extremal point (step 2) and

width(Simplex method)

7EET width(Rump’s algorithm)

INRIA
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RR n° 3153



14 O. Beaumont

o8f 1 sl
06f
04f

0.2F

L L L L L L
0 10 20 30 40 50 60 70

Figure 14: 7y Figure 15: 1

norm(A)x0.01

Figure 16: ¥ centered — norm(AA ) = Zond(A)

5 Algorithm for the inner inclusion.

We now present an algorithm which computes an inner inclusion of the solution set. By
inner inclusion, we mean an interval vector [y, ] such that

[y, 9] € BE([A] [B]) € Q([A], [b], [z, 7]).
Note that it is a completely different problem to solve [y, 7] C X([A], [b])-

The main interest of the inner inclusion we compute is to allow to estimate the accuracy of
the outer inclusion and to enclose the interval hull of the solution set between two interval
vectors. Moreover, numerical results indicate that the inner inclusion is very close to the
interval hull (in fact, it is very often the exact interval hull).

The algorithm is based on the results for the outer inclusion. It computes 2n points of the

solution set which are supposed to be close to extremal points.

5.1 How to find inner “extremal” points?

Let us consider again the problem of the minimization of y;. We know that the extremal
point of Q which realizes this minimization is defined by:

(d1L1 — ALl)y = dlbll + Abll
(d2L2 — ALg)y = d2b12 + Abé

& (DA — DyA )y = Db + AY

(dnLn, — ALy)y = dpbl, + Ab,
& D(Az —b)=0A (Dyz + 5) + &b

Let us now consider a point on the frontier of X.

INRIA
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Lemma 3 (Rohn) z belongs to the frontier of ¥ < |Az — b| = AA |z| + Ab and
|Az — b = AA |z| + Ab < 3D’ diagonal , |D'| = Id(n),D'(Az — b) = AA |z| + Ab

This lemma is a direct application of Oettli-Prager [7] theorem. Since D,z + [ represents
an approximation of |z| , we can notice an analogy between the definition of z in both
expressions.

We therefore consider as extremal point associated to the minimization of z; for the inner
inclusion the point z defined by

D(Az —b) = M |z| + Ab

where D is the matrix associated to the minimization of y; over (.

5.2 Algorithm

The algorithm consists in solving the equations
DAz —b) =M |z| + M &z = M|z|+a

where M = A='DAA and a = A~ (DAb + b)

Since such a point belongs to the frontier of 3, the algorithm will lead to an inner inclusion
of X.

If we suppose that [A] is strongly regular, that is to say p(|A7!|AA ) < 1, then p(M) < 1
and we can use the algorithm proposed by Rohn:

Theorem 5 If p(M) < 1, then, for every a, the equation
z=Ml|z|+a
has a unique solution, and the iteration
#*t = Mzt +a (1=0,1,2,...)
converges to the solution for every choice of the starting vector z°
In order to obtain a good starting vector, we can solve the equation
D(Az —b) = A (Dyx + B) + Ab

We therefore start from the vector which corresponds to the minimization of z; over (.
When p(M) is not small enough, it is known that the convergence may be slow. Rohn
therefore proposed the sign accord algorithm, which does not require strong regularity of
[A].

It consists in solving x = M D’z + a, for different matrices D’.

RR n° 3153



16 O. Beaumont

Sign accord algorithm (Rohn)

Step 1 Select D’ with |D’| = Id(n)
Step2 Fors=1,...,2" do:
solve x = M D'z + a;
if D'z > 0 terminate (success); otherwise compute
k:=min{j=1,...,n/D'jz; <0}
change the sign of D'gy;
Step 3  Terminate (failure).

Rohn[11] has proved that the algorithm is finite when [A] is regular. Although the number
of steps may be exponential, it is generally reasonable. If we know the signs of the solution
of D(Az —b) = AA (D,xz + () + Ab, then we can start with the matrix D’ such that D'z > 0.
In the cases such that the points that realize the minimization of z; over ¥ and 2 have the
same sign vector, we will not have to perform any change of sign.

In fact, none of the cases we considered for the outer inclusion requires the execution of

more than one step.

5.3 Numerical results.

We display results for matrices of the same kind of those used for the outer inclusion. We
only consider the case ¥ centered as results for inner and outer inclusion are the same when
Y. does not intersect any axis. Each figure represents the evolution with n of both quantity
71 and 75, where

width(outer inclusion)
width(Rump’s algorithm)

width(inner inclusion)
width(outer inclusion)

= and , =1-

Figure 17: 7 Figure 18: 1

Figure 19: ¥ centered — norm(AA ) = %

INRIA



A Simplez-Like Algorithm for Interval Linear Systems. 17

25

05F

o 10 20 % 20 % % 70 0 10 20 N 20 50 ) 70
Figure 20: Figure 21: 7

norm(A)x0.01
cond(A)

Figure 22: ¥ centered — norm(AA ) =
We can see that inner and outer inclusions are usually very close. Even in the case where
norm(AA ) = %‘W, we usually obtain
width(OX)
width(outer inclusion)

1%.

Moreover, we can expect that the inner inclusion we obtain is usually the right one, since 2
and Q' are close. More precisely, if we denote by 1 the vector corresponding to the mini-
mization of z; for the outer inclusion, by 2~ the vector corresponding to the minimization
of z; for the inner inclusion, and if we suppose that 2+ and = have the same sign vector,
then:

iD, D', |D'|=|D| = Id(n),

D(AzT —b) = AMA (Dyz™ + 8) + Ab

DAz~ —b) =AM D'(z7) + Ab

Therefore, if 24,57 = 2t — 27,

DA.’L‘diff =AA D/.’L‘diff R WAY. | (|HZ+| — Da.’L‘+ — ,@)
and
Tdiff = —(DA —AA D/)_IAA (|.T+| — Da.Z'+ — ,3)

Thus,
norm(zq;z ) < norm(AA )cond(A4) 2 norm(S)

norm(Z —z) — norm(A) norm(Z — x)

This allows to compute a majoration of the difference, and therefore to determine the quality
of the outer inclusion, without computing the inner inclusion exactly.

RR n° 3153



18 O. Beaumont

6 Conclusion

In this paper, we show how to derive from the simplex algorithm an efficient method to
compute inner and outer inclusion of the united solution set. The outer inclusion is obtained
in O(n®) flops and does not require the preconditionning of the system. The inner inclusion
coincides very often with the exact interval hull of the united solution set, but we have no
way to prove this property. However, an estimation of the quality of the outer inclusion can
be obtained, even without computing the inner inclusion.
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