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Abstract: A language of proof terms for minimal logic i1s the A-calculus, where cut-
elimination is encoded as f-reduction. We examine corresponding languages for the minimal
version of the modal logic S4, with notions of reduction that encodes cut-elimination for
the corresponding sequent system. It turns out that a natural interpretation of the latter
constructions is a A-calculus extended by an idealized version of Lisp’s eval and quote
constructs.

In this Part T1Tb, we complete the results of Part I11a. We show that the typed AevQ@ -
calculus is confluent. It follows that the typed Aev(@)-calculus is a conservative extension of
the typed Agagr-calculus. We also prove that the typed Aev(@ -calculus is weakly terminating.

Some problems remain open. In particular, we still don’t know whether the typed AevQ-
calculus terminates weakly, or whether the untyped Aev(@Q-calculus is confluent.

Finally, we correct a few mistakes and inaccuracies that occurred in previous parts of
this work.
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A propos des interprétations calculatoires de la logique
modale S4
[IIb. Confluence, terminaison du Aev();-calcul.

Résumé : Un langage de termes de preuve pour la logique minimale est le A-calcul, ou
I’élimination des coupures est codée par la G-reduction. Nous examinons des langages cor-
respondants pour la version minimale de la logique modale S4, avec des notions de réductions
qui codent I’élimination des coupures dans le systeme de séquents correspondant. Il s’avére
qu’une interprétation naturelle de ces constructions est un A-calcul étendu avec une version
idéalisée des constructions eval et quote de Lisp.

Dans cette partie IIIb, nous complétons les résultats de la partie I1la. Nous montrons que
le Aev@g-calcul typé est confluent. Il s’ensuit que le Aev(@g-calcul typé est une extension
conservative du Ag4p-calcul typé. Nous prouvons aussi que le Aev@Q) y-calcul est faiblement
terminant.

Il reste quelques problémes ouverts. En particulier, nous ne savons toujours pas si le
Aev(Q-calcul typé termine faiblement, ou si le Aev@-calcul non typé est confluent.

Finalement, nous corrigeons quelques erreurs et inexactitudes des parties précédentes de
ce travail.

Mots-clé : logique modale, S4, Ao-calcul, substitutions explicites, terminaison, confluence,
A-calcul, types simples



Plan

We start by correcting a few mistakes or inaccuracies of previous parts in Section 1, then establish that
the typed Aev(@Qy-calculus is confluent in Section 2 —and although the untyped calculus is not confluent, it
is confluent in the typed case even in the previous of fixed point operators—, and that the typed AevQy-
calculus terminates weakly in Section 3. We examine the case of the typed Aev@Q-calculus, and explain why
the techniques we have used are not able to show that it terminates weakly: the difficulty is mainly due to
the complicated form of (typed) X-normal terms.

For definitions and previously-known results, see the reports [GL96a], hereafter denoted as Part I, [GLI6b]
(Part IT) and [GL96c] (Part IIla).

1 Corrigendum

1.1 Termination of Typed Xy

Termination of the typed version X was proved in Part I1la by reducing it to a variant of typed A-calculus
with first-order operators enjoying specific reduction rules, the A@-calculus. The latter was then proved
terminating by using Jouannaud and Rubio’s higher-order recursive path ordering (horpo), as defined in the
preliminary paper [JR96a]. Unfortunately, this proposal was wrong, in the sense that it manages to prove
terminating even non-terminating rewrite systems. (For instance, the untyped A-calculus: define the Scott
translation from untyped A-terms to simply-typed ones by: (Az - u)* = f(Az : 0-u*), (uv)" = g(u*)v*, where
f maps terms of type o — o to terms of type o, and g maps terms of type o to type o — o, and obey the
reduction rule g(f(u)) — u.)

The corrected version of the horpo is in the final paper [JR96b]. Unfortunately, the result presented there
is too weak for our purposes, even though we actually only need reductions on 5-long 8-normal forms, not
the full reductions of the typed A@-calculus.

We therefore present a direct proof of the termination of the typed A@-calculus, based on reducibility
arguments a la Tait-Girard [GLT89] (called strong computability in [HS88]). The definition of reducibility
and of neutrality is standard, as the properties (CR1), (CR2) and (CR3) and their proofs. The only difficulty
lies in the proof of the fact that all terms are reducible. We adopt the presentation of [GLT89], Chapter 6.
Since the notions of negative and positive types does not matter, we drop the + and — superscripts on #-types
in most cases.

Definition 1.1 We define the sets RED? of reducible A@-terms of type 6 by induction on the f-type 0 by:
e RED? is the set of strongly normalizing A®-terms of type o;
e RED""*%2 = [5:0, x 0, | ;s € RED”', mys € RED"?};

e RED"7% = [5:0, — 6, |Vt € RED"" . st € RED??}.

Definition 1.2 We say that a A@-term is neutral if and only if it is neither a lambda-abstraction Az - s nor
a pair (s, t).
The conditions of reducibility are:
(CR1) Ifs € RED?, then s is strongly normalizing.
(CR2) If s € RED? and s — t, then t € RED’.
(CR3) If s is neutral of type 0, and for every t such that s — t, t € RED?, then s € RED’.

Lemma 1.1 Properties (CR1), (CR2) and (CR3) are valid.

Proof: By simultaneous induction on the type 8:

o If § =o0:



— (CR1) is a tautology.

— (CR2): If s € RED’, then by definition s is strongly normalizing, so whenever s —» ¢, ¢ is strongly
normalizing as well; by subject reduction, ¢ has type o, so by Definition 1.1, s € RED°.

— (CR3): If s is neutral of type o, and every ¢ such that s — ¢ is in RED?, then every such ¢ is
strongly normalizing. As any maximal reduction sequence starting from s must pass through one
of these t, any such maximal sequence is finite, hence s is strongly normalizing. By Definition 1.1,
s € RED°.

e If 6 is a product type 81 X f5:

— (CR1): Let s € RED?. Then by Definition 1.1, ms € REDHI, so by induction hypothesis m1s
is strongly normalizing. But s, as a subterm of m;, must be strongly normalizing as well. (Any
infinite sequence in s would induce one in mys.)

— (CR2): Let s € RED? and s —s ¢. Then ms —» mt, and since ms € REDgl, by induction
hypothesis 71t € RED?'. Similarly, ot € RED?2. So by Definition 1.1, t € RED?.

— (CR3): Let s be neutral of type § and assume that for every ¢ such that s — ¢, ¢ € RED?.
Now any maximal reduction sequence starting from ms must first reduce inside s because s, as a
neutral term, is not a pair; so the first rewriting step must be of the form ms — w1t for some ¢
as above. In particular, ¢t € RED’ by assumption, so mit € RED" by Definition 1.1. Since w1t
ranges over all one-step reducts of 71s, we may apply the induction hypothesis and conclude that
715 € RED”'. Similarly, 755 € RED?2. By Definition 1.1, then, s € RED’.

e If # is an arrow type 61 — f5:

— (CR1): Let s be in REDG, and z be a variable of type #1. By induction hypothesis, condition
(CR3), on 64, and since x has no one-step reduct (z is normal), z € RED?'. So by Definition 1.1,
sz € RED?2. By induction hypothesis, condition (CR1), sz is then strongly normalizing. But
then s, as a subterm of sz, is also strongly normalizing.

— (CR2): Let s € RED? and s — ¢. For any u € RED”', su € RED? and su —» tu, so by
induction hypothesis tu € RED?2. Since u is arbitrary, by Definition 1.1 ¢ € RED?.

— (CR3): Let s be neutral of type #, and assume that for every ¢ such that s — ¢, ¢ € RED’. Let
u be an arbitrary term in RED?*. Then su may only reduce to: (1) tu, for some term ¢ such that
s —> t, or to: (2) sv, for some term v such that 4 — v; indeed, s is neutral, and in particular is
not a A-abstraction, so no redex can be reduced at the top. In case (1), by assumption ¢t € RED’,
so by Definition 1.1 tu € RED?2. In case (2), by induction hypothesis on 5, condition (CR2),
v € RED?2| 50 by Definition 1.1 sv € RED?2. Tn both cases, su rewrites (in one-step) to terms in
RED? only. Since su is neutral, by induction hypothesis (CR3), su € RED’2.

For any strongly normalizing A@-term s, let v(s) denote the length of the longest reduction sequence
starting from s. Such a sequence exists by Konig’s Lemma, since any term can only rewrite in one step to
finitely many different terms. Let also |s| denote the size of s. We define a strict ordering >3 on terms as
follows:

Definition 1.3 For every strongly normalizing terms s and t, let s =1 t if and only if v(s) > v(t), or
v(s) > v(t) and |s| > |t|.
Map each term s to a multiset of terms D(s) by:

° D(51 (&) 52) = D(81) W D(SQ),’
o D(s) ={s[} if s is not of the form s1 @ ss.

Let s o t if and only if D(s) »=7"! D(t), where =T is the multiset extension of »1. Similarly, s =2t if
and only if s =2 t or D(s) = D(1).
Finally, let s =3t if and only if s =2 t, or s =2t and v(s) > v(t).



Observe that =1, =2 and >3 are well-founded orderings on strongly normalizing A@-terms. Observe also
that > is an ordering included in »3.

Lemma 1.2 For every strongly normalizing term s, v(mys) = v(mas).

Proof: Consider any longest reduction R starting from m;s, 1 € {1,2} (possibly infinite, although we shall
see that it is in fact impossible). Since s is strongly normalizing, there is a longest initial sequence of rewrite
steps consisting entirely of rewrites inside s. Let n(R) (< v(s)) be the length of this initial sequence and
s'(R) be the obtained reduct of s. Then, either R stops after n(R) steps, or the n(R) + st step contracts at
the top (i.e., s'(R) = (s1, s2) and this step contracts m;s'(R) to s;). Define v(R) as 0 in the first case, and as
v(s'(R)) in the second case. (Observe that v(s'(R)) < v(s) — n(R).)

Amongst all such R’s, there is one that minimizes v(R), since this ordering is well-founded. So, choose
some R that is minimal in this sense, amongst the longest reductions starting from m;s.

Case 1: s'(R) is not a pair. We then claim that s'(R) is normal. Indeed, otherwise, we would be able to
get a longer reduction than R by continuing to rewrite inside s’(R), contradicting the fact that R is longest.
(Observe that R is indeed finite in this case.)

Case 2: s'(R) is a pair. the n(R) + Ist rewrite step in R occurs in s; (with s; — s}). If i = j (say
i =j = 1), then we transform R into the following R':

s—> ... —>m(s1,82) —> m (s, s2) —> 51 — ...
——
n(R) steps

which has the same length as R (so it is longest as well), but v(R') = v((s, s2)) < v(R), contradicting the
fact that R was minimal. And if i # j (say ¢ = 1, j = 2), then we transform R into the following R':

s—> ... —>m(s1,82) —> mi(s1,85) —> 51 —> ...
N e’
n(R) steps

which is strictly longer than R. (The case where R has infinite length is excluded because s, hence sy is
strongly normalizing.) But this contradicts the fact that R was longest.

It follows that the length of R is exactly v(s) + 1 if s has a longest reduction ending on a pair (s, s2)
(which is then in normal form), and is v(s) otherwise. Moreover, this holds whether i = 1 or ¢ = 2. So this
quantity is both equal to v(m1s) and to v(mas). O

Lemma 1.3 For every terms s, t:
(i) If s@®t is strongly normalizing, then s ®t =3 s, s®t =3t (in fact also with =)
If €s is strongly normalizing, then es =3 s (in fact also with =»).
If vs is strongly normalizing, then ts =3 s (in fact also with =»).
If 1(m1s,t) is strongly normalizing, then 1(mis,t) =3 emas (also with =1 or =9 instead of =3).

)
)
)
(v) If «(mys,t) is strongly normalizing, then i(ms,t) =3 s @ emas (in fact also with =3).
) If s1 @ eu(mis,t) is strongly normalizing, then s1 @ e{mis,t) =3 s1 @ emas (in fact also with =2).
)

If s 1s strongly normalizing, and s — t, then s =5t and s =3 t.

(1) If s @t is strongly normalizing, then s and ¢ are as well. Then, D(s @ t) = D(s) W D(t) by definition;
the result follows by the fact that D(s) and D(t) are not empty.

(17) Assume es to be strongly normalizing, and let {|sq, ..., s,[} be D(s). Observe that D(es) = {|es|}. For
each 1 <i < n, v(s;) < v(s). Moreover, v(s) < v(es) — 1: take a reduction of length v(s) starting from
s, then the reduction starting from es that reduces for v(s) steps inside s, then applies (¢), has length
v(s)+ 1. So v(s;) < v(es) for every 1 < i < n. In particular, es =1 s; for each i, so €s =3 s.



(ii3)
(iv)

O

Similarly.

Assume ¢(m1s,t) strongly normalizing. We claim that v(emas) < v(e{ms,t)). First, v(emas) < v(mas) +
1 = v(ms) + 1 (by Lemma 1.2) < v({ms,t)) + 1 < v({ms,t)). Then, |ems| = 2+ |s] < 3+
[s| + [t] = |e{mis,t)]|. So ¢(mis,t) =1 emss. Since D(e(mis,t)|) = {¢(mis,t)[} and D(emas) = {emas]},
1(m18,t) =9 €mas.

Assume ¢(m1s,t) strongly normalizing. In particular, s is strongly normalizing and v(s) < v(e(ms,t))—1
(we can again complete any reduction in s by rule (¢)). Let {/s1,...,s,[} be D(s); then v(s;) < v(s) <
v(i(ms,t)) for each i, 1 < i < n, so ¢(ms,t) =1 s;. Since ¢(mis,t) =1 emys by (iv), it follows that
D(u(mis,t)) = {e(mis, )]} Smul fls) L sy, emas|) = D(s @ emsys).

Assume s1@er(m s, t) strongly normalizing. Asin (iv), v(emas) < v(e(mis,t)), so v(emas) < v(ew(mis,t)).
It follows that D(s1 @ e{mis,t)) = D(s1) W {er{ms, 1)} =74 D(s1) W {lemas]} = D(s1 @ emas), i.e.
s1 @ eu{mys,t) =g 51 B €emas.

Assume s strongly normalizing, and s — t. More precisely, let s be C[s1] for some context C, where
s1 is a redex that contracts to ¢1, and ¢ = C[t4].

e We first examine the case where C is the empty context, that is, where s is itself the contracted
redex. If the applied rule is (8), then s and ¢ have positive types, in particular their head symbol
is not @; so D(s) = {|s[}, D(t) = {|t|}, and since by construction v(s) > v(t), s =1 ¢, hence s =3 ¢.
If the rule is (1), then s = m;(u,v) and t = u. Let D(t) be {t1,...,t,[}; D(s) equals {s[}. Now,
v(s) > v(t;) and |s| > [¢;] for every i, so s =1 t; for every 7, and therefore s =5 ¢t. Similarly if the
rule is (73) or ().

If the rule is (®—) (resp. (€), (¢)), then s =2 ¢ by (i) (resp. (¢7), (#47)).

If the rule is (@), then D(s) = D(t), so s =2 t. However, v(s) > v(t) by assumption, so s >3t as
well.

If the rule is (¢71), then s is of the form «(miu, v) Dw, t = (uDemau) Dw, so D(s) = D(¢{miu,v))
D(w), D(t) = D(u @ emau) W D(w), so by (v), s =2 t. Similarly with (:72), using (iv).

Finally, in the case of the rules (L), (L&), (LC) and (Le), D(s) = {s|} and D(¢) = {|t[}, so s =2 ¢
since v(s) > v(t).

¢ We now examine the general case, where C is any context. We prove it by structural induction on
C; we have just proved the base case.

If C = C1 @ u for some term u, then D(s) = D(Ci[s1]) W D(u) =7 D(C:i[t1]) W D(u) (by induction
hypothesis) = D(t). So s =5 t; since v(s) > v(t), s =3 t as well. Similarly if C has the form u®C; .
Finally, if C is any other context, then D(s) = {s[}, D(t) = {|t[}, so because v(s) > v(t), s =2 t.

Lemma 1.4 If s is strongly normalizing, and t € RED? ", then s &t € RED? .

Proof: By well-founded induction on (s,v(t)), ordered by the lexicographic product of =3 and >, using
(CR3). (By (CR1), t is strongly normalizing, hence v(t) is meaningful.) Consider any one-step reduct u of

st

e If u was obtained by reducing s @ ¢ at the top, then:

— by (®—): then u =t € RED?";

— by (®): then s has the form s1 @ so, and v = s1 @ (s2 @ t). By Lemma 1.3 (i), s =3 s2, so we can
apply the induction hypothesis: sy ®¢ € RED? . Again by (1), s =3 s1, so by induction hypothesis
again, s; @ (ss ®t) € RED? ie. u e RED?;

— by (¢m1): then s has the form t(m1s1,s2), and u = (s1 @ emgs1) @ t. By Lemma 1.3 (v), we can
apply the induction hypothesis, so u € RED? " ;



— by (4m2): then s has the form s1 @ (w152, s3), and v = (s1 @ emysz) ®t. By Lemma 1.3 (vi),
s1 @ et{m8q, 83) =3 $1 D €Tasq, so by induction hypothesis u € REDg_;

o If u was obtained by contracting a redex in s, then u = s’ @ ¢, with s — s’. By Lemma 1.3 (vii),
s =3 s, so by induction hypothesis u € RED? " ;

o If u was obtained by contracting a redex in ¢, then u = s @ ¢, with t — #'. But v(t) > v(#'), so by
induction hypothesis u € RED? " .

Tn any case u € RED? . By (CR3), and since s @ ¢ is neutral, it follows that s &¢ € RED? . O

Lemma 1.5 For any strongly normalizing Ad-terms s1, ..., s, and s, if L(s1,...,8n;58) is of type 0, then
L(s1,...,5n;5) € RED’.

mul

Proof: By induction on ({|s1,...,sn|},v(s)) ordered by the lexicographic product of »7* and >, using
(CR3). Consider any u such that L(s1,...,sn;s) — u:

e If the contraction occurs at the top:

— by rule (L): then for some 1 < i < n, s; = t[t}/zy, ..., t,/z,], where a:'w,l_, ce
ac;ng,; occur free in ¢, and the l'; are pairwise distinct and different from ¢; and u =
L(s1, ..y Sic1, 8, ot Sigty ooy S AZL L i1 &) B T B ST Bt . ).
As strict subterms of s;, t), ..., ¢}, are strictly less than s; in the > ordering. So the induction

hypothesis applies, hence u € RED?;

— by rule (L®): then s, =t®t', and u = L(s1,...,50-1,t,t"; A2y ... 2y 122" - 521 .. .2 1(x D2')).
As strict subterms of s;, t and ' are strictly less than s, in the »=; ordering. So the induction
hypothesis applies, hence u € REDH;

— by (LC): then s; = s;, for some 1 < i < j < n, and u equals:
L(S1,. 00 iy ey Sjo1,Siq1y ey Sy ALY oo o L1l oo By - STY . B LT 41 o )

l .
Clearly {|s1,...,8i,...,8-1,5;, 841, .-, Sal} =7 {Is1,...,8i,...,8j_1,5j41,- .-, Sn[}, so by in-
duction hypothesis u € RED?;

— by (Le): then s, = et[t1/x}, ..., tn/2l], and u = L(s1,. .., $n—1;v) for some (rather large) term v.
However, {s1,...,5n_1,8a[} =7 {s1,...,8a_1]}, so by induction hypothesis u € RED?;

e If the contraction occurs inside some s;, 1 <7 < n, then {s1,...,s,[} decreases in the =1 ordering, so
by induction hypothesis u € RED?.

e And if the contraction occurs inside ¢, then {s1,...,sn[} does not increase, but v(t) decreases: by
induction hypothesis again, u € RED?.

Since u is arbitrary and L(sy, ..., s,;s) is neutral, by (CR3) L(s1,...,s,;s) € RED?. O
Lemma 1.6 For every u € RED"', v € RED?2, A(u,v) € RED.

Proof: By induction on v(u) + v(v). A(u,v) can only reduce to A(u’,v) with u — u’ or to A(u, v’) with
v — v', which are reducible by induction hypothesis. Since A(u, v) is neutral, by (CR3) A(u, v) is reducible.
O

Lemma 1.7 For every u € REDg_, cu and tu are in RED? ™.

Proof: By induction on v(u) (since by (CR1) u is strongly normalizing). eu may reduce either to u (by
(€)) or to eu’ with u — u'. In the first case, u € RED?" by assumption; in the second case eu’ € RED? by
induction hypothesis. Since eu is neutral, by (CR3) eu € RED? . Similarly for tu. O

The rest of the proof is standard:



Lemma 1.8 [fu € RED’", v € RED®", then (u,v) € RED* *¢".
Proof: We first show that m(u,v) € RED?" by induction on v(u) + v(v). m(u,v) may contract either:
e to u by (m), which is in RED?" by assumption;

e to mw, where (u,v) — w by rule (ym). Then u = mw, v = maw: since by assumption u € RED€+,

. +
the result mw of the contraction is in RED? " ;
. . . . +
o to mi(u',v), with u — o', then by induction hypothesis mi(u’, v) € RED?":
e or to mi{u,v'), with v — ', then by induction hypothesis m (u, v') € RED?".

In any case, m1(u, v) contracts to reducible terms only; since it is neutral, by (CR3) m1(u,v) € RED’".
Similarly, m5(u, v) € RED?". By Definition 1.1, (u,v) € RED? %" O

Lemma 1.9 If for every u € RED?2, v[u/24,] € RED?', then Azy, -v € RED?22%

Proof: The claim follows from the fact that (Az - v)u € RED' for all reducible u. We prove the latter by
induction on v(u)+v(v). The term (Az -v)u contracts either to v[u/x], which is in RED?* by assumption; or
to (Az - u')v with u — o/, or to (Az - u)v’ with v — v', in which cases the induction hypothesis applies, so
that the contractum is in RED?'. Since (Az - v)u is neutral, by (CR3) it follows that (Az - v)u € RED?1. O

Theorem 1.10 FEuvery typed A@-term is reducible, hence strongly normalizing.

Proof: We show that: (1) u[vy/z1,...,v,/2,] is reducible for every typed term u and every reducible terms
vy, ..., U Of the right types, by structural induction on u.

If u is a variable z;, 1 < i < n, then uf[vy/z1,...,v,/2,] = v; is reducible by assumption. If u is another
variable, then v = uf[vy /24, ..., v,/2,] is normal, hence reducible by (CR3).

If u is of the form 7w, then by induction hypothesis w[vi/z1, ..., vn/2zn] is reducible, hence by definition
u[vi/x1,...,vn/xn] is reducible. Similarly if u is of the form myw or ww'.

If w is of the form (w, w'), then the conclusion follows from Lemma 1.8.

If u is of the form Az - w, then for every reducible v, wlvi/z1, ..., vn/xn, v/2] is reducible by induction
hypothesis. By Lemma 1.9, u[vi/21,...,vn/2s] is reducible.

If u is of the form w @ w’, then by induction hypothesis w[vi/z1,...,v,/z,] is reducible, hence strongly
normalizing by (CR1), and w'[v1 /21, ..., v,/2,] is reducible. By Lemma 1.4, ulvy /21, ..., v,/2,] is reducible.

Similarly, we conclude by using Lemma 1.5 if u is of the form L(s1,...,s,;s), by Lemma 1.6 if u =
A(w,w'), and by Lemma 1.7 if u has the form ew or 1w.
Claim (1) is now proved. Now, every variable is reducible, so taking vy, ..., v, as 21, ..., z, respectively,

we conclude that u is reducible. By (CR1), u is therefore strongly normalizing. O

1.2 Confluence of Typed lev()

In Part IlTa, Section 3.1, we concluded that the typed Aev@-calculus was confluent from local confluence
properties of the untyped Aev@-calculus. Local confluence of the typed calculus was inferred from the
subject reduction property. However, this argument is only correct in type assignment systems, where types
are viewed as predicates on untyped terms. This does not apply to Church-style typed terms, where variables,
and subterms of the form 1, ¢, id*, ¢ v and Q“u are annotated with types (see Definition 3.7, Part II): see
for instance [MS95] for the case of the simply-typed A-calculus.

We therefore have to change our proof slightly — in fact, to check all critical pairs as typed critical pairs.
Then, a difficulty awaits us: we compute critical pairs of rule schemas depending on the values of integer
variables £, £ subject to certain sets of linear constraint; then, although it is easy to infer types for terms,
it is very difficult to infer types for term schemas. We avoid the difficulty by using a simple criterion for
deciding when the critical pair (or rather, critical pair schema) is joinable in the typed case.

Consider for instance a generic (untyped) critical pair:



u
v v
N 7/

N ’
N

Nk %,
N\ ¥

w

Our criterion C'(w) is that if we know the types of free (meta-)variables of w, and we know the type of w,
then we know all type annotations of all subterms of w. If, for each untyped critical pair as above, C'(w)
holds, then we claim that the corresponding typed critical pair is joined. Indeed, the typed reductions in
Church-style are such that the (unique) type of all reducts of some term u is exactly the type of u; so the
type of w is determined. Then, all the (meta-)variables occurring in w are place-holders for real terms whose
types we actually know. So by C'(w), there is a unique way of decorating all subterms of w with types so
that w has the given type, and therefore the typed critical pair joins.

It 1s almost impossible however to compute these types, so we design a new approximate criterion for
detecting when C'(w) holds without computing any types. The idea is to abstract types as sets of components
of these types that we know. We first represent types:

m] a a
G=..2g=>

where & is either a base type b or a stack type ¢, as infinite lists [¢1,...,¢,®,0,0,..], where 0 is a new
distinguished object. We now abstract our knowledge of the type viewed as a list [¢1,...,¢;,...], by a set of
integer indexes 7 where we know ¢;. For instance, if we know the type 7 of u, then this set will be {1,2,...};
and Q%u will then be (included in) {1,2,...,£—1,£+1,...}.

This means that we design an abstract interpretation of the type inferencing problem, where only the fact
that some component of a type is (in principle) deducible is computed, and where the information is given
as a lower approximant, i.e. a subset of the intended set of integer indices. We use the following functions
bottom_up, which takes a term u and returns (a lower approximant of) the set of indices of components of its
type that we know for sure, knowing the types of its free (meta-)variables; and top_down, which takes a term u
and returns true whenever u and all of its subterms have (for sure) unique types determined by the knowledge
of the type of u and of all its free (meta-)variables. We write [a, b] for the set {{ e N | a < i A i < b}, and
[a, +oo[ for the set {i € IN | a < i}. The tests of the form 7 € S are to be read as “it is sure (provable) that i
is in S”; similarly for inclusions C.

From this description, it is clear that we can use finite unions of disjoint intervals of integers as the data-
structure representing sets of integers. A nice way of representing them is as lists of integer expressions (which
will be, as for the confluence tests in the untyped case, integer constants or linear functions of one integer
variable £ or £), of the form [i1, 45, ...,4,], where it is provable that i1 < iy < ... < iy, but none of i1 = s,

.+, In—1 = in 1s provable from the set of linear constraints on integer variables defined by the critical pair.
Then such a list denotes § if the list is empty (n = 0), or [i1, +00[\\S, where S denotes the rest of the list, that
is if the list if of the form ¢y :: S (:: denotes cons, i.e. the operator that tacks iy in front of S and returns the
[tn—1,in[ if n is even
[in, +oo[ ifnisodd ’

The basic set constructions are defined by (where < denotes provable equality from the set of integer
constraints considered):

new list). In other words, the list [i1,4s,...,14,] denotes the set [i1,45[U[is, 14[U. .. {

(* int_minus(i,[) computes [, +oo[\l *)
int_minus(i, []) = [i]
int_minus(i,7 ::1) = if ¢/ <1 then int_inter(i,!)

else if 1 < ¢/ then i :: 4/ :: 1

else error



1, +oo[

bottom_up(zx) =
= 1, +o0]

bottom_up(())

bottom_up(u) N

[
[
bottom_up(Mu) = £ Ebottom_up(u) n
[
[

bottom_up(Ax - u) =

bottom_up(u +* v)

(1)U
(1 a)u

otherwise

[£+ 2, +00]

1, +oo[ if bottom_up(u) = [1, +oo|
2,400[ otherwise
((bottom_up(u) U bottom_up(v))
U+ 1, 4o0]
(bottom_up(u) U bottom_up(v)) N [1, ]

n[,4)
if £+ 1 € bottom_up(u)
otherwise

(£ 20)

bottom_up(u ot v) = (bottom_up(u) \ {£}) U (bottom_up(v) N[1,4))

bottom_up(u o v) = ((bottom_up(u) U bottom_up(v)) N [1,£])
U(bottom_up(u) N bottom_up(v) N [1, £+ 1])
O¢ 42, 400] (¢ 2 0)

bottom_up(t* u) = bottom_up(u) \ [¢,£+ 1]

bottom_up(1) =[1,£—=1]U[l+2,400]

bottom_up(1°) =[1,£-1]

bottom_up(zdl) =[1,£—=1]U[l+2,400]

bottom_up(eviuv) = ((bottom_up(u) U bottom_up(v)) N [1,£—1])

bottom_up(Q*u)

= (bottom_up(u)

U{i—1]1 € bottom_up(u) N [{+ 1, 4+oc0[}
N[1,£—1])
U{i+1]¢ € bottom_up(u) N [£,+oo[}

bottom_up(1 u)

bottom_up(lu) = { 0
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(
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()
/\lu)
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u L v)
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top-down(lu

= bottom_up(u)
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Figure 1: Function bottom_up
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(* int_inter(i,1) computes [7, +oo[Nl *)
int_inter(, []) =]
int_inter(i, ¢ 1) =if ¢ <4 then ¢ 11

else if ¢/ < i then int_minus(7,!)

else error

(* inter(l1,lz) computes Iy NIy *)
inter([], l2) =

inter(1, ) =0

inter(in 11,42 :ls) = 1if iy < i then int_minus(iz, union(ly,ls))
else if i3 < 41 then int_minus(i1, union(l1,ls))
else error

(* union(l1,ls) computes I; Uls *)

inter ([ L) ~ 1y

inter(ly,[]) =1

inter(in 11,42 = ls) = 1if iy < ia then int_minus(i1, dif f(l1, 12 21 12))
else if 45 < 4 then int_minus(iy, dif f(la, i1 1 1))
else error

(* dif f(l1,12) computes l1 \ I2 *)

dif f([],12) =1

dif f(I1,[]) =0

dif f(ip ©:ly,42 1 ly) = if iy < i then 4y s union(ly, iy 2 1s)
else if i3 < 4y then inter(iy = {1, 12)
else error

(* must_be_in(,1) is true iff 7 € [ is sure (provable) *)

must_be_in(i, []) = false
must_be_in(i, i’ :: 1) =i’ <iAmust_not_be_in(i,l)

(* must_not_be_in(i,l) is true iff ¢ ¢ | is provable *)
must_not_be_in(1, []) = true
must_not_be_in(i,7 ::1) =1< iV must_bein(i,l)

Finally, it turns out that for all critical pairs in Aev@® and AevQy, C'(w) is computed without ever leading
to “error” and returns true, so the typed versions of these calculi, in Church-style, are again locally confluent.
By the same proofs as in Part Illa for Aev(@), and as in Section 2 of this Part IIIb, they are confluent.

1.3 Conservativity

Another problem lies in our counterexample to property (2) in Section 4, Part ITTa (more precisely, to the
conjecture that G(u) —* G(v) in Aev@, resp. AevQy, implies u —* v in Agy, resp. Asapr). The example
we give is indeed not typable, contrarily to what is claimed. Instead, consider:

u = unbox ((unbox z)(unbox y)) ‘
4

v = (unbox (unbox :B) )(unbox (unbox y) )
where 2 : O(®1 = OPy), y : OP¢. Then u and v have type OP,, and:

G(u) = evp((evy(Qpa)id’) +' (ev7(QFy)id"))()

G(v) = (evh(evy(Qf)id")()(evh (evi(QFy)id')())
Now G(u) rewrites to G(v) in one application of rule (ev«'), but u does not rewrite to v. In fact, u can only
reduce to (unbox z)(unbox y), which is normal.



1.4 Other Minor Corrections

There are several slight technical problems with our treatment of the Ags-calculus. The first is the fact that
rule (box) should actually be:

box u with vy, ..., v, for x1,..., 2,
— box u[(box v} with z1,..., zm for y1,...,ym)/xi]
With vy, .. v, Wi, ., Wi, Vigd, - -, Un
for x1,. ... &i—1,21, .., Zm, Zig1, .-, Ly
rovide at v; = box vt with wy, ..., w,, for y1,...,yn, and where z1, ..., z,,, are fresh variables.
ded that b ¢ with wy, ..., f , .+, Ym, and wh , , fresh bl
. . . . . 4
The difference is that we use box v} with z1,..., 2y, for yi,..., ym instead of (some variant of) v} . The
¢ . . . .
latter, or rather v} [z1/y1, ..., 2m/Ym], 18 box v} with z; , ..., z;, for i, ..., yi,, where 1 <4 < iy < ... <

ix < m. That is, it is not in general equal to the former, rather it rewrites in finitely many (gc) steps to the
latter.

Changing (box) to the new rule above is the right thing to do: all the arguments that we have developed
until now, except in Part TI, Section 5.3 and a few other places, actually use this form of the rule. The
argument of Part TT, Section 5.3 is easy to adapt (nothing really changes). The other occurrences are:

e In Part IT, Section 4.2, Lemma 4.4, p.34. Between (box) and (nbox) (first case), when ¢ = j:

box unbox z;

with vy, ..., 9,1, (box u with wy, ... Wy, for yi, ..., Ym), Vig1,. ., Un
forxq, ...,z ... 2y
reduces to box u with w1, ..., wm, for y1, ..., ym by (7box), and to:
box unbox (box u with zq,..., 2, for yi,..., ym)
With vy, .. 01, W1, ., Wi, Vigd, - -, Up
for z1,... 2i_1,21,. .., Zm, Tig1, .- -, &y

by (box), which rewrites to:

box ulz1/y1,- - 2m/Ym)
With vy, .., v, Wi, .o, Wi, Vigd, - -, Un
for i, ... 21,21, .., Zm, Tig1, ..., Zy

by (unbox), and this is a-equivalent to:

box wu
With vy, ..o, 01, Wi, ..o, Wiy, Vig1, - -, Up
for Tl Ti—L Y1y -3 Yms Titly - - T
which rewrites to box u with wy, ..., wy, for y1,...,ym by (gc).

e In Part IT, Section 4.2, Lemma 4.4, p.34. Between (box) and (nbox) (second case):

box u with wy,...,v;_1, (box unbox y; with wy, ..., wy, for yi, ..., Ym), vig1,. .., v
forxy, ...,z ... 2y

reduces in one step to:
box u with v1,...,vi_1, wj, vig1,...,vn for &1, ., @iz, &5, Tig1, ..., Tn
by (nbox), or to:

box u[box unbox y; with z1,..., 2z, for yi, ... ym /2] with vy, o vi_q, Wy, Wy, Vg, U
for i, ..., @i—1,21, .oy Zm, Tig1, -+, Tn

10



by (box). This rewrites to:

box u[z;/®;] with vy, ... v, wi, ... Wy, Vig1, ...,V
for &1,...,%i—1,21,. .., Zm, Tit1, .-, Tn
by (nbox), then to:
box u[z;/x;] with vy, ... w1, w;, Vi1, ...,V
for @y, ..., 21,25, %iq1, ..., 2y

by (gc), and this is a-equivalent to:

box u  with vy,...,vj_1,w;,viqg1,..., Uy
for 1, ..., xi_1, 2, Zig1,. .., 2y

This confusion between both (box) rules was actually not very serious, because we can postpone (gc) and
(ctract):

. ., (ctract) R R ctract
Lemma 1.11 For every rule R in Agapr, if u( — )v%w, then u—>+1)'( — )*w for some v'.
. . . R ctract’ .. R ctract’
More precisely, either: (i) u—>+v’( T3 or: (27) u—)v’( T3,

Proof: TIf R is (ctract) itself, the lemma is obvious (we are both in cases (#) and (77)). Otherwise, observe
that R is left-linear. There are several cases, according to whether the redex in u is above that in v, below,
or neither. In the last case, the two contractions simply permute (i.e., both (¢) and (i¢) hold; here, the
contractions could be done in parallel).

If the redex in u is above that in v, then u = Clbox u’ with ... v;,... v;,... for ... 2, ... 2;,...] with
i # J, v = v; and v = Clbox u'[x;/x;] with ... vy, ... ... for ... 2 ...,..]. If the R-rewrite from v to w
occurs in u'[z;/z;], then because R is linear, we could have already done it in %/, and the two contractions
simply permute. If the R-rewrite from v to w occurs in some vi, k # ¢, k # j, then the two rewrites permute
again. Finally, if the R-rewrite from v to w occurs in v;, rewriting it to v}, then u rewrites in two R steps to
v/ = Clbox u with ..., v},...,v},... for ..., & ..., & .. ], then to w by (ctract), so (i) holds.

If the redex in u 1s below that in v, then because R is left-linear, we may first contract the R-redex in u,

getting v’, and then contract all the residuals of the (ctract)-redex in u inside v': so (iz) holds. O

Lemma 1.12 For every rule R in Agapy except (ctract), if u(g—cgvi)w, then uim’(g—c;*w for some v'.

Proof: If R is (gc) as well, the lemma is obvious. Otherwise, there are several cases, according to whether
the redex in u is above that in v, below, or neither. In the last case, the result is obvious (the contractions
could be done in parallel).

If the redex in u is above that in v, then v = C[box u’ with ... v;,...,... for ..., @;,...] with o; & fvu’
and v = Clbox u’ with ... ... for ... ...]. If the R-rewrite from v to w occurs in u’ or in any vg, k # i, then
because R is linear, the two contractions permute. If the R-rewrite from v to w occurs in v;, rewriting it to
v}, then u rewrites in no R step to v/ = u, which rewrites to w by (gc).

If the redex in u 1s below that in v, then because R is left-linear, we may first contract the R-redex in u,
getting v/, and then contract all the residuals of the (gc)-redex in u inside v'. O

It follows that:

. ) tract
Lemma 1.13 If u —* v in Agy (resp. Agsap ), then u —* vl(g_c;*vz(cr_a(): )*v for some vy, vy, and where

the rewrites from u to vy are Agy-rewrites (resp. Agap-rewrites) not using (ge) or (ctract).

Proof: By Lemma 1.11, we can define a transformation on rewrites r from u to v as follows. Let r be a
rewrite from u to v, 1.e. a sequence of contractions of the form:

U=Uy —> U — ... —> U, =V
This can be written in a unique way as:

R ctract R ctract ctract R ctract
U= u0—>*ui1( — )+uj1—>+ui2( — )+Uj2 . ( — )+ujk_1—>+uik( — )*un =

11



where 0 <41 < j1 <i2 < ja<...< Jr-1 <ir <n, k>1and R denotes any rule except (ctract). If k& > 2,

tract o . .
then we apply Lemma 1.11 on the subsequence u;, _1 (ci(): )Ujlimjﬁl' Note that, if j1 = iy + 1, then this

decreases k, otherwise it decreases j; — i1 while leaving k& unchanged. So, if we order rewrites r by k first,
then j; — 41 (lexicographically), then the transformations above make r decrease in this ordering, which is
clearly well- fm%nd%d Any rewrite that cannot be transformed any longer then has k = 1, i.e. it is of the form
_uﬂ — *u, =v. Let vy be u;.

Slmllarly, we transform the rewrite from u to va by repeatedly using Lemma 1.12; and the result follows.
O

Lemma 1.14 The rewrite system (gc), (ctract) is terminating and confluent.

Proof: Local confluence follows from the arguments in Lemma 5.6, Part I for the Agy-calculus, and in
addition from those in Lemma 4.4, Part 11 for the Ag4p-calculus. Termination is obvious, since each rule
decreases the size of the term strictly. O

Lemma 1.15 For any rule R other than (gc), (ctract):

R ! (ge), (ctract)

Ul U”

N

(gc)\,‘(gtract) VZ
WL (gc), (ctract)
v

Proof:  See the proofs of Lemma 5.6, Part I for the Agyq-calculus, and of Lemma 4.4, Part II for the
Agqpgr-calculus. O

Lemma 1.16 For any family R of rules other than (gc), (ctract):
u
R (gc), (ctract)

1"
! U

’

(gc)\,(t\:tract) *//I R
WL (ge), (ctract)
v

u

Proof: Let C denote (gc), (ctract). Since C terminates, we can define the length v(u) of the longest C-
reduction starting from u. The result is by induction on v(u). If v = u and the result is obvious. So assume
that u'" # u (in particular v(u) # 0), in particular:

for some us. . e

Now, we claim that: (1) there is a term vy such that «'—*vy and us L*’UQ. This is by induction on the
length of the R-rewrite from u to u’. This is obvious when this length is 0, otherwise we use the following
diagram:

12



R (ge), (ctract)
Ul us
R (gc)\,‘(gtract) *//I R
¥ WL (ge), (ctract)
u’ U1

’
N

(gc)\,‘(gtract) V' R
Wity (gc), (ctract)
where the upper diagram comes from Lemma 1.15 and the lower diagram is by induction hypothesis (the
one for claim (1)). Thus we have proved (1).

Now from (1) and Lemma 1.13, Uzi)*bgi)*vg for some term vz. And since v(us) < v(u), we can apply
the induction hypothesis and draw the following diagram:

Us
R (ge), (ctract)
% *
vs u'!
(gc), (efract) ,
(gc),‘(gtract) *// R
% WL (gc), (ctract)
V9 us

’
’

(8‘3)\;‘(‘5“3‘3'() . “(ge), (ctract)
‘\\*U*//’

N

where the upper diagram comes from induction hypothesis and the lower diagram is by confluence of
(gc), (ctract) (Lemma 1.14). O

Therefore:

Lemma 1.17 If u —* v in AG, (resp. A, ), then u —* v’ in Agy (resp. Asap) for some term v’ such
that v rewrites to v’ by (gc), (ctract).

Proof: Because (gc), (ctract) is confluent, we may assume that:
R4« C.o4 *C R4 Cou = C R 4 C x C
u = ug— vg— wy —u— v — wy —us—" . —SFwp_1 —uy = v

where C' = (gc), (ctract) and R is the set of rules in the calculus minus C'. The result is by induction on n.
This is clear if n = 1. Otherwise, by Lemma 1.16, there are terms v{ and u} such that:

R4, Ca % C
wog—" v — U]

So:
R4, C 4 % C C . *C R,
wo—* v = u) v g s — L S w, ) = v

By Lemma 1.14, u} and wy have a common C-reduct wy, so:
R4, C oy Cyu 4% C xC R 4 C & x C
wo— V] — U Wy —wy —us—" . = Wp 1 —Up =V

or, to make things simpler:

C

R « 4 x g*x C R % C & * C
wo—> Vy—> Wy $—Us—> ...—> Wp_1 Uy =V



To show the whole reduction:
R+ C4x R4, C.4 4% C R
U =Ug— Vog—> Wog—> V1—> Wy —Us—> ...
Now by Lemma 1.13, for some term vy:

R x 1 C 5 4% C R x C
u = ug—— vh— wlh —us——=" . wn g Uy = v

and we apply the induction hypothesis. O

Therefore, we can reason up to (gc), (ctract)-equivalence without losing generality.
A few other details must be modified:

e In Part I, in the proof of Lemma 5.6 (p.22), in the cases of the (box)/(gc) and (box)/(ctract) critical
pairs, v; should be box v with w1, ..., wm for y1,..., ym, not box v with wy,...,wn, for x1,..., xm, and
appropriate occurrences of xj should be changed to yx, 1 < k < m.

e In Part I, in the proof of Lemma 5.6 (p.22), the subcase where i = j was forgotten in the case of
(box)/(gc) critical pairs. This case is when:

v; = box v with wq, ..., wy, for y1,..., ym

and z; 1s not free in u, then:
box u with ... v;,... for ... z; ...

reduces in one (box) step either to:

box u[(box v with z1,..., 2y, for y1,...,ym)/z;]
with ... wy, ..., wy,...
for ... z1, . Zmy .
or to:
box w with ...,... for ... ...

by (gc). Since z; is not free in u, the former is actually:

box u
with ..., wi, ..., wm,...
for ... z1, . Zmy ..
which reduces to the latter, closing the confluence diagram, in m (gc) steps, since z1, ..., zny, being

fresh, cannot be free in u.

e In Part II, Section 3.3, top of p.31, the typse of v and w were badly typeset, and should be ¢*=! =7 x
+ 8 —1 8
¢’ = 1, and that of w should be ¢*=1 =¢’.

2 Confluence

2.1 The Base Aev(Q,-Calculus

The main problem in proving the confluence of the typed Aev@Q -calculus is due to the non-left-linear rules
(n @) and (1 e of). These are the rules that we have used to show in Part Ila that the untyped calculus was
not confluent. The situation 1s much like the one encountered in the Ao-calculus, for which the only proof
method that we know of today 1s based on Thérése Hardin’s interpretation technique.

Consider for example the proof method of Part IIla, section 3.1. We started by showing that, whenever

uﬂ)w and ui)v, then there was a term # such that w—=*# and v rewrote to ¢ by ¥*8X*. Tt is tempting
to just substitute Xy for ¥ above, but it does not work. Indeed, let u = (1! o' v) o' (1! o'v); check that
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u=ty, Imagine that v contains a (8')-redex, and let v’ be the result of contracting this redex in v. Then

uﬂw = (1"ov') o' (11 o'w) for instance. To (‘]oqe ‘rhe confluence diagram, the obvious solution is to reduce
the other occurrence of v in w to get (1' o v’) o (11 olv/), then o' (= t), but in doing this we have used (')
to go from w to ¢, which was not allowed.

There is another solution to close the confluence diagram. The types tell us that v and v’ should be
non-empty stacks. So, intuitively, v should Yg-rewrite to some stack of the form v o' vy, and the (8')-

. . . B B
redexes should be in vy or in vs; say v/ = v} 01 vh Wlth 1)1—)1)1 and vo—vh. Then we can close the

confluence diagram as follows: w = (11 o' (v} o' v})) o' (11 o' (vy o' wy)) — v} &' (11 o' (v1 &' wy)) (by

pa3 poj
(11)) — v} o' vy (by (1)) = ¢ (notice that we did not use (B')), while v = vy o' vy Hﬂ) v} o' vy by

construction.

The details are a bit more complicated, and use the fact that if there is really a contracted (3')-redex in
v, then the redex must have sort 7', i.e. v contains a subterm of sort 7'. We formalize it by identifying such
terms, which we call not T-free. For reasons that will become clear in Section 3, we consider that terms of
the form ¥ u are not T-free either, even when u is T-free; this can be justified by the intuition that { u is
more or less an abbreviation for 1¢ of (uo% 1%), which has 1%, a term of sort T, as subterm.

Definition 2.1 We say that a AevQ-term is T-free if and only if none of it subterms (including itself) has
sort T or has the form f}* u for some £ > 1 and some term u.

We also say that a term is X g-normal if and only if it is reducible by no rule in ¥ . We denote by X (u) the
unique normal form of u by . (Because of Theorem 2.71 and Lemma 3.1 of Part TlTa, Xj is convergent
in the typed case, hence this normal form exists and is unique.)

Lemma 2.1 Let u be a typed AevQ-term such that:
(1) u has type gl_qul for some £ > 0, and some stack types 1, ..., Se, Se41;
(2) u is Xg-normal;
(3) and u is T-free.
Then:
(4) either £=0,u=() (ands=T);
(5) or £ >1 and u = popt, for some k > 0.
Proof: Recall that for £ > 1, popt is defined as 1 ol ... of 1%, where of associates to the right; and that

k times
pop} is defined as id“. When there is a risk of confusion, we write (1)[u] to say that property (1) applies to
the term wu, and similarly for properties (2) through (5).
The lemma is proved by structural induction on u. Because u is a stack, we have the following cases:

u = (): then (4) holds;

e u=set: s hassort T, so this is impossible by (3)[u];

e u =1 s: s then obeys (1) (with type ¢ =7 x 41 for some 7), (2) and (3); by induction hypothesis,
then either (4)[s] or (5)[s] holds; if the former holds, then s : T and u would not be typable; and if the
latter holds, then ¢ > 1, and again u would not be typable, a contradiction;

u —Ds o%t: b:?/ [un] we must have (i) n < £. Then, s also obeys (1) with some type ¢; 2.2 Sn—1 3
Sh = Snt1 = ... = sz41, and obeys (2) and (3). By induction hypothesis, then, either (4)[s] or (5 )[5]
holds. The former is impossible by typing (property (1)[u]), so s equals some term of the form popf,
and ¢ > 0. If n < ¢, then u would be reducible by rules in group (D), so by (2)[u] and (), n = £. To
recap, u = popf of t. The latter is not X g-normal if i > 2 (by rule (of)) or if i = 0 (by rule (ido%)). So
by (2)[u], i = 1, i.e. u =1* o*t. Then ¢ has type dErx Ge41 for some 7, and obeys (1), (2) and (3):
by induction hypothesis, either (4)[t] or (5)[¢] holds, and by typing in fact t= pop for some j > 1, so
u = popf, with k= j+1> 1.
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u=1id": by (1), n = £, then (5) holds with k = 0;
u = s o" t: impossible by (3);
u =1": by (1), n = ¢, so (5) holds with k = 1;

u =" s: impossible by (2) (rule (n 1) is applicable); or alternatively by (3) (by convention u is not
T-free);

u = evist: by (IE?[U], we must have (i) n < £+ 1. Moreover, s must have a type of the form
St 5 5 -1 => ¢ g Sn 8 5 Se41. Since s obeys (1), (2) and 53), by induction hypothesis
either (4)[s] or (5)[s] holds. By typing only the latter can hold, so s = popi+1, withi > 0. If n < £+1,
then u = ev%st would be reducible by some rule in group (E), contradicting (2)[u]; and if n = £+ 1,
then u would be reducible by (evid‘*!) if i = 0, by (ev $**+!) if i = 1 and by (evo’*!) if i > 2. By (i),
there are no other cases. So the case u = ev§st is actually impossible.

U= QDZt: bg (1_)[u],Dwe must have (i) n < £ — 1. Moreover, t must have a type of the form ¢ 2.3
Sn—1 = Sn = ...S¢ = Su41. Since t obeys (1), (2) and (3), by induction hypothesis either (4)[¢] or (5)[¢]
holds. The former is impossible by (¢), so t = popf‘_1 forsomei >0 (by ()) f—1>n>1). Ifi =0,
then u is reducible by (Q”idz) because of (i); if i = 1, by (Q™ 1%); if i > 2, by (Q™0*). In any case, this
contradicts (2)[u], so this case is impossible as well.

Lemma 2.2 Let u be a typed AevQ-term such that:

(1)
(2)
3)

——&
u has type ¢* =41 for some £ > 0, and some stack types ¢1, ..., Sz, So41;
u s Yg-normal,;

and u s not 1 -free.

l

Then u is of the form u, " us.

Proof: As for Lemma 2.1, by structural induction on u. Because u is a stack, we have the following cases:

u = (): impossible by (3)[u];
u = s e 1: claim proved if £ = 0, impossible otherwise;

u =1 s: by (1)[u], £ = 0; also, s obeys (1), (2) and (3) so s = s1 e s for some s1 and s2, but this
contradicts (2)[u], because u is then reducible by rule (1);

u = snog t:Dby (1)[&1], WeDmust have (i) n < £. Then, s also obeys (1) with some type ¢ 2.2

Sn—1 = Sh = Su41 = ... = Se41, and obeys (2). We then have two cases, according to whether s is or
is not T-free.

If s is T-free, by Lemma 2.1, either s = () or s = pop§, for some k > 0. By (i) £ > n > 1,50 s = pop. If
n < £, then u is reducible by (id" o) (if k = 0), (¢ o”) (if k = 1) or (ofo™) (if k > 2); so by (2)[u] n > ¢,
and by (i) in fact n = £. By (3)[u], ¢t cannot be T-free, so t obeys (1), (2) and (3), and by induction
hypothesis t = ¢, ¢ t5 for some t; and t5. Then, the case k = 0 is impossible by (1)[u] (typing); if
k = 1, then u is reducible by rule (%), and if k > 2, u is reducible by rule (0%); so in any case we get a
contradiction with (2)[u].

It follows that s is not T-free, i.e. (3)[s] holds: by induction hypothesis, s has the form s; ¢ s5. But
then u is reducible by (e o") if n < ¢, and by () if n = £; by (i) there is no other case, so u cannot
have the form s o% ¢.

u = id": impossible by (3);

u==se"t: by (1)[u], n = £, and the claim is proved in this case;
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e u =1": impossible by (3);
e u ={}" s: impossible by (2) (rule ( §}") is applicable);

o u = evgét: by &1)[u]ﬁ we Ignust }Dlave (i) n < £+ 1. Moreover, s must have a type of the form
A= ... D1 > = = .= S

If s if T-free, then by Lemma 2.1 and typing considerations, s = popi+1 for some k > 0. If n < £+ 1,
then u is reducible by (ev"idHl) if k =0, by (ev® t**1) if k = 1, and by (ev?o*tl) if & > 2. If
n = £+ 1, then u is reducible by (evidHl) if k = 0, by (ev 1**1), and by (evo’*t!) if k > 2. By (i),
there is no other case; by (2)[u], all these cases are impossible.

So s is not T-free, i.e. obeys (3). Since s also obeys (1) and (2), by induction hypothesis s = 51 o*! s,
for some terms s1 and s5. If n < £+ 1, then u is reducible by rule (ev® o*!) and if n = £+ 1, then u
is reducible by rule (ev o/*1). By (i), there is no other case, so u cannot have the form evist.

o u= Qggt: b}lr:| (D)[u], we must have (i) n < £ — 1. Moreover, t must have a type of the form ¢ 2.5
Sno1 = Sy = ... = Sup1. Since t obeys (1), (2) and (3), by induction hypothesis ¢ = t; /=1 ¢5 for
some terms #; and #5; but then u is reducible by rule (Q™ ¢*), which contradicts (2)[u].

It follows that typed X g-normal stacks are either () or stacks of the form u; ¢ us o ... ¢ u,, ¢ popt,

where m > 0, n > 0, u; is a ¥ g-normal term of sort T for every 1 < i < m, and if m > 0 and n # 0, then
‘

i # goth_y.
Lemma 2.3 We say that a reduction step (resp. sequence) is restricted if and only it does not use rule (1 o)
and every instance of rule (n e o%) is of the form:

(no of) (1¢of u) o (£ ofu) = u

where u s 1T-free and Xg-normal.
For any typed term u, there is a restricted reduction from u to X (u).

Proof: Because X is convergent in the typed case, we may choose any reduction strategy: let’s choose
some innermost reduction strategy.

Rule (77 o) can then only be used on redexes of the form 1u o1 u, where u is ©g-normal: if u is T-free, then
by Lemma 2.1, either u = () or u = pop, for some k > 0, £ > 1; both cases are impossible by typing. And
if u 1s not T-free, then by Lemma 2.2 and by typing u = u; e us for some uy and us, so we can replace the
single reduction step lu ot u — u (by (7 )) by the length two-reduction lu e u — uy ot u = u; e us = u
(by (1) followed by (1)).

Similarly, consider reduction steps (ll of u) o (1 ofu), by (1 e of), where again u is X g-normal. If u is
not T-free, then by Lemma 2.2 u = u; o us for some u1, us, so we can replace the latter reduction step by
the following two: (17 of u) ¢ (1 ofu) — uy o (1¢ ofu) (by (14)) — uy % uy (by (1)) = u.

By induction on the length of any innermost reduction sequence from u to Xy (u) using the above trans-
formations, we get another (innermost) reduction sequence from u to Xy (u), which is clearly restricted.
(Observe that we this technique shows that we can in fact restrict derivations even more, so that » in rule
(n o' of) is in fact of the form popf, for some k > 0.) O

This observation enables us to mostly replay the proof of confluence of the typed AevQ-calculus (see
Part IIIa).

Recall that we have defined ﬂ) as the parallel reduction of (3) and (3) steps, for all £ > 1. Tn the sequel,
we won’t mention again that all the terms that we use are well-typed, as this will always be the case.

Lemma 2.4 Let ¥/ denote the one-step restricted Ly reduction relation, X' denote its reflexive transitive

. B
closure, and X'* 3, X% denote the composition of ¥, 2% and ©'*. Then:
) I P )
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Proof: Observe that X/ is terminating (as a subrelation of ) and confluent: indeed, if u rewrites by ¥/
to s and ¢, then s and ¢ both reduce to Xy (u) = g (s) = X (t), and we apply Lemma 2.3.
If u rewrites to v by some rule other than (1 e’ of), then this rule is left-linear, so we just have to consider

the critical pairs between this rule and SNy Compared with Lemma 3.2, there are no additional critical pairs
(there were five), so the claim is proved in this case.

If u rewrites to v by ( o ol), then u = C[u1] for some context € and with uq = (1" of uz) o’ (Tl OZUQ), and
v = Clus], where uy is T-free: in particular, no ﬂ)—con‘uraction occurs inside u;. We then prove the claim
by structural induction on C.

If C = Az -Ci[))u, and Cy [ul]ﬂ)wl, u’ﬂma, w = wi [wy/x], then observe that wy must be of the form
C{[u1], since no ﬂ—reduetion can occur inside u1; since uy is T-free, in particular z does not occur in uq,

B

so (n o' of) and Ay actually commute.

If C = (Az - u')Cy]], and u’ﬂﬂul, Cg[ul]ﬂ)wg, w = wi[wy/z], then we go from w to ¢t by reducing all
residuals of u; in w by (n e of).
All other cases are trivial appeals to the induction hypothesis. O

Lemma 2.5 In the typed case, we have:

Al

U ——=w

Elt § EI*
v

Proof: As for Lemma 3.4 of Part IlTa, replacing ¥ by ¥’ (which is also confluent and terminating), and
using Lemma 2.4 instead of Lemma 3.2 of Part ITla. O

Lemma 2.6 [nyzzilz*e typed case, we have:

="
U w
E’tﬂnz'* T
i
Ryt /8
> [)’HE

that is, E’*ﬁHE’* 1s strongly confluent.

Proof: As for Lemma 3.5 of Part Illa, replacing ¥ by ¥’, and using Lemma 2.5 instead of Lemma 3.4 of
Part ITTa. O

At this point, we must however change our strategy to prove confluence. Indeed, we cannot conclude
directly by noticing that E'*[)’HE’* has the same reflexive transitive closure as AevQ, because it is just
wrong: there are too few reductions in E'*[)’HZ’*. We have to use Hardin’s interpretation technique, whose
core is Lemma 2.8 below.

B
Lemma 2.7 Let B)| be the rewrite relation defined on X pr-normal forms by: u—bsv iof and only of uﬂ)w for

some w such that Xp(w) = v.
Then Bj| is strongly confluent.
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B ’
Proof: B is a subrelation of E’*ﬂHE’*; indeed, if UJ)’U, then u—*u (trivially), uﬂm) for some w such
that Lz (w) = v (by definition), hence w—*v (by Lemma 2.3).

B B
Assume that uiwl and UJH)Q. Then u rewrites to v1 and to vs by E’*ﬁHE’*. By Lemma 2.6, there is
a term w such that v; rewrites to w by E’*ﬂHE’*, i = 1,2. Without loss of generality, we may assume that
w is Yg-normal, otherwise we normalize it by X'. Tt follows that there are terms w} and w} (i = 1,2) such

=/ B . . . B . .
that vi—>*wgi)w§’ and w = X (w}'); since v; is ¥g-normal, w} = v;, so in fact vi—”)w, 1=1,2. 0

P By
Lemma 2.8 If u—>v, then Ty (u)— Xy (v).

Proof: Let uﬂw. By Lemma 2.3, ui*EH(u) and vi)*EH(v). By Lemma 2.5, it follows that X g (u)
B
rewrites to Xy (v) by Z’*[J’HE’*. Since Y (u) and Yy (v) are both normal, EH(U)—”)EH('U_). O

B
Lemma 2.9 Ifu —™* v in AevQy, then EH(U)JV_JH(U).

Proof: By induction on the length of the reduction from u to v. Each (8) or () step is also a By step,
and we then apply Lemma 2.8; every other step is translated to a zero-length rewrite step. O

Theorem 2.10 The typed AevQ gr-calculus is confluent.

Proof: Assume that u —* v1 and © —* v9. Then we have:

e \ka

@
| :EI*
B sh) Bi |
V -~ T Y
T (v1) (3) X (v2)

-

* -

RN
w
for some w, where (1) and (2) follow from Lemma 2.9, and (3) follows from Lemma 2.7. O

Corollary 2.11 (Conservativity) The typed AevQ-calculus is a conservative extension of the typed
AGy -calculus, i.e. for every typed Asq-terms u and v, u and v are interconvertible modulo the rules of
Asag if and only if G(u) and G(v) are interconvertible modulo the rules of AevQ ;.

Proof: By Theorem 4.7, Part 111a using Theorem 2.10. O

2.2 Adding Fixpoints

Theorems like Theorem 2.10 or Corollary 2.11 look weak because they only apply to the typed systems.
We have seen (Theorem 3.7, Part TITa) that there was no hope of generalizing the confluence results to the
untyped cases, at least for Aev@Q, and the situation for the untyped Aev@Q-calculus remains unclear, because
¥ does not terminate in the untyped case. (The confluence of the untyped Aev@Q-calculus is open.)

We shall see that all these typed systems are weakly normalizing. A natural question is then: how much
are these confluence and conservativity results tied to the question of termination? Our aim in this subsection
is to illustrate by a case study our opinion that the link is weak or even non-existent.

Consider indeed the following enrichment Agy + Y (resp. Agay +Y) of the Ags (resp. Asapy) calculus. We
add a new unary operator Y, with the typing rule:

Thru:r=>r71
'Yu:r
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and the reduction rule:

(Y) Yu—ouYu)
Y is simply a fixpoint combinator. The typed Agss + Y and Agsp 4+ Y-calculi are then clearly non-weakly-
normalizing, but they are still confluent:

Theorem 2.12 The Ags +Y and Agag + Y -calculi (even in their untyped versions) are confluent.

Proof: We first prove a theorem of finite developments, as in Part I, Section 5.1. We extend the Ag4’-calculus

(where (f) is replaced by (8') (M@ - u)v — uf[v/z]) by replacing (Y) by the following rule:
(Y") Y'u — u(Yu)

where Y’ is a new unary operator. Call (Ags’ + Y”) the resulting calculus.
Observe that, in the untyped case, we may just define Y and Y’ by:

Yu = PPu
Y'u = (Ny-y((PP)y))u

which mimics the definition of Turing’s fixpoint combinator. Then (Y”) is just a special case of rule (7).
Since ()\54') terminates (finiteness of Ags developments), it follows that ()\54' +Y") terminates, hence that
(Asa +Y) only has finite developments.

On the other hand, (As4’ + Y’) is clearly locally confluent, as (Y’) introduces no new critical pair. So
(/\54' + Y’) is confluent. Since the rewrite relations of ()\54' +Y’) and (Asa +Y) have the same reflexive
transitive closure, it follows that (Ags +Y') is confluent.

Finally, the typed (As4 +Y') calculus obeys the subject reduction property. From this and the fact that
the untyped calculus is confluent, we conclude that the typed calculus is, too. O

To mirror this on the Aev@-side, we add a combinator Y and infinitely many combinators Y*, £ > 1, (for
brevity, let Y denote V), with the following typing rules:

Fru:¢!=>r=r71
FFYbu:¢l Sr

for every £ > 0, and the following reduction rules:
(YH Yiu = ust (Vi)
Extend the G-translation by:
G(Yu) =Y"G(u))
(Viu)p =V (u'p)
Tt is then clear that the resulting calculi (Aev@Q+Y') and (Aev@ +Y') are respectively extensions of (Aga+Y)

and (Agag + V).
Then:

Theorem 2.13 The typed (Aev@Q +Y) and (AevQy + Y)-calculi are confluent.

Proof: The additional rules incur no new critical pair. Let (5 + Y)H be the parallel reduction defined

above (0), (%) (£> 1) and (Y'*) (£ > 0). Since (8 + Y)H is left-linear and has no critical pair, it is strongly
confluent.

The typed (Aev@Q + Y)-calculus is then proved confluent by replaying the proofs of Lemma 3.3 through
Theorem 3.6 of Part IITa, replacing 3 by (8 + Y_)H.

Similarly, the typed Aev@Q g + Y-calculus is then proved confluent by replaying the proofs of Lemma 2.7
through Theorem 2.10, replacing | by (B + Y)H, where the latter is the parallel reduction defined above B

(namely, (3) union (B%) followed by Y. g-normalization, £ > 1) and (Y*), £ > 0, on Yg-normal terms. The
arguments are unchanged. O

Conservativity is preserved, too, although we cannot depend on (Asa+Y) or (Ass gy +Y') being terminating:
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Theorem 2.14 The typed (AevQ +Y), resp. (AevQp + Y )-calculus is a conservative extension of the typed
(MG, +Y), resp. (MG, +Y)-calculus, i.e. for every typed Ass-terms u and v, u and v are interconvertible
modulo the rules of (Asa +Y), resp. (Asayg +Y) if and only if G(u) and G(v) are interconvertible modulo
the rules of (Aev@Q +7Y), resp. (AevQy +7Y).

Proof: Since the typed (Ags +Y) calculus does not terminate, we use another. Let (Aga +Y5) be (Asa +7Y)
with the (V') rule replaced by:
(Yn) You = u(Yao1u)

where n > 1, and Y;, 1 > 0, are new unary operators. Similarly, let (Aev@ + Yi) be (Aev@Q) + Y) with the
(V%) rules, £ > 0, replaced by:
(VE  Viu—ust (Ynllu)

n

where n > 1. Extend G so that:
G(Yau) =Y. (G(u))
4
(Yiu) p =Yt (u'p)

Again, G makes (Aev@Q 4 Yi) an extension of (Ags + Yi).
Moreover, the typed (Ass4 + Yi) calculus terminates. Indeed, Y, is definable by:

You =Az-z(Y,_12))u ifn>1
You =Yu

which is well-typed, provided that Y is a new free variable of type (7 = 7) = 7. Termination then follows
from the termination of the typed (Aga)-calculus. Observe also that (Ags + Yi) is confluent: it is locally
confluent, because the critical pairs are exactly those of the Ags-calculus. Hence every typed (Ass + Yi)-term
has a unique normal form.
We define the typed (Aev@Q + Yi) calculus similarly, letting:
(Yl) Yiu— u+t (Ynl_lu)

kel

for every n > 1, £ > 0, and extending the G-translation by:

GYau) = Y(G(u)
(Viu)'p = Vi ()

By similar arguments as in Theorem 2.13, the typed (Aev@Q + Yi) calculus is confluent as well, although it is
not terminating.

Finally, observe that Lemma 4.5 of Part IIla still holds in the extended calculi; namely, if u is (Agq + Yi)-
normal, then G(u) is (Aev@+Yi)-normal. Indeed, if u is (Ag4+Yi)-normal, then it is Ag4-normal and contains
no occurrence of Y;, for any n > 1; so by Lemma 4.5 of Part IIla, G(u) is Aev@Q-normal, and G(u) contains
no occurrence of any Y,f, £ > 0, n > 1. Therefore G(u) is (Aev@ + Yi)-normal.

Now prove the theorem. If w and v are interconvertible in (Ags 4+ V'), it is clear that G(u) and G(v) are
interconvertible in (Aev@ + Y') as well.

Conversely, assume that G(u) and G(v) are interconvertible in (Aev@ 4+ V). We lift u, v to (Asa + Yi)-
terms (hence G(u) and G(v) to (Aev@) + Yi)-terms) by putting high enough indices on each occurrence
of Y, so that each reduction step between G(u) and G(v) is mapped to a corresponding reduction step in
(Asa + Yi). By abuse of language, consider now that u and v really are (Ags + Yi)-terms, so that G(u) and
G(v) are interconvertible in (Aev@Q 4 Y%). Let v’ and v’ be the respective unique normal forms of u and v in
(Asa +Yy). Then G(u') and G(v') are interconvertible in (Aev@Q + Y%). Since (Aev@ + Y%) is confluent, there
is a (Aev@ + Yi)-term ¢ such that G(u') and G(v') both reduce to ¢ in (Aev@ + Yi). Now by the analogue
of Lemma 4.5, Part Ila, the fact that v’ and v are (Asa 4+ Yi)-normal entails that G(u') and G(v') are both
(Aev@® + Yi)-normal, so G(u') = G(v'). The analogue of Lemma 4.3, Part IIla clearly holds, namely G is
injective from (AF, + Yi) to (Aev@ + Yi); so ' = v'. In particular, 4 and v are interconvertible modulo the
rules of (Agq + Yi). Erase all indices on Y: then u and v are interconvertible modulo the rules of (Ag4 + V).

The arguments are similar for (Agqg +Y) and (Aev@Qy +Y). O
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3 Weak Termination

Our next goal is to show that the typed Aev@Q and Aev@Qp-calculi are weakly terminating, that is, that every
typed term has a normal form. As we have already seen (Theorem 2.1, Part I11a), strong termination (that
every reduction strategy leads to a normal form) does not hold. But we shall be able to show in Section 3.3
that the typed Aev(@) pg-calculus terminates weakly.

The same technique will allow us to find back the strong normalization result for the typed Ags-calculus
in Section 3.4, because GG injects the latter inside a subcalculus of Aev(@ that terminates — namely one where
all stacks are empty. We won’t be able to show that the typed Aev@Q-calculus terminates weakly using these
techniques, however, and we shall explain why this seems difficult in Section 3.5. The question of the weak
termination of the typed Aev(@-calculus is therefore still open.

Let’s embark on proving that the typed Aev(@Qp-calculus terminates weakly. We shall prove a bit more
than weak termination, actually: namely, that there is a non-empty class R of reduction strategies that all
lead to normal forms, and such that every reduction in Ags (resp. Asapy) is interpreted as some reduction
obeying some strategy in R. This is a kind of relative strong termination result.

We achieve this by defining yet another interpretation of typed Aev@Q-terms such that the (8) and (3%)
rules, £ > 1, are strictly decreasing in some well-founded ordering >)evqg, and such that the other rules are
decreasing for >jevg. (The translation is similar to that used in Part IITa; actually, this is the other way
around: the translation of Part IITa was an elaboration on this one.) The non-strict part of the ordering will
be stable by context application (u = evq v implies Cu] =revg C[v]), but the strict part won’t (we will only
have u >evq v implies Clu] =revq C[v]); this is mainly why we don’t get strong termination. However, we
shall get termination as soon as every (§) and (ﬁe) redex u is reduced under a context C such that u >xevg v
implies C[u] =xevq C[v]; we shall call such contexts safe contexts.

We shall then show that, provided we normalize terms by ¥ (resp. Xr) before reducing any (3) or (8%)-
redex, all contexts under which such a redex can be found are safe, hence that the typed Aev@Q-calculus (resp.
Aev(Q ) terminates provided that we apply ¥ (resp. X p) rules eagerly:

Definition 3.1 We say that a term u is relatively strongly normalizing, or RSN, with respect to a subsystem
R if and only if every rewrite sequence:

R x 1 R % 1 R« R x r R
u—*u; — uj = uy — uh——" . =T — u "

where uq, us, ..., ug, ... are R-normal, is finite. We also say for short that u is R-SN.
We call such sequences R-eager rewrites.
A rewrite system S i1s R-SN, where R C S, if and only if every term is R-SN for rewrites in S.

3.1 The [] Translation

Our normalization proof needs a translation into another typed calculus to handle the case of (8) and (3°)
steps, this time the typed A-calculus with pairs. We define fst(s,#) = s, and fst s = w5 if s is not a pair, and
similarly snd(s,t) = ¢, and snd s = mys if s is not a pair.

Fay:0

Fs: 0~ =60t FHt:0- Fs:pt
b st 0t FAzg-s: 60— 6t

Fs:0t x6- Fs:0t x6- Fs: 0t Ft:0-
F s ot Fmas 0 F(s,t): 0% x 6

Figure 3: Typing the A-terms
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Definition 3.2 For cvery A-term s of type 0, we say that s is stack-like, and we define its components
recursively, by:

e = = T, then s has no component;

e or 07 s a pair type 01 x 0'", and s is of the form (t,s'), wheret : 07 and s' : §'" is stack-like; then
the components of s are t and the components of s'.

We write s = (t;) to say that s is stack-like of components t1, ..., t,,, and that:

s=(t1,(ta, ..., (tm,s).. )

1<j<m

where s’ : T.

The translation rules are almost the same than in Figure 4, Part IITa. We drop most symbols (e, ¢, &,
L, A), and the translations of applications +* and abstractions A\* change; see Figure 4. For any stack type
0F x ...x 0+ x T, and for every term u of this type, we write i for the stack-like term defined as u if n = 0,
and as (mu, Tou) otherwise.

Moreover, we translate types to f-types in a slightly different way: instead of forgetting = and converting
= to — (see Definition 2.9, Part IlTa), we now convert both to —. The definition of §-types needs to be
changed a bit as well.

Definition 3.3 The positive 0-types 01 and the negative 0-types 0~ are defined by the following grammar:

6t n=olf” 56t |6t -6t
6= =T |0t x0~
where o 1s a distinguished base type.
Call a signature X any expression of the form 07 ,...,0, ~ 0, where n > 0. Its arity is n. It is a term
signature if f is positive, and a stack signature otherwise.
Given a term signature ¥ = 07 ..., 0 ~ 0T, let ¥* be the positive type 07 — ... — 0 — 61, Also,
write 0= ~ X for 0= 07,...,0; ~ 61,

Define the following translation from AevQ types to signatures:

[6]' = (~ o) for any E)ase type.b

[ =l = (- [ = [) B0 = (~ [
[Tly=T [rx <l =[71" = [<I4
[¢ = 71" =[]y ~ 7]

Lemma 3.1 The []’ translation on types is well-defined. Moreover, if T is a term type, then 7] is a term
signature; if ¢ is a stack type, then []1 is a negative type; and if p is a metastack type, then [u] is a stack
signature.

Proof: By structural induction on the argument ® of the translation. If ® is a base type b, then it is a term
type and o is a positive type, so [®]’ is a term signature. If ® is a function type 7 = 72, then it is a term
type; moreover, tauy and 75 are term types, so by induction hypothesis [71]’ and [r2]’ are term signatures,
hence [®]’ is a term signature (this is where we need positive types on the left of arrows —). If & is T, then
it is a stack type and a negative type; so [®]] is a negative type and [®]’ is a stack signature. If ® is 7 x g,
then it is a stack type, and by induction hypothesis [7]’ is a term signature and [¢]J} is a negative type; so
[7]'* is a pos1t1ve type, and [®]} is indeed a negative type; it also follows that [®]’ is a stack signature.

If ®is ¢ = 7, then it is a term type; by induction hypothesw [<]} is a negative type, [7] is a term
signature, so [®]' is a term signature. And if ® is ¢ =1 i, then it is a metastack type and by a similar
argument [®]’ is a stack signature. O

The correspondlng notion of arity for types ®, defined as the arity of [®], is exactly the number of
consecutive =’s in front of ®. Again, we only reason on Aev@QT-terms, not general AevQ-terms; recall that
basically Aev(QT-terms are quotations of AevQ-terms and live only at levels 1 or higher.
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[evittuv]’sy ...s, = [ul'ss...se([v]'s1 .. 50)S041 -5
[Q%u]'s1 .. .50 = [u]'s1...80_150415042 - - -5n
[uof v]'si...sn = [ul'st...sc_1([v]'s1 .. 50)S041 -5

HAZU]]IS] LS = /\;‘L’[Tl]llo . )\y£+1€e_+1 et /\ynng . [[u]]IS]_ .. .Sg_1<;13,55>g£+1 .. gn
where u : ¢t~ =71 X ¢ 2 T, [m] = 9[+1; NS Al
with n > ¢
[uxv]'si...5, = ([w]'sq - .34)(/\zl+19,;+1 o ~/\zm9,; [wl's1 . S0Zeg1 - Em)Seq1 - -Sn
where v : 7', [7]=07,...,0;, 0/ q,..., 0, ~6F
with m >/
[ueof v]'si...50 = ()\y4+1€,;+1 . ...~)\ym9,; [ul’st ... seGet1 oo Gm, [V]'S1 .. 82)
where UZTI, HT,]]:61_)""62_’912_+1)""917_n’\’)9+
with m >/

ﬂidl]]’sl ... S0 =S

[1])'s1 .. .50, = (fst sg)spq1 .- -Sn

[+])'s1...s, = snd s¢

[N u]'s1...s0 = (fst sg, [u]'s1 ... se—1(snd sg))

Figure 4: The []’- interpretation (£ > 1).

Definition 3.4 We define the A-term [t]'s1s2 .. .sn, for every ground typed AevQ™T -term t of type ® of arity
n, and for every sequence of n A-terms sy of type 07, ..., s, of type 0, where [®] =07 ,...,0, ~ 0, as
shown n Figure 4, where all A-bound variables are assumed to be fresh.

Check that the definition is well-formed, i.e. that all the type constraints are verified. A side-effect of this
definition is that [t]'s1s2 ...s, has a positive §-type if ¢ is of sort T, and that it has a negative type if ¢ is a
stack.

B)  (Az-s)t — s[t/z]
m) m(s,t)—>s
my) ma(s,t) >t

(
(
(

Figure 5: Reduction rules of the A-calculus

It is well-known that the typed A-calculus has the subject reduction property. We first check that reduction
by any of the rules in X leaves the interpretation []" of a term invariant, or that it decreases in the —*
ordering on typed A-terms (Lemma 3.5). We first need to establish a few useful facts.

Lemma 3.2 For every ground typed AevQT -term u, for every stack-like A-terms s; = (t1;)

- 1<j<my
Sp = (tlj)1gjgmn of the right types:

[[U]]Isl <. 8p = (Hu]]/(mlj)lsjsml e (an)lsjsmn)[tU/‘El.]; 1 S i S n, 1 S .7 S ml]

v y 1= c ? — — 1 — J — M v 1 1 L
or ever m; dzst“l t var Zables '172] < 2 < n < < m; MO7 cover, iy u has 307t S the” uj s Sn
8 Stack-lzke.

Proof: Compared to Lemma 2.28, Part Illa, it may now happen that some #;;’s are not subterms of
[u]’s1 .. .Sn, because some cases in the definition of [’ decompose and forget part of the s;, i.e. forget some
t;;’s. This happens in the translations of Q%u (where s, is entirely forgotten), of id* (where s1, ..., sp—1 are
forgotten), as well as 1¢ and 1*.

The proof is by structural induction on u.
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If u = ev'*'u'v, then:

[o's1- - se = ([ul' (1)1 <<y - - (@)1 <, b /25,1 << LT <G < mi

by induction hypothesis on v, and this quantity is stack-like. We can therefore apply the induction hypothesis
on u', from which the claimed identity follows. Moreover, if u’ (equivalently, u) is a stack, then the translation
of u/, hence that of u, is stack-like.

l

The case u = u’ o v is similar. All other cases are trivial. O

It follows a result analogous to Lemma 2.29, Part ITTa, but weaker, since it does not hold with —+
instead of —*:
Lemma 3.3 Ift; ;, —* t; . for some 1 <iy </f, 1 < jcm;,, then:

i0j0

[v]'s1...sn —" [v]'s1 ... Sig—15],Sig41 .- 5n

where s; = (tij)1<j<m, for alli, and i, = (tgﬂj)lsjsmio’ with 1} ; = ti,; for j # jo by convention.
Lemma 3.4 For ecvery u, and stack-like A-terms sq, ..., s,, of the right types:

([ul's1 .- se9eg1 - Un)[Se41/Yes1, - - Sn/yn) —" [ul's1 ... sesp41 ... 5,
where yo41, ..., Yo are not free in s1, ..., ss.

Proof: We first claim that: (1) for every stack-like term s, § —* s. This is by induction on m, where
s has type 0F x ... x 0% x T. Tf m = 0, then § = s, so this is clear. Otherwise, § = (ms, 725), and

since s is stack-like, s is of the form (s1, s2) where so is again stack-like; so § = (m1(s1, s2), ma(s1, s2)) —>
(s1, 7r2<;1\,52>> —> (s1,82) —* (s1, 52) (by induction hypothesis) = s.

We then claim that: (2) If s = (;);,<; is stack-like and s —* §’, then s’ is stack-like of the form
(t5) 1 <;<p, With t; —* t! for each i, 1 < ¢ < k. This is a straightforward induction on k, using the fact that
terms of the form (s,t) only rewrite to terms of the form (s', '), where s —* s’ and t — #'.

By Lemma 3.2:

[ul’s1...SeYeq1 .- Yn
= ([[“]]I(mljhsjsynl s (zﬂj)1§j5mn)[tij/mija 1<i<n, 1<) <m]

where s; = (tij)1<j<m for every 1 <i < /¢, and y; = (tij)1<j<m for every £+ 1 < i< n. So:

([ul's1 - segesr o gn)lserr /Yegrs - sn/yn] '
= ([[“]]I(mljhgjgml cee (Zﬂj)1§j5mn)[tij/$ija 1<i<n, 1 <j<mi][ses1/Yes1,-- - 0/ Yn]
= ([[u]]l(mljhsjs,nl s (an)1§j5mn)[tij[5£+1/yl+1a - -;Sn/yn]/xij, 1<i<n 1< j<m]
tij )z, 1<i<01<j<my
_ o ) g/ iy LSS 6L S]] S MY
= ([ @1i)igjcm, - (Eni)1gjam, )] tij[soq1/Yests s sn/ynl/eij £+1<i<n,1<j<my ]

because ys41, ..., Yo are not free in sq, ..., sy
= [ul's1 .. se(@er[serr/vesr, o sn/ynl) o (Gnserr/yess, o Sn/ynl)
by Lemma 3.2

= [u]'s1...508041...3n

—* [u]'s1 ... SeSeq1---Sn

’,
ii1<j<m;
, then t;; — t}; for every i, j) and Lemma 3.3 (which allows us to conclude). O

by claim (1) (saying that §; —* s; for every £+ 1 < i < n), claim (2) (saying that if §; = ¢ and

1

5i = ijicicm

Lemma 3.5 For any rule | — v in Xp, where | and r are ground XevQ™ -terms, for any stack-like A-terms

81, ..., Sp of the right types,
['s1...80n —" [r]'s1...5n
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Proof: Group (A): no rule to examine, since ! will never be a AevQT-term.

Group (H):
e Rule (nevt), [ = ev! T} (Q%u)v, r = uot v
st .. .80 = [Q%ul's1...s0([v]'s1...50)8041 - -5n

= [u]'s1...se—1([v]'s1...50)Se41 .- 5n
= [uof v]'s:...5,

e Rule (n ), 1= 1° o4t r = id":
[['s1...80 = <[[12]]'51 coose, [ sy .8g) = (fst sp,snd s) = 5, = [[z'dz]]'sl s =1[r]'s1.. .5

because s; is stack-like. (We don’t need any surjective pairing rule for this.)

e Rule (ne0of), 1 = (1° 0" u) o (1¢ ofu), r = u:

['s1 .. 80 = ([1° of ul'sy ...s0, [1* o“u]'s1 ... 50)

= <[[]l]]’51 coosg—1([u]'s1 .. se), [+ s1 .. Se—1([ul's1 ... s2))

= {fst[u]'sy ...sq¢,snd[u]’sy ... se)

= [u]'s1...s¢ because [u]’sy ...s; is stack-like, by Lemma 3.2

= ﬂidﬁ]]’Lﬁ coosg—1([u]'st .. se) = [r]'s1 ... se
Group (B):
e Rule (0id"), 1 = uolid", r = u:

['s1...80 = [u]l's1.. ~5l_1([[idl]]181 ...80)
= [ul's1...s0-1(se) = [r]'s1...5¢

e Rule (idof), I = id" ol u, r = u:

['s1...80 = [[idl]]'sl coose—1([u]'st .. se)

=[ul's1...s50 =[r]'s1...50
e Rule (of), [ = (uofv) ot w, r = uof (vof w):

[)'s1...80 = [uo’v]'sy.. Se—1([w]'s1 ... 80)Se41 ... Sn
= [ul's1...se—1([v]'s1 ... se—1([w]'s1...5¢))Se41 ... n

while:

[7]'s1...sn = [u]'s1...s0=1([v of w]'sy .. .S2)St41 - . - Sn
= [u]l's1...se—1([v]'s1...se=1([w]'s1...5¢))Se41 .. .5n

e Rule (%), I =1* of(u o* v), r = uv:

[t os0 = [1]'s1 - 501 ([uof v]'si...50)
= snd(Ju o v]'s; .. .s,l

snd(Ay - [u]'s1 .. .59, [v]'s1...50)
[v]'s1...80 =[r]'s1-..5¢

where 7 denotes a sequence of fresh variables of the right types and in the right number, and 3 is the
corresponding sequence of stack-like terms obtained from them.
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e Rule (12), I=1%0" (u ot v), r=u

[s1...8n = [[12]]’51 coosp—1([u of v]'sy .. .S2)St41 - .- Sn
= fst([u ol v]'sy ... S£)Se41 - - -Sn

=fstAyog1 o Yn - [u]'s1 .. ._s,gg, [v]'s1...80)Seq1 ---8n
= (Ayrq1 -+ Yn - [ul's1 ... 500)Se41 - - Sn

—* [ul's1...sn =[r]'s1...5n

by rule (8) n — £ times and Lemma 3.4.

e Rule (o), 1 = (u o’ v) of w, r = (uof w) o (vof w):

['s1...50 = [u o v]'s1. ..52_1([[10_]]’51 ...50)

= A7 [u]'st .o osema ([w]'sy . ose)y, [v]'s1 - osema ([w]'s1 . se))
=y [u ot w]'s1 ... 509, [v ot w])'s1 ... s0)

= [(u ot w) ot (v ot w)]'s1...s0 =[r]'s1...50

e Rule (\), I = (\u) of w, r = M (uo® (¥ w):

st .. .s0 = [Noul's1...50-1([w]'s1 .. -5¢)
=Xz Ay [u]'st .. .se—i{z, [w]'s1 ... s0)y

while: _
[r]/s1...80 = Az -5 - [uo’  w]'sy .. Se—1{(x, s¢)

=Xz g u]'s .. .sl_l(ﬂﬂl w]'s1 ... si-1(x, s¢)) B
=Xz -G [u]'s1...se—1{fst(z,se), [w]'s1 .. .fg_l(snd(x, se)))y
=Xe-g-[ul'st...so_1{x, [w]'s1...50_180)y

] e,

e Rule (%), I = (u*f v) of w, r = (uof w) +* (vof w):

['s1...80 = [uxtv]'ss.. Se—1([w]'s1 ... s0)Se41 .. S

= ([u]’s1 .. sec1([w]'s1-..50)) A7 - [w]'s1 - sec1([w]'s1 - -50)2)S0q1 - - -5n
([uof w]'sy...s0_15)(AZ - [vol w]'sy...50_1502)S041 .. -n

[(uof w) % (vof w)]'sy...sn = [r]'s1...5n

e Rule (Qof), 1 = Q*uof v, r = Q%u:

['s1... .80 = [Q“u]'s1 .. Se—1([v]'s1...80)Se41 .. .50
= [[u]]'sl c e Sp—15041 ---Sn
= [Q%%]'s1...50 =[r]'s1...5n

e Rule (1 1): notice that [{* u]'sy...s, = [1° o (uo” $¥)]'s1 ... s, so the result follows from the case
of rule (1%). Similarly for rules (1 f of), (t19), (T oY), (f1°), (1t %), (fre*), and () idl) (the latter

follows from rule (n o*)).
Group (C):

e Rule (ev)?), ! = ev/(Mu)w, r = M1 (evf (wof~1 $£71) (1571 o~ (wof~1 4471))) (since we only consider
AevQT-terms, £ > 2):

[{'s1.. 501 = [MNu]'ss .. Se—1([w]'s1 ... s0=1)
=2z Ayt o AYn c [ul's1 . osema (@, [w]'s1 .. s0=1))Geg1 - Un
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while:

[7]'s1 ... 80-1

=Ar Ay AYn_1 - [[evz(uoe_1 Tz_l)(ll_l o1 (woz_1 Tz_l))]]’sl cooSe—o{®, 80— 1) . Yn—1
=Az Ay AYp_1-

|Iuol_1 Tl_l]]'sl o.sg—a(x, Sg_1>([[1£_1 of—1 (wol_1 Tl_l)]]'sl cooSgmo{®, Se—1))Yr - Yn—1
=Az-Ays .. Ayn—1-

[ul's1 .. .S[_Q([[Tl_l]]151 coosp—a(x, se—1))
([[].l_l of-1 (woe_l Tl_l)]]lsl . .82_2<CL', Sz_1>)gz . .Qn_l

=Az-Ays .. AYn—1-

|Iu]]’51 .. ~5£—252—1(|11£_1 of-1 (wol_l Tl_l)]]lsl .. .S£_2<33, Sz_1>)gg .. -gn—l
=Az Ay AYp_1-

[u]'s1 .- .5g_252_1<|112_1]]'51 coosp—o{®, se_1), [wot= +4=1]'s; .. Se—2(x, S0 1))Yr - - Yn—1
=Xz Ay Ayt [u]’s1 .. se—ase—1(x, [wof=1 +4=1]'s1 .. cSe—o{®, Se—1))We - Yn—1
=Xz Ay Ayt [u])'s1 . se—ase—q (, [w]’se .52_2([[Tl_1]]181 coaSgmo{®, Se—1)))Ye - Yn—1
=Xz Ay Aynot [u])’s1 . ose—ase— (e, [w]'s1 .. se—ase—1)Pe - Un—1

= [[l]]lsl N

£ £

e Rule (ev«f), | = ev*(u+f v)w, r = (eviuw) x*~1 (ev?

evivw):

[’y ... 50 = [usx’v]'sy.. Sp—1([wl's1 .. se—1)80. .. S
= (lIU]]Isl .. .5[_1(|[w]]’51 .. .55_1))

(AZZ+1 s Azm . [[v]]'51 .. .85_1([[11}]]/81 .. .85_1),2[+1 .. .f'm)Sg ... 8p
while:
[r]'s1---sn
= ([[evzuw]]'sl c.S0-1)
(Aze oo Azmet [evivw]'st .. .s0—1%¢ .. Zm=1)S¢...5n
= ([ul’s1...se=1([w]'s1...50-1))
(AZ( et )‘zm—l . [[’U]]IS]_ .. .85_1([[111]],51 .. .55_1)7:'[ .. .f’m_l)Sg .
=[lls1.. 5

e Rule (evid"), | = evlid‘w, r = w (with £ > 2):

['s1...80-1 = [[idl]]'sl coosp—t([w])'s1 .. se—1)
=[w]'s1...50-1 =[r]'s1...50-1

e Rule (evof), | = evi(u of v)w, r = eviu(evivw) (with £ > 2):
[)'s1...80 = [uof v]'s:.. Se—1([w]'s1 ... s0-1)82 .. S
=[u]'s1...se—1([v]'s1...s0-1([w]'s1...50-1))8z...5n
= [u]’s1 .. .54_1([[evsz]]’51 . S0-1)S0...5n
= [evzu(evsz)]]’sl co 80180 Sy = [r]'s1. . 80

e Rule (ev 1), I = ev® 1t w, r =t*~1 of~lw (with £ > 2):

Hl]]lsl Sy = [[Tl]]lsl - .85_1([[10]]151 .. -52—1)
=snd([w]'s1...50-1)

while:

[[r]]'51 T — |[Tl_1]]/81 ... 55_2([[10]]/81 .. .Sg_l)
= snd([w]’sy .. .se-1)
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e Rule (ev]l), l=ev' 1w, r=1""1"""uw (with £ > 2):

['s1...50 =[1's1.. o=t ([w]'s1 .. s0—1)s0 .. . 8
= (fst([w]'s1...50-1))s¢ ... 5n

while:
[7]'s1.. .80 = [12_1]]’51 coosg—a([w]'s1 .. se=1)8e .. s
= (fst([w]’s1...80=1))se .. .5n

e Rule (ev of), I = ev(u o’ v)w, r = (evfuw) o'~ (evivw) (with £ > 2):

[s1...50-1 = [uof v]'si...50_1 ([[10_]]’51 .. S0-1)

= <Ay . [[U]]’Sl e 52—1([[11}]],51 PN 85_1_):(7, HU]]Isl .. .85_1([[11}]]181 .. .S£_1)>
=(\y- [eviuw]’sy ...s0_17, [evivw]'s; .. .Se—1)

= [(eviuw) o'~ (evfvw)]'sy ...s0_1 = [r]'s1...501

e Rule (ev {}*): since {}* u is interpreted exactly as 14 ot (uo® 1%), the result follows by the same arguments
as for rules (ev o), (evl?), (171, (evo?), (ev 1¢), (1*~1). Similarly for rules (lev fi) (using the same
arguments as for rules (ev of), (1°71), (ev1?)), (1 ev {}*) (using the same arguments as for rules (ev of),
(1t71), (evo?), (ev 1¥)) and (ev {ift*) (using the fact that ev’({}® u)(ev’({ v)w) is interpreted just the
same as ev’(fi® uo’ {} v)w by the arguments of rule (evo®), and then reusing the arguments for (i1}¥)).

e Rule (evQ*), | = ev*(Q u)w, r = u:

['s1 .. 80 = [Q%ul's1 .. .s0_1([w]'s1...80-1)8¢ .. 5n
=[ul's1...S0_15¢...5, =[r]'s1.. .5,

Group (D) (we let 2 < £ < L in all these rules):
e Rule (A\*0of), I = (A u) of w, r = X\ (u of w):

[{'s1...5c = [A\eu]'sy .. Se—1([w]'s1 ... se)Se41 .- Sz

=2 Aycq1 o Ayn - [ul'st .- oseca([w]'s1 o se)Sedr - Se—1{®, S2)Ycq1 - YUn
while:

[rl/s1.. .80 = A& - Aycgr .- Ayn - [uof w]'sy .. Se—1{2,Se)Yct1 - - Un

=2 Aycq1 o Ayn - [ul'st .- osecai([w]'s1 - se)Serr - Se—1{®, S2)Ych1 - YUn

e Rule (¥%0), [ = (u* v) of w, r = (uof w) +* (vof w):

['s1-. 80 =[u « v]'s1. .. se—1([w]'s1 ... s0)s041 .. 80
= ([[u]]’51 e 5[_1([[111]]'51 PN SZ)SZ+1 .. .Sg)
(A2£+1 L Azm - [[v]]’sl N 85_1([[10]]/81 e SZ)SZ+1 .. .S£2£+1 e ZA’m)8£+1 .

while:

[rl's1 .80 = ([uot w]'sy...sc)Aegqr oo Az - [P wl'sy .. 8c2041 - Zm)Scat - - - Sn
= (|[u]]’51 .. .85_1([[11}]],81 .. .85)8£+1 e Sﬁ)
(A25+1 et )\Zm . |[’U]]/81 .. .sz_l([w]]’sl .. .Sg)Sg_l_l PN Sﬁéﬁ_},l .. ~2m)5£+1 ... 8p
e Rule (idﬁoz), [ =id“ ot w, r = id“:
[[l]]’sl L8 = [[Z'dﬁ]]lsl N 85_1([[10]]/51 .. -SZ)SZ+1 ... Sz

=s; = ﬂidﬁ]]'sl coose=1[rl's1.. . 8¢
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e Rule (0%0), [ = (uo® v) of w, r = (u o’ w) o (v of w):
[)'s1 .. .80 = [uo* v]'ss.. Se—1([w]'s1...80)Se41 - - 5n
= [u]l's1...se—1([w]'s1 .. se)seq1 - Se—1([v]'s1...se—1([w]'s1...Se)seq1...82)Sc41---5n
[u]'s1 .. se—1([w]'st...se)seq1 .. sc—1([v of w]'sy .. S£)SL41 - - Sn
=[uof wl'sy...sc1([vol w]'sy...sc)scq1 .- 5n
= [(uof w) ot (vof w)]'sy...sn =[r]'s1...5n

e Rule (1€ o%), I =€ ofw, r =1*:

[s1-..sc = [15)s1 . .se_1([w]’'s1 .. 8¢)s041 .- 5¢
=snd sg = [15]'s1...s0. =[r]'s1...5¢

¢ Rule (lﬁol), I=1%o"w, r=1%

['s1...8n = [[1£]]’31 cooseci([w]'s1 o ose)Segt s
= (fst sg)scq1...8n = [ sy .. .80 = [r]'s1 ... 5n

o Rule (o€ of), I = (u o¢ v) ot w, r = (u of w) % (v of w):

Si41.-.8n

[)'s1...50 = [ue® v]'s;.. cse—1([w]'s1 ... se)
e [vl's1 .. se—1([w]'s1...se)Se41...5¢)

=y [u]'s1 .. .sl_l(ﬂw_]]’sl . 82)Se41 ... S
= (A7 - [uot w]'si...sc9,[vot w]'si...sc)
= [(uof w) ¢ (vol w))si...s0 =[r]'s1...5¢

e Rule (1€ of) follows from the cases of the rules (o< of), (lﬁol), (0f0t), (1% of) and the fact that < u
is interpreted just as 1< o% (uo® 1£).

e Rule (Q%0%), I = (Q%u) o w, r = Q% (u o’ w):

['s1 .. .80 =[Q%ul'sy...so_1([w]'s1...5)S041 -5
= |[U]]/81 .. .85_1([[11}]],81 .. .85)8£+1 o SL—18SCc41 - Sn
=[uctw]'s;...s5c_15c41 - 5n
= |[Q£(u ot w)]'s1...8n =[r]'s1...5n
e Rule (evfo?), | = (evfuv) of w, r = evf(u of w)(v of w):
[s1... .50 = [eviuv]'s; .. Se—1([w]'s1 ... s0)Se41 - s
= [ul's1...se—1([w]l's1...s0)se41 - sc—1([v]'s1 ... se—1([w]'s1...Se)se41 .. Sc—1)Sc ... 5n
= [uof w]'s; .. cse—1([v]'st . ose—1 ([w]'sh ... se)Seq1 - Sc—1)Sc - S
= [uof w]'s; .. se—1 (v of w]'sy .. .SL—1)Sg ... Sn

= [ev (uof w)(vof w)]'s1...5, = [r]'s1...5n

Group (E) (we let 2 < £ < L in all these rules):
e Rule (evf)\%), [ = evt( A\ u)w, r = A4~ (eviuw):

['s1.. 501 = [Mou]'sy .. Se—1([w]'s1 ... se—1)se. .. Sc-1

=Xz Aycq1 o Ay [u]'s1 . ose—1i([w]'s1 .. se—1)se - se—2{®, Sc—1)Uct1 - Un
while:

[r]'s1 .. Scc1 =Ax Ay ...~ Ayn_1 - [eviuw]’s; .. Se—o{®,Sc1)Yr - Yn—1

=Xz Aye - Aot - [u]'s1 . ose—i([w]'s1 .. se—1)se - se—2{®, Sc— 1)U - Yn—1
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Rule (ev®x%), | = ev’(u+* v)w, r = (eviuw) ¥~ (evivw):

ev ow

[]'s1 .. 801 = [u*x*v]'ss.. Se—1([w]'s1 .. s0-1)8e .. Sn—1
= ([u]'s1 ... se—1([w]'s1...s0-1)S¢...5c-1)
Azgg1 oo Azm - [W]'s1 .- sec1([w]'s1 .. s0=1)Se ... Sc—1Z241 - - - Zm)SL - - Sn—1

while:

[7]'s1 - .. Sn—1

= (|[ev£uw]]'51 cooseo1)(Aze oo Azt - [evivw]'sy .. SLo1)EL o Em—1)SEe .. Spn—1
= ([u]'s1 .. se—1([w]'s1-..Se—1)s¢...52c-1)
Azg oo Azmet - []'s1 - oso—1 ([w]'s1 .- -Se—1)se .o Sc—122 - Zm—1)Sc - .. Sn—1

Rule (evid“), I = ev’id“w, r = id“ ™'

['s1...80-1 = [[idﬁ]]’sl coosp1([w]'s1 .. se—1)se .. s
=Sp_1 = ﬂidc_l]]’sl cose—1 =[r]'s1. . 8221

Rule (evfof), I = evt(u of v)w, r = (eviuw) of~! (evivw):
['s1... .80 = [uo® v]'ss.. Se—1([w]'s1 ... s0-1)82 .. . sn
= [u]'s1...s0-1([w]'s1...s0—1)s0...s5c—2([v]'s1...s0—1([w]'s1...50-1)80...52-1)8c ... 5n
= [u]l's1...se—1([w]'s1...50-1)s¢ .. .SL_Q(HGVZUU)]]ISl e .SL-1)SL ... Sn
= [eviuw]’s; .. .SL_Q(HGVZUU)]]ISl . .8L-1)SL ... Sn
= [[(evzuw) okt (evsz)]]'sl coSp = [r]'s1.. .0

Rule (ev! 1£), 1 = ev! 1€ w, r =21

[[l]]’sl L Sp1 = [[TL]]Isl .. .sz_l([w]]'sl .. .55_1)85 .81
=snd se_1 =[5 st 501 = [r]'s1...50-1

Rule (ev/1%), | = ev/ 1w, r = 1571

[[l]];51 .. .sn): [1]'sy .. Se—1([wl's1 .. se—1)se ... 8p
= (fst sg_1)sc...sn

= ﬂlﬁ_l]]'sl v iSp =[r]'s1.. .50
Rule (ev’ %), I = ev’(u of v)w, r = (eviuw) o*~1 (evivw):
[[l]]'51 W Sp1 = [[U OL v]]'51 .. .85_1([[11}]]181 .. .Sz__l)e‘)‘g L Scq
= Ay [u]'s1 .. .sl_l(ﬂw]]’s_l co.Sg-1)Se .. Sc—1y, [v]'s1 .. ose—1 ([w]'st .. se—1)se . Sc—1)
={(\y- [eviuw]'sy ...50-17, [eviow]'s; .. .S£-1)
= [[(ev"uw) of—1 (ev/{vw)]]’sl coosg—1 =[r])'s1. . 5021

Rule (ev’ t€): follows from (ev’ o€), (ev’1%), (evfo?), (ev’ 1€) and the fact that f}< u is interpreted
just as 1 % (uo” 1£).
Rule (evfQ%), | = ev*(Q* u)w, r = Q*~(eviuw):

['s1.. .50 = [Q%u]'s: .. Se—1([w])'s1 .. s0—1)8e. . .8
= [ul's1...se—1([w]'s1...S50=1)S¢...Sc—2Sz...5n
= [eviuw]'sy ...sc 950 .. .5,

= HQE_l(evluw)]]’sl coosn=1[r]'s1.. sn
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e Rule (evfev®), | = ev(eviuv)w, r = ev” ! (eviuw)(evivw):

[)'s1...5, = [eviuv]'s; .. So—1 ([wl's1 .. s0—1)s0. . 8p

= [ul's1...s0-1([w]’s1...s0-1)s0...sc—a([v]'s1...se—1([w]'s1...5021)80 .. .8c_2)sc1...8,
= [ul's1...s0-1([w]’s1...s0-1)s0 .. .55_2(|[evlvw]]’s] . S£_9)Sc_1...8,

= [eviuw]’s; .. .sc_z(ﬂevsz]]’s] . .SL_2)SL_1 .. .5y

= [evc—t(eviuw)(eviow)]'sy ...s, = [r]'s1 .. .50

Group (F) (with 2 < ¢ < £ again):
e Rule (Q°N\%), I = Q*(\*~tu), r = X5 (Q%u):

['s1...sc =[Nt u]'s1...80_15041...5 calL

=Az-Aye o Ayn c [u]'s1 . se—1Se1 - sco1{@,S2)YL - U
while:
[r]'s1...5¢c
= A2 AYeqr oo Angr - [Q%u] sy seo1 (2, sc) U4 U
= Az Aycgr o AYngr - [u]'se o osemasepr oS0 (%, Sc)Yc41 - Ungd

e Rule (Q%%), l = Q% (ux*"1v), r = Qux* Q'v:

['s1 .. 80 = [ux“""v]'s1...50_15041 - 5n

= ([ul's1 .. .se—18041 - -sc)(Aze oo Az - [W]'s1 .. Se—1Se41 .. SLEL . Em)ScH1 - - Sn
while:
[7]'s1...80n = ([Qeu]]’sl coose)(Azegr o Azmg [Q%]'s1...5c%2c41 .. Zm41)SCH1 - - - Sn
= ([ul's1 .. se—18041 .. .5c)(Azeq1 oo Azmat - [V]'s1 ... Se—1Se41 .. ScZe41 o Zmg1)SCH1 - -

e Rule (Qid"), | = Q%d"™", r = id"“:
[[l]]’51 WS = Hid£_1H151 ce e S—1S0415042 - - SC
=s; = [[z'dﬁ]]’sl cosg=[r]'s1...sc
e Rule (Q%%), 1 = Q% (uo*~1v), r = Quo” Q'v:
[s1...80 =[uoc =" v]'s1...50_15041...5n
= [ul's1...se—1Se41 .- - Sc—1([v]'s1...Se—1S041 .. .52)ScH1 - Sn
= [Q"u]’s1 .. .SE_l(ﬂle]]’sl . SL)SCH1 - Sn
= [Q%uo” Q% v]'s1...5n = [r]'s1...5n
e Rule (Qf 15), 1= Q" 14~ r =t£:
[s1...5c=[t*"]'s1...50_15041...5¢
=snd sz = [t*]'s1...52 = [r]'s1...5¢
e Rule (Qllﬁ), I=Q“* ! r=1%
|[l]]’51 LS, = ﬂ1£_1ﬂ181 c o Sp—15041 ---5n
= (fst sg)scq1...5n = [[15]]’81 coSp = [r]'s1 ...
e Rule (Q %), I = Q% (u o“~1 v), r = Q'u o Qv:

[s1...50=[uec"v]sy.. S80-18041 ... 5L
= <Ay . [[u]]'51 c e Se—15041 - - .Sgg, |[U]]I51 ce e Sp—15041 - .S£>
=AY - [u]l's1...50—1S041 .. .52, [Q%v]'s: .. .Sc)

32



e Rule (Ql TTE): follows from rules (QZ o‘:), (QZ]L), (Qloﬂ) and (Ql Tﬁ)
o Rule (Q'Q%), 1= Q"(Q“~"u), r = Q(Q"u):

[s1 .. 80 = [QF *ul's1...50_15041 .- -5,
= |[u]]’51 c o Sp—185041 - - -SL-1SLH41 .- - S
= HQZU]]/S] o SL1SL41 - Sy

= [QX(Q%)]'s1...5n = [r]'s1...5n

e Rule (Q%ev”), ! = Q' (evFuw), r = ev® 1 (Q%u)(Q w):

['s1 .. 50 = [eviuw]’'sy ... 80_15041 -5

= [[u]]'51 ce e Sp—15041 - .- 51;(|[v]]’51 ce e Sp—15041 - - .8£)85+1 .
= [[u]]’51 ce e Sp—15041 - .- Sﬁ(llQl'U]]lSl .. .5£)5£+1 ... 8

= [Q%u]'sy .. .5£([[le]]’51 . SL)SLH1 - - Sn

= [ev* Q% u)(Q V)]st .. .50 = [r]'s1 - - 5n

O
Lemma 3.6 For cvery A-terms sy, ..., s, of the right types:
[(Xu) &8 0]'sy ... 5, — [uof (vef id)]'s1...s,
Proof:
[(Azu) K v]'s1 .. 8,
= (|[/\£u]]’51 coos)(Azegr oo Az [V]'s1 . SeZeq1 - Em)Seg1 - Sn
= Az Ayegr oo AYn - [u]'s1 . sem1 (@, S0Pt - Un)
(Azog1 oo Az - [0]'S1 .. SeZ041 .. Zm)Se41 - . - Sn
—t [u]'s1..osec1Xzogr oo Az - [V]'S1 o S0Z041 o Zmy S0)S041 -+ S
by n — £+ 1 > 1 applications of (#) and Lemma 3.4
while:
[u ot (v o idz)]]'sl ... 5n
= [u]'sy...s0_1([v o* idz]]'sl . .80)Se41 - - - Sn
= [[U]]IS]_ e S¢_1<>\y£+1 e Ym o [[’U]]IS]_ .. .Sggg+1 .. ~gm; S£>S£+1 .
O

Definition 3.5 For any ground typed XevQt-terms u, v, we say that u =xevQ U (resp. u =xevq v) if and
only if, for every stack-like A-terms of the right type:

[ul’s1...sn —" [v]'s1...5n
(resp. —¥).

Definition 3.6 For any typed AevQ-terms u, v, we say that u =\gyq v (resp. u =\gyq v) if and only if
u‘p =revg v'p (resp. =revqg) for every environment p whose domain contains all the free variables of both
u and v.

Observe that, since the typed A-calculus terminates, >yevg and >—’>\er are well-founded.
We reformulate Lemma 3.5 and Lemma 3.6 as follows:

Lemma 3.7 For every rule Il — 7 in AevQpy, | =\eyq 7. Morecover, in the case of rules (B) and (B,
I ~\evg -
Q

Unfortunately, >xevq (or >’>\er) is not monotonic, but >xevg and tlxer are:

Lemma 3.8 If u =xevg v, then for every context C such that Clu] is well-typed, Clu] =xevq C[v], and
simalarly with =\ gy q-
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Proof: By structural induction on C, we show that [C[u]]'s1 . ..sn —* [C[v]]'s1 .. .sn for every wstack-like
terms s1, ..., s, of the right types. This is obvious if C is the empty context [].

If ¢ = C o w, then [Clull'si...sn = [Ci[u]l's1...se_1([w]'s1...50)8041...8n —"
[Cilu]l's1 ... se—1([w]'s1 .. .5¢)Seq1 - .- Sn (by induction hypothesis) = [C[v]]'s1 .. . s,.

If C = wolC, then [Clull'si...sn = [w]'s1...s0_1(Ciuls1...8¢)8¢41...5,. Now by induction hy-
pothesis Cilulsi...s, —* Ci[v]sy...sq, so by Lemma 3.3, [w]’sy...se—1(Ci[u]sy...s¢)Seq1...5, —>*
[w]'s1...se—1(Ci[v]s1...52)Se41 .. .80 = [C[V]]'s1 ... 5n.

The cases when € = ev/Cyw and € = evfw(; are similar. All other cases follow directly from the induction
hypothesis.

The Theorem then follows. O

The only problem is that we cannot conclude that whenever u reduces to v by (3) or (3%), then u >—’>\er .
Indeed, the best we can conclude is u t’)\evq v; if we had the stronger u >'I>\eVQ v, then we could conclude
that the typed AevQg-calculus were strongly normalizing (by the lexicographic product of >—')\er and the
well-founded derivation ordering on typed Xg), which is wrong (Theorem 2.1, Part IIIa).

3.2 Safe Contexts

We solve the problem by allowing reduction to take place under so-called safe contexts:

Definition 3.7 A contezt C is said to be safe if and only if, for every AevQ-terms u and v of the same type
such that C[u] is typable in AevQ, u =\ gyq v implies Clu] =4 gyq Clv].

We then proceed to identify a few safe contexts. First, passing from Aev@ to (ground) devQt will provide
a slightly simplified condition:

Definition 3.8 A contest C is said to be safe’ if and only if, for every AevQ™-terms u and v of the same
type such that Clu] is typable, u =xevg v tmplies Clu] =revq C[v].

We shall first identify a class of safe’ contexts, from which it will be easy to infer a corresponding class
of safe contexts. The main example of unsafe’ context is w ok C, where w is a term such that [w]’sy ...s,
1<j<my L S 1< Indeed, [w ok Clul]'s1...s, =
[w]'s1...se—1([Clull’s1 .. .5¢)Se41 .. .5, will then actually be independent of [Clu]]’si...s,, which means

does not depend on some or all tz;, where s; = (t;;)

that w of% C[u] is the same for all u: such a context w of% C is unsafe’. This happens in particular when
w = Q4w', or when w = 1. We therefore start by defining a class of terms T*, for each k > 1, and
similarly a class of stacks S*, such that for every w in these classes, [w]’s1 .. .s, really depends on every t;;,
t >k, 1< j < m;. By Lemma 3.2, this means that whenever the ¢;; are variables, they must occur free in
[w]'s1...sn for every i > k.

Definition 3.9 For every k > 1, we define the sets T® and S* as the smallest sets of \evQ-terms of sort T
and S respectively such that:

o MuecTF iffk>0+1 oruecTF;

s uxtveTt iffk>l+1oruecTk orve Tk

o Y eTr iffk>041;

o uolve " iff either k> ¢+ 1 and u €T, ork < and u € T* and v € S*;

o eviuv € T" iff either k > ¢ and u € T**!, ork < ¢ and u € T* and v € S*;

QrueTr iff k> ¢+ 1 and u e TF L,
and respectively:

o e SF uff k> 041,
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o id e S iffk>¢;

uetve Sk iﬁkZE-l-loruETk orvESk;

N ueS*iff k>4, and if k = ¢ then u € S¥;
uokv e Tr iff either k>0 +1 andu € TF, ork < ¢ and u € T* and v € S*;

eviuv € S* iff either k > £ and uw € S*t1, or k < £ and u € S* and v € S¥;

e Qiuc St iffk >0+ 1 and u e SFY;

Lemma 3.9 For every u € T* (resp. u € S*), k > 1, for every stack-like A-terms s; = (tlj)1<j<m1’ e
S, = (tlj)1<j<m of the right types, and where t;; are pairwise distinct variables, t;; is free in Tul's1 ... sn
foreveryi >k, 1<n,1<j<m.

Proof: By structural induction on u.

If w = Mv, then u € T% implies that k > £+ 1 or v € T*. Now n = £ and [u]'s1...s, = Az - Ayeq1 -
cos MY - [el'st o osei{®, se)Uegr o U I 4 >k, @ < n, then t;; occurs free in the latter; indeed, either
k> ¢+ 1 and there is no such i (i > k impliesi > £+ 1, and i < n implies i < ), or v € T*, so by induction
hypothesis 2;; is free in [v]'s1 ... sp_1(®, 8¢)Ppq1 ... Un for every i > k, i < £, 1 < j < m; (as well as 2 and
every component of g,41, ..., 9n). Hence t;; is free in [u]’s; .. s, as soon as i > k.

Ifu=vswisin T then k > ¢4+ 1orv €T or w € T*. Now [u]'sy...s, = ([v]'s1 .- -80)(Azpgr - ..
Az - [w]'s1 ... SeZe41 - Zm)Seq1 - .- Sn. We consider t;; for ¢ > k, ¢ < n, 1 < j < my; we then have three
cases. If i > £+ 1, then #;; is free in s; by definition, i.e. in one of sg41, ..., sp, hence in [u]’sy ...s,; this
is in particular the case when k > ¢+ 1. If i < £ and v € T*, then ;; is free in [v]'s1 ...s, by induction
hypothesis, hence in [u]'s; ...sn. If i < £ and w € T*, then ti; is free in [w]’s1 ... s¢Z¢41 ... Zm by induction
hypothesis, hence in [u]’s; ...s, (because the z;;/ are fresh, hence different from the ¢;;).

Ifu= 12, then u € 7% implies that k& > £+ 1. Then [u]'s1...s, = (fst s¢)s¢t1 .. .5n, and as soon as
i>k,since k > £+ 1, t;; is free in s;, i.e. in one of sp41, ..., s, hence in [u]'sy ... sp.

If u =1, then u € S* implies that k > ¢4 1. Then n = ¢ and [u]'s; ...s; = snd s;, so as soon as i > k
and i < n, t;; is free in [u]’sy .. .sy, since 1 > k and i < n is impossible.

If u = id*, then u € S* implies that k > £. Then n = £ and [u]’s; ...s; = s;, so as soon as i > k and
i <n,tj; =ty (indeed, £ <k < i< n =/ so all these quantities are equal) is free in s, = [u]’s1 .. .s,.

If u = vof w, then u € T* implies that either k > £+ 1 and v € T*, or k < £ and v € T* and w € S*.
Now, [u]'s1...sn = [v]'s1...se—1([w]'s1...50)Se41 . .sn. If (first case) k > £+ 1 and v € T*  then for every
i >k, i>0+1,s0t; occurs free in [u]'sy ...s, because v € T% and by induction hypothesis. If (second
case) k < £ and v € T* and w € S*, then we have two subcases. If i > £+ 1 (in particular i > /), then #;;
occurs free in [u]’sy ... s, because v € T* and by induction hypothesis. If i > k, i < £, then t;; occurs free
in [w]'s1 ...sg, since w € T* and by induction hypothesis. Now, by Lemma 3.2:

[ul’sy...sn = [v]'s1...se—1([w]’s1 .. s0)Seq1-.-8n

= [[1)]]/81 .. 'Sz_l(yp)1§p§m48£+1 ... 8 [tll/yl, .. -;tmg/ymg]

where (t},...,%,,,) = [w]'s1...s; and w1, ..., yYm, are fresh variables. Now, since t;; occurs free
in [w]’sy...s;, ti; occurs free in some #,, 1 < p < my.  Since v € T* and by induction hy-
pothesis, y, occurs free in [v]’s; .. .55_1(yp)1spsm£5¢+1 ...8p, hence t;; occurs free in [u]'s;...s, =
(Iol's1 - se-1(Up) 1 cpam, Ser - 50) (81 /01, - b /Ym, ]

The case when u = v 0% w is entirely analogous.

The cases when u = evhvw or when u = evhvw follow by similar arguments.

When u = Qhw, the fact that u € T* means that k > £+ 1 and u € T*~!'. Now [u]'s1...s, =
[v]'s1...50—15¢41 .. .55, so for every i > k, i —1 > k — 1 > £ and by induction hypothesis ¢;; occurs free in
[v]'s1...Se—1Se41 ... Sn, hence in [u]'s1...s,.

The case when u = Q%v is entirely analogous.
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When v = v o wisin S¥, we have k > £+ 1orv € TF or w € S*. Now n = £ and [ul'si...s0 =
Ayegr - oo My - [V]'s1 - selogr - U, [w]'s1 .. ose). TE k> £ 41, then for every @ > k, i < n, t;; is
free in [u]’si ...s; because there is no such i. If v € T* then for every i > k, i < n, t;; is free in
[v]'s1 .. .Se8eq1 - - - Ym, hence in [u]’sy...s,. And similarly if w € S¥, ti; is free in [w]’sy ...sg, hence in
[u]’s1 .. .se.

And if u =f* v is in S*, then & > ¢, and if k = ¢ then u € S*. Now n = ¢ and [u]'s;...s; =
(fst sg, [v]'s1 .. .sp—1(snd s;)). If k > £+ 1, then for every i > k, i < n, t;; is free in [u]’s; ...s; because
there is no such 7. And if k = £, then for every ¢ > k, i < n, i in fact equals n and £. If j = 1, then #;;
is free in [u]’s; ...s; because t;; = t4; = fst s,. And if j > 1, then #;; is free in [v]'s; ...s,_1(snd s4) =
[v]'s1 .. -52—1(12j)j>2, so it is free in Ju]’sy ...s,. O

Lemma 3.10 For every v € T" U S*, ift; ;0 — ti. o for some k <o <4, 1 < jemy,, then:
[v]'s1.. .8, —T [v]'sq .. .sio_lsgnsioﬂ ... Sp

where §; = (tij)lﬁjﬂmz for all i, and 52-0 = (tgoj)lstmm’ with téoj = tioj fOT’j ;é j() by convention.

Proof: Same as Lemma 3.3, but this time, ig > k and v € 7% U S* implies that ¢;,;, occurs at least once
in [v]'s1 ...s, by Lemma 3.9. Replacing these occurrences by #; ; yields [v]'s1 ... si,_15] Sip41...5, in at
least one step, hence the result. (This is in fact more similar to Lemma 2.29, Part I1Ta.) O

Definition 3.10 We define the class SfT of syntactically safe’ contexts as the union of Sf; and Sf;,
where:
St w= QINSIE | SfF T | T+ Sfr
| SFF op S| T op SFE
| ev SFFS | vy TS
| QFSf7 (for all£>1)
Sfy u= Sfh et S| T et Sff 1t Srk
| Sf§ o S |8 of Sf
| evi SFES | eviS'Sfd
| QsSfE (for all£>1)

Lemma 3.11 FEvery syntactically safe+ context 1s safe+.

Proof: By structural induction on a syntactically safe’ context C, we show that for any two AevQ*-terms
u and v of the same type such that C[u] is typable and u >yevqg v: Clu] =revg C[v].

If C =[], then [C[u]]'sy ...s, = [u]'s1...s, —F [v]'s1...s, = [C[v]]'s1...s, because u =jevq v.

If C = ¢y, with safe™. Then [Clull’s1 .. .50 = Ax-Ayog1 - - Aym - [Cr[ull’s1 - - SeGog1 -+ G —F Az
AYog1- o Aym - [Ci[v]]'s1 .. Se¥e41 - - - Ym (since by induction hypothesis Ci[u] >xevq Ci[v]) = [C[v]]s1 ... sq.

If ¢ = Cy " w with ¢4 safe+, then:

[Clull's1...8n =

([C[u]]'s1 - --se)(Azogr - oo Az - [w]'s1 .. S02041 - Zm)Seq1 - - - Sn

—F ([C1[v])'s1 ... se)(Azeg1 oo Az - [w]'s1 .. S0Z041 -« Zm)Se41 - .. Sn  (by induction hypothesis)
= [Clv]l’s1 - - sn

If C = w+' €y with ¢ safe+, then:
[Clull's1 .. .80 =
(|[w]]’51 .. ~5£)(AZZ+1 e )\Zm . [Cl[u]]]’sl .. -Sléﬂ-i-l .. -ém)slﬁ—l .

—F ([wl's1...50)(Azpgr - oo Az - [Co[0]]'51 .. - S0Z041 -« Zm)Se41 - .- Sn (by induction hypothesis)
=[Clv]l's1 - - sn
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If C = Cy of w, with C; safe+, then:

[C[u]l's1 - - -sn

= [Ciu]l's1 - -se—1([w]'s1 ... 80)Spq1 - - -Sn
—7t [Cl[v]]]’sl .. .85_1([[10]]/51 .. .S[)Sg_},l ...8,
=[C[¥]l's1 - -8n

by induction hypothesis. Similarly when C = ev5.Cyw, or when C = Q4Cy; similarly also when C has the form
Cy ok w, eviCiw or Q5C.
IfC=w ogﬂ Cy with w € T* and ¢, safe+, then:

[Clu]l's1 - -sn

= [w]'s1...se—1([Cau]l's1 .. .5e)Se41 ... $n

—F [wl’'s1 .. s0_1([C1[v]])'51 . . 56)Seq1 - - Sn
because [C1[u]]’s1 ...s, —F [C1[v]]'s1 .. .5, by induction hypothesis
and by Lemma 3.10 applied to w, since w € T*

=[C[]]'s1 .. 5n

Similarly when C = w o% Cy.
IfC = evfrwcl with w € T* and C; safe+, then:

[Clull's1 ... sn
=[w]'s1...s0—1([Ca[u]]'s1 .. .80-1)8¢ .. .8n
—t [w]’s1...si—1([Ci[v]])'s1 .. .50—1)8¢...5, by the same argument as above

=[Cl¥]l's1 - .- sn

And similarly when € = eviw(C;.
If C = C; of w with (4 safe+, then:

[Clull's1...s0 =

Ayeg1 - Aym - [Ci[W]] 51 - - - SeBegr - - - Um, [w]'s1 ... 52)

—T Ayeg1 oo Aym - [Ci[V]] 81+ SeG041 « o U, [w]'s1 .. s0) =
[Clv]l's1 .. se

If C = w o ¢y with (4 safe+, then:

[Clull'sy...se =

Myegr - My - [w]'s1 - SePeqr - Um, [Colu]]'s1 - . 50)
—T QAyegr oo Aym - [w]'s1 o osefegr - Gm, [Ci[v]] 1 - .o s0)
=[C[v]]'s1 .. .52

by induction hypothesis.
When € =f}* €1, then:
[Clull's1 ... se
= (fst sq, [C1[u]]’s1 ... so—1(snd s;))
—* (fst sg, [C1[v]]'s1 ... se—1(snd s;))
=[C[v]]'s1 .. .5

by induction hypothesis. O

3.3 Termination of the Aev(),-Calculus

We first apply the previous techniques to show that the typed Aev@Qpg-calculus is Xg-SN. Recall that this
means that all X r-eager rewrites are finite. Actually, we do not need all the rules of X to achieve this goal,
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but there are several subsystems of Xy that would work, and the proof would not change. We let the reader
modify the techniques to any system that he wishes.

The case of Aev@Q is actually the simplest case (compared to Aev( at least, i.e. compared to the system
without the rules in group (H)), because X p-normal stacks take on a rather simple form. We only need a
subsystem of X to get this pleasant normal form:

Definition 3.11 Let Sy be the following set of rules in Aev@:

T
osid"), (ido§), (1), (o§). (¢);

o in group (A): (
(
o in group (C): (evsid’), (evsoh), (evs 1), (evs o');
(
(
(

e in group (B):

id®o), (o50%), (1€ 05), (¢° o);

o in group (E): evszdﬁ ), (evlS §) (evls TL), (evls o§);

o in group (D):
e in group (F): lldﬁ ). ( §o§), (Qg’ Tﬁ)) (Qé 'ﬁ);

for every 1 < £ < L.
Let S be Sy plus the rules:

o in group (B): (t1*), (11 o), (fe"), (1), (1 of), (frid");
e in group (C): (T evs %), (evs 1), (evs 1%);
o in group (D): (ft* of), (ev§ok);
(
(

in group (E): (evg %), (evhevs);

e in group (F): (Q% 11°), (Q5ev*);

forevery 1 < €< L.
Let Sp be Sq plus the rules (np %), £> 1.

Observe that S and Sg are not confluent, by the way; but they can be completed to a confluent system,
namely X and Xy respectively, in particular.

Lemma 3.12 Lemma 2.1 still holds if we replace (2) by “u is Sg-normal”, in particular by “u is Sy -normal”
or by “u is S-normal”. That is, every typed So-normal T-free stack is either () or some popf, with £ > 1 and
k> 0.

Proof: Same as Lemma 2.1. O

Lemma 3.13 Lemma 2.2 still holds if we replace (2) by “u s Sg-normal”. That is, every typed Sy -normal
non-T-free stack is of the form uy " uy for some £ > 0, uy and us.

Proof: Same as Lemma 2.2. (Again, we don’t need all rules in Sg.) O

Lemma 3.14 The typed Sg-normal stacks u of types of the form ¢t =g, £ > 0, have the following form:
e s10...05,0() for somen>0, if{=0;

o 5100 et s, ef popé for somen >0, ¢ > 0.
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Proof: By induction on u, straightforwardly from Lemma 3.12 and Lemma 3.13. O

So, intuitively the X g-normal terms are of the form:

Q/e 1T

TT 1]
/ Uy o Udp,

consisting of a spine of ev, () and o operators (on the left, not necessarily in the order shown). Following

down the spine, we eventually meet some term w of the form 1¢, ux‘v or A*u. Moreover, each ev or o operator

also has a stack (u11, ..., uin, or ua1, ..., Usn, in the figure) of terms of the same form, and reduction can
only happen in the following ways: inside some u;;, inside w, by reducing w if it is a (8) or (3°) redex. In
the latter case, we shall have a >—§\eVQ—decreasing contraction.

Lemma 3.15 For every k < k', T" C T+ and S* C Sk

Proof: By structural induction on u € T* (resp. u € S*), we show that u € T+ (resp. u € Skl).

If u = Muw, then k > £+ 1 or v € TF. In the first case, k' > £+ 1, s0 u € Tkl; in the second case, by
induction hypothesis v € Tkl, soveTr.

Ifu=v+"w, then k> ¢+ 1o0rveTForweTk In the first case k' > £+ 1,50 u € Tk‘l; in the second
case, v € T+ by induction hypothesis, so u € Tkl; similarly in the third case, using w instead of v.

Ifu=1% then k> £+1,so k' > £+ 1 and therefore u € T+ Similarly when u =1 isin S*, then u € Sk
If u=14d" is in S*, then k > ¢, so k’ > ¢ and therefore u € SH

If u=ve’wisin S*, then k > ¢+ 1 or v € T% or w € S*. In the first case, k' > £+ 1; in the second
case v € TF by induction hypothesis; and in the third case w € Sk’ by induction hypothesis. In any case,
ue Sk,

If u=f* visin S*, then k > ¢, and if k = £ then v € S*. In particular, k' > ¢; and if k' = ¢, then since
k' >k > ¢, we have in fact k' = k' = ¢, so it follows that v € S*, hence v € S*’ (since k = k'): so u € Sk

If u = v ok w, then either k > £+ 1 and v € T%, or k < £ and v € T* and w € S*. Tn the first case,
k>/¢+1and v € T+ by induction hypothesis, so u € T+ . In the second case, if k' < £ then v € T*
(trivially) and w € Sk (by induction hypothesis), so u € Tkl; and if & > £+ 1, then v € T+ (by induction
hypothesis, using the facts that v € T* and ¢ < k'), so again u € Tk Similarly when u = v o% w is in S*,
then u € S*'.

If u = evivw, then either k > ¢ and v € T**! or k < £ and v € T* and w € S*. In the first case k' > ¢
and v € TF'+1 by induction hypothesis, so u € T*' . In the second case, if k' < ¢, then v € T* (trivially) and
we S* (by induction hypothesis), so u € T+, and if k' > ¢, then v € T*'+! by induction hypothesis, using
the facts that v € 7* and £ < k' + 1. Similarly when u = evgvw is in S*, then u € Sk

Ifu=Qbv, thenk >¢+1andv eTF 1 Sok' >¢+1and v € T* =1 by induction hypothesis, and
therefore u € T*'. Similarly when u = Q4w is in S*, then u € Sk o

Lemma 3.16 Let u be a Y-normal or Yi-normal typed AevQ™-term at level €. If u is of sort T, then
u € TH,

Proof: Recall that the level of a Aev@QT-term fE(...) is £ unless f is evg or evy, in which case it is £ — 1.

By definition (see Definition 3.9), if u = 1%, then u € T, if u = X, then u € Tt and if u = v+ w,
then u € T+,

If u = vok w, then u € T**! provided that v € T*+1. Now since u is a Aev@QT-term, v must be of the
form f*(vy,...,v,) for some operator f (A, *, 1, oy, evy or Q). Then k < ¢, otherwise some rule would
apply ((\*of), (x%0f), (150f), (oFof), (evFof), or (Q*of) respectively). And the level of v is either k (if f is
not evr) or k—1 (if f is evr). By induction hypothesis, v € T*+1 or in T*. Since k < £ and by Lemma 3.15,
ve T in any case. So u € T
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Ifu= eVZTva (which is at level £), then u € T*+1 provided that v € T7*+?. Now since u is a AevQ ™ -term,
v must be of the form f*(v1,...,v,) for some operator f (X, %, 1, o7, evy or Q7). Then k < £+ 1, otherwise
some rule would apply ((ev/t'\F), (ev/*14F), (evf+!1%), (evit!oF), (evitlevF), or (ev't!QF) respectively).
And the level of v is either k (if f is not evr) or k — 1 (if f is evy). By induction hypothesis, v € T**! or
in T%. Since k < £+ 1 and by Lemma 3.15, v € T**2 in any case. So u € T**1.

If u = Q%w, then u € T if and only if v € T*. Now since u is a Aev@QT-term, v must be of the form
f*(v1,...,v,) for some operator f (A, %, 1, or, evy or Q7). Then k < ¢, otherwise some rule would apply
(QENEFL) (Q5FHT), (QU1FH), (QFoM ), (QFevi ), or (Q'Q*T!) respectively). And the level of v is either
k (if f is not evy) or k — 1 (if f is evr). By induction hypothesis, v € T*+1 or in T*. Since k < £, k < £ —1
and by Lemma 3.15, v € T* in any case. So u € T+, O

Lemma 3.17 If C[u] is a typed Sp-normal AevQ™ -term, where u is of sort T, then C is a syntactically

5afe+ context.

Proof: By structural induction on C. If ¢ = [], this is clear. We then deal with the cases where C is a
non-empty context such that C[u] is of sort T'.

If C = MCior C = Ci " wor C = wxC, then this follows directly from the induction hypothesis.
Similarly if C = C; 0% w, C = ev5Ciw, or C = Q5.

If C = wo% €1, then since C[u] is ¥ g-normal, w is of the form f* (w1, ..., w,) with k < £ (as in the proof
of Lemma 3.16) and f being A, , 1, op, evy or Qr. In fact we claim that k < £ as soon as f # evp. Indeed,
if k= ¢ and fis A, %, op or Qr, then Clu] = f*(wy,...,w,) 0% Ci[u] would be reducible by (X\%), (x),
(of), or (Qof) respectively; and if f = 1, then notice that C;[u] is by definition not T-free, so by Lemma 3.13
Ci[u] = uy " usy for some uy, us (and with the same ¢, by typing), but then C[u] = 1"0%61 [u] = llolT (uq of Us)
would be reducible by (12). Soif f # evy, then k < £, therefore the level of w is < £—1; and if f = evy, then
k < ¢ and therefore the level of w = evk.w;ws is again at most £ — 1. By Lemma 3.16, w € T+ where
L(w) < £—1 (recall that £(w) denotes the level of w). By Lemma 3.15, w € T*. By induction hypothesis,
C1 is syntactically safe (i.e., in Sfd). It follows that C = w ok Cy isin SfF .

If C = evhwCy, then since Clu] is ¥g-normal, w is of the form f* (w1, ..., w,) with k < ¢ (as in the proof
of Lemma 3.16) and f being A, , 1, op, evy or Qr. In fact we claim that k < £ as soon as f # evp. Indeed,
if k=¢ and fis A, x, 1, oy or Qr, then C[u] = evh f*(wr, ..., w,)C1[u] would be reducible by (evA?), (evxt),
(evll), (evol), or (ev@*) respectively. So if f # evy, then k < ¢, therefore the level of w is < £ — 1; and
if f = evy, then k < £ and therefore the level of w = evhw wy is again at most £ — 1. By Lemma 3.16,
w € T+ where L(w) < £—1. By Lemma 3.15, w € T*. By induction hypothesis, C is syntactically safe
(i.e.,in SfF). Tt follows that C = wo% €y isin Sfi.

Then, we deal with the cases when C[u] is of sort S. By Lemma 3.14 and the fact that C[u] is a Aev@™*-

term (not just a Aev@Q-term), C[u] has the form s; ¢ ... ¢ 5, o popfl. Since u has sort 7', C must equal

sp of ... et s;_q o Cf of Sit1 of .. et s, o popfl

syntactically safe+, so an easy induction on ¢ shows that C is in Sf5+ as well. O

for some i, 1 < 7 < n. By induction hypothesis C; is

Lemma 3.18 For every AevQ-terms u, vi, ..., U, if u, v1, ..., vy are X-normal (resp. Lg-normal with u
not of the form ev'zw where x is some variable), and vy, ..., v, are at level 0, then (u'p)[vi/x1, ..., vn/ %]
is X-normal (resp. Xg-normal) for any environment p.

Proof: As for Lemma 4.4, Part TTTa (which stated the same thing with Aev(@ instead of ¥ and AevQy
instead of Xgr). O

Theorem 3.19 Fuvery typed devQ-term u i1s Xg-RSN for the AevQ notion of reduction.

Proof: We first show that: (A) every typed AevQt term u is ©p-RSN. Whenever « —3 v in AevQy, v is
also a AevQT-term and:

e cither we have used a rule in Xg; in this case u > evg v by Lemma 3.7 and Lemma 3.3, and u > v
or u = v and u >.4 v by Figures 6 and 7, Part Illa;

40



e or we have used rule ([)’l); in this case, because we consider only Y p-eager rewrites, u must be Y-
normal, and by Lemma 3.17 the contracted (3°)-redex occurs under a syntactically safe’ context. By

Lemma 3.11, this context is safe’: by definition, therefore, u >xevqg v.

So any reduction step in a X y-eager rewrite decreases the terms in the lexicographic product of >jevg, >
and >.q4. Since this order is well-founded, all X y-eager rewrites must be finite.

Now consider any Yp-eager rewrite (in Aev@Qy) starting from a typed AevQ-term u (not just a AevQy-
term). For all environments p whose domain contains all free variables of u, u‘p is a typed AevQT-term, and
any Y -eager rewrite sequence:

U=Uy —> U — ... —> U — ... (1)

induces a rewrite sequence:
4 [4 4
ugp —Tup —t o —F g —T (2)
by Theorem 3.18, Part I1. Furthermore, whenever u; contracts to u;1 by (3) or (8%) in the rewrite sequence

(1), then u; is ¥ g-normal since this is a Y -eager rewrite. By Lemma 3.18, u, p is also ¥g-normal. As i is
arbitrary, the rewrite sequence (2) is also X p-cager.

By property (A) above, the rewrite sequence (2) is finite. It follows that the rewrite sequence (1) is finite
as well.

O

Observe that we have in fact proved that not only X -eager rewrites terminate, but reducing under any safe
context is safe for termination as well, and this is strictly more general. A weak termination proof based
on reducibility & la Girard-Tait would probably also show that X jp-eager rewrites terminate, but it would
certainly be less clear how we could relax the constraint of X p-eagerness.

3.4 The )gy and MAgyp-calculi

It turns out that the technique of safe contexts allows us to give a new proof of (weak) termination of the
typed Aga and Agsg-calculi. This proof is certainly not the simplest (compare with that of Part T), but it is
reassuring that a technique like this is capable of reproving the termination of such a subsystem. Moreover,
the proof will characterize a minimal subset of Aev@-terms that we need to interpret cut elimination in S4,
namely the set of stackless terms:

Lemma 3.20 We say that a AevQ-term u 1s stackless if and only if every subterm of u of sort S is of the
form () or popt, £>1, k> 0.
If u is stackless, then so is u'p for every environment p.

Proof: By structural induction on u. If u is a variable , either z is not in the domain of p, then u‘p = Qrx
is clearly stackless; or z is in the domain of p, then u‘p = get} for some k, and this is also stackless. If u = (),
then u‘p = pop}, for some k, hence is stackless as well. If u = pop%, then u‘p = popi"’l, so u 1is stackless again.
There are no other cases when u is a stack. All other cases, when u is of sort T, are trivial (see Figure 2,
Part 1T). O

Lemma 3.21 For any Aga-term u, G(u) is stackless.

Proof: By structural induction on u. If w is a variable z, then this is obvious. If u = wujus, then
G(u) = G(u1)G(usz) and this is again obvious, similarly when u = Az - uy (since G(u) = Az - G(uq)) or
when u = unbox u; (since G(u) = evhG(u1)(), where the only additional stack in G(u) compared to G(u)
is ()). When u = box uy with v1,...,v, for z1,...,2,, G(u) = (G(ul)‘[])[G(vl)/ml, ..., G(vn)/xn]. By
Lemma 3.20 and by induction hypothesis, G(ul)‘[] is stackless; since by induction hypothesis, G(v1), ...,
G(vp) are stackless as well, G(u) is stackless. O

Lemma 3.22 Every contezt in a stackless term is (syntactically) safe.
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Proof: Obvious, by Definition 3.10. O
It follows a weaker form of Theorem 5.5, Part I:

Theorem 3.23 The G-translations of reductions in the typed Ass and Asapr-calculi (see Theorem 3.29 and
Theorem 4.11, Part II) terminate. It follows that all (gc), (ctract)-eager reductions in the typed Ass and
Asq g -calculi terminate.

Proof: If u — v in Ag4 or Asapy (defining a reduction G(u) —+ G(v) in AevQ or AevRy), then we
claim that G(u) >—')\er G(v), or G(u) >-’>\er G(v) and G(u) »x G(v). Indeed, the only cases where we
apply rule p(ﬁl ) of Xev(@ is to reduce G(u) to G(v) when v was gotten from u by rule (8) of Ags.
Then G(u —)*u —) G(U), all contracted (3) and (3°)-redex occur at disjoint positions (i.e., none is above
another) so by Lemma 3.22, they are done under safe contexts. So the claim is proved. Therefore, each
step in the G-translation of a reduction in the typed Ags and Agspg-calculi makes the term decrease in the
well-founded lexicographic product of >—’)\er and . This proves the first part of the Theorem.

Now, we show that (gc), (ctract)-cager rewrites in Ags or Agapy are terminating. Any step of the form

tract .
u_)v(gc),(i;ac )*w, where u and w are (gc), (ctract)-normal and R is some rule of Ag4p other than (gc)

and (ctract), then G(u) —* G(v) = G(w) in AevQpy (by Theorem 3.29 and Theorem 4.11, Part II, and
G(v) = G(w) by Lemma 3.10 and Lemma 3.11, Part II). Now by Lemma 4.3, Part Illa, G is injective 1
from AF, to AevQ, so since u # v, G(u) # G(v) and in particular G(u) —* G(v) in devQp. So every
(gc), (ctract)-eager rewrite terminates, by the first part of the Theorem. O

3.5 The Mev(-Calculus

The case of the Aev@Q-calculus is more complicated, because we do not have the rules of group (H). In fact,
we have not succeeded in showing that it terminates weakly. Let’s see how we would try to show this by the
same techniques as above.

Instead of using Sy to normalize stacks, first, we must use S (see Definition 3.11). But the S-normal
stacks are more complicated (see Lemma 3.25 below), and in fact they are so complicated that some contexts
with a hole of sort T are necessarily unsafe. Consider for example the context C =f}*1* ofevi*! ({41 ([] o*H!
id*! and w = id’. Then, whenever u : ¢ 1 27 x ¢ = ¢ = 7/, C[u] has type
¢f=1 =7 x ¢ = 7 X g, so this is typable. Moreover, whenever u is ¥-normal, so is C[u]. Unfortunately:

v))w, where, say, v =

[Clull's1 .. .50 = [* 1 ofev™ (ML (u o't v))w]'sy .. .5

= [0 s1 - st ([ev (Y (uw oL v))w]'sq ... s0)

[Nt s1 . . .54_1([[ﬂ£+1 (u oftl v)]'s1 .. se([w]'s1 ... s0))

=[]’ s1 .. se—1(fst [w]'s1 ... s, [u of 1 y]'sy .. .se(snd [w]'s1...s0))
= (fst [w]’sy ... se, [+ s1 .. Se—1([u oft ]’y .. .se(snd [w]'s1 .. .s0)))
= (fst [w]’s1 ...s¢,snd ([u o'+ v]'sy .. .so(snd [w]'sy ...s0)))

= (fst [w]'s1...s¢, [v]'s1...se(snd [w]'s1...5¢))

does not depend on [u]’. That is, C is unsafe.
Let’s determine the general form of Y-normal stacks:

Lemma 3.24 Let u be a typed Aev@-term such that:
(1) u has type §Tg§/,+1 for some £ > 0, and some stack types <1, ..., So, Si41;
(2) uis S-normal;
(3) and u is not T-free.
Then (4): u is of one of the following forms:
(i) up of us,

(ll) 'ﬂ‘l ul,
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(ii7) 1" w1 o us,
(tv) or evé“(ﬂ“’l u1)us.
where £ > 0, and (7) is the only possible case when £ = 0.
Proof: By structural induction on u:
e u = (): impossible by (3)[u];
e u = s et: claim proved if £ = 0, impossible otherwise;

o u="1s by (1)[u], £ = 0; also, s obeys (1), (2) and (3) so (4)[s] holds, and in fact (¢)[s]. Then u would
be reducible by rule (1), which contradicts (2)[u]

o u=so}t: by (1)[u], we must have (a) n < £. If £ =0, then, this case cannot happen.

Assume that £ > 1. Then, s also obeys (1) with some type ¢ £> o :D> Sn—1 :D> <l £> Snt1 :D> o |::‘> So41,
and obeys (2). We then have two cases, according to whether s is or is not T-free.

If 5 is T-free, by Lemma 3.12, either s = () or s = popf, for some k > 0. By (a) £ >n > 1,50 s = popf.
If n < £, then u is reducible by (idlo") (if k = 0), (1£ o™) (if k = 1) or (ofo™) (if k > 2); so by (2)[u]
n > £, and by (a) in fact n = £. By (3)[u], t cannot be T-free, so t obeys (1), (2) and (3), and by
induction hypothesis t obeys (¢), (i), (#) or (iv). In any case, k cannot be 0, by (1)[u] (typing). If
k =1, then u is reducible by rule (1¢) (if (:)(¢)), or (tt¢) (if (é4)(¢)), or (11} o%) (if (i44)(t)), or (1 ev )
(if (iv)(t)). And if k > 2, then u is reducible by rule (of); so in any case we get a contradiction with
(2)[u].

It follows that s is not T-free, i.e. (3)[s] holds: by induction hypothesis, one of the statements (i)[s],
(i3)[s], (iii)[s] and (iv)[s] holds. If (i)[s] holds, then u is reducible by rule (¢ o™) if n < £, and by (e¢)
if n = ¢; by (a) there is no other possibility, so (i)[s] does not hold. If (i7)[s] holds, then either n < ¢,
so that (fi* o™) applies, contradicting (2)[u]; or n = ¢, and then (i44)[u] holds. If (iii)[s] holds, then u is
reducible by (ofo™) if n < £, and by (of) if n = ¢; by a there is no other possibility, so (iii)[s] does not
hold. If (iv)[s] holds, then w is reducible by (evf;+1o’§) since by (a) n < £+ 1, contradicting (2) again.

e u = id": impossible by (3);

e u=se"t: by (1)[u], n = ¢ then (i)[u] holds;

e u =1": impossible by (3);

e u =" s: by (1)[u], n = £, then (4i)[u] holds if £ > 1; if £ = 0, this case is impossible;

o u = evgét: by Q)[u][E| we Enust }éave (a) n < £+ 1. Moreover, s must have a type of the form
= T T L XTIy

If s if T-free, then by Lemma 3.12 and typing considerations, s = popf;"'1 forsome k> 0. fn< f+ 1,
then u is reducible by (ev?id‘*') if k = 0, by (ev” 1**') if k = 1, and by (ev”o’t!) if k > 2. If
n = £+ 1, then u is reducible by (evid“™!) if k = 0, by (ev t**!), and by (evo’*') if k > 2. By (a),
there is no other case; by (2)[u], all these cases are impossible.

So s is not T-free, i.e. obeys (3). Since s also obeys (1) and (2), by induction hypothesis one of (i)[s],
(i3)[s], (i33)[s] and (iv)[s] holds. If (i)[s] holds, then s = s; o‘*! 55 for some terms s; and sa, so u
is reducible by rule (ev® o*t!) if n < £+ 1, and by (ev *t!) if n = £ 4 1; by (a), there is no other
possibility, so (i)[s] cannot hold.

If (i3)[s] holds, then s ={**! s; for some s1; if n < £+ 1, then rule (ev® #*+1) applies, contradicting
(2)[u]; if n = £+ 1, then (iv)[u] holds; by (a) there is no other possibility. Moreover, if £ = 0, then by
induction hypothesis on ¢, t = t; e t5 for some terms t; and ¢5 (the case t = () is excluded by typing),
so u = evi(ft! s1)(t; e t2), which is reducible by rule (ev f}!), contradicting (2)[u]: (iv)[u] therefore
holds only if £ > 1.
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If (iii)[s] holds, then s =f**! s, oZS"'1 59 for some s and sa; by (a), rule (ev2o’*!) applies if n < £+ 1,
otherwise rule (evgsoft!) applies; in any case this contradicts (2)[u], so (i4i)[s] cannot hold. If (iv)[s]

holds, then s = ev/*?(+2 s;)s, for some s; and sy; by (a), rule (eviev ?) applies, contradicting

(2)[u].

o u :DQgt: ba/ (1)[51], we rré‘ust have (a) n < £ — 1. Moreover, t must have a type of the form ¢ 2
e DG = S = . ..S = Sep1. Since ¢ obeys (1), (2) and (3), by induction hypothesis one of (i)[¢],
(#3)[t], (#49)[t] and (iv)[t] holds. If (i)[t] holds, then t = #; ¢! ¢, for some terms #; and t5; but then
u is reducible by rule (Q™ o%) by (a), which contradicts (2)[u]. If (ii)[t] holds, then u is reducible by
(Q% *=1). Tf (i44)[t] holds, then u is reducible by (Q%o*~!). And if (iv)[t] holds, then u is reducible by
(Q’S‘evé_l). In any case, (2)[u] is contradicted; so u cannot be of the form Q%?.

The general form of typed ¥-normal stacks is then given by:
Lemma 3.25 The typed S-normal stacks u of types of the form ¢t =¢, £ > 0, have the following form:

e s510...05,0() for somen>0, if£=0;

o 51 0 .. et s, o8 v for some n >0, and with v is a term of the form Ci[...[Cp[w]] .. ], where p > 0,

q>0,w= popg with ¢ > 0 or w =(}* spypy1 for some snipy1, and the contexts C;, 1 < i < p, alternate
between the forms " spyi 0% [| and evit (14! s,44)[]. Moreover, if p> 1 and Cp =ft* sp4p 0% [], then
cannot be a lift, 1.e. w = popé.

Proof: By induction on u. If £ = 0, the result follows straightforwardly from Lemma 3.12 and Lemma 3.24.

Let therefore £ > 1. If u is T-free, then by Lemma 3.12 u = popé for some ¢ > 0. Otherwise u has one of
the forms (i), (i7), (i4i), or (iv) of Lemma 3.24. When u is not of the form {}* s; (case (ii)), we examine the
possible forms for ss:

o (i): u= sy o' s, then sy may be any stack term of the right type.

o (iid): u =ft* 51 of s3. Then sy cannot be of the form (i) (by rule (fe%)), or (ii) (by rule (if}*)) or (iii)
(by rule (fif o%)). So s3 must be of the form (iv).
o (iv): u = ev!(i**! s1)s5. Then sy cannot be of the form (i) (by rule (ev {1**!)) or (iv) (by rule

(ev **1)), so only (i) and (iii) remain. Observe also that s must have a type of the form ¢/¢ =’
with the same ¢, so that the induction hypothesis applies.

The set of S-normal stacks having a type of the form ¢/ =¢ with given £ > 1 is then (included in the set)
described by the non-terminal U of the following grammar:

Ut i:= Type-(i)* | Type-(iii)* | Type-(iv)* | Fin®

Type-(i)¢ =T o' U*

Type-(iii)*  :=f* U* of Type-(iv)* |* U* of T-freet

Type—(iv)" = ev"‘*’l(ﬂ"‘*'] U"+1)Type—(iii)" | ev”‘*’l(ﬂl‘{h] U"‘*'])Fin['
Fin* o= Type-(ii)’ | T-free’

Type-(i1)¢ ==t U*

T-free’ = pops, (k>0)

where T is the sort of element terms (of the right types). Informally, this is represented by the following
automaton, where all points are starting states, (i7) and T-free are the two accepting states, and transitions
denote the choice of an s5 term:

(7i1)

C(z’) / (1)
\ T-free
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The claim then follows. Observe that yet another way to put it is to say that v must have the form:

u= s 0 .. . os, o

(. A spg of (ev“’l(ﬁ“'1 Spntit+l) ( N Sppigoof ...

i
pop,,
L4+1 (AL+1
v T s ) or it spppr1
or Sptpl+1 ols popf;

(where p = p' in the first case, and p = p’ 4 1 in the last two cases). O
Observe that, although some S-normal stacks produce unsafe contexts, reduction is relatively well behaved:

Lemma 3.26 Let u be an S-normal typed stack other than id" for any € > 1. Then u does not rewrite to
any idl, £>1.

More precisely, if u is T-free, then u is normal; and otherwise, if u is of type (3) (resp. (it), (4it), (iv):
see Lemma 3.24), then it rewrites to type (i) (resp. (it), (it3), (iv)) terms only:

(1)

(27)
(#32) if u =1 uy OZS us, then v =" v, OZS vy with uy —* vy and us —* vy;
(iv)

Proof: By structural induction on u, using Lemma 3.12 and Lemma 3.24. If u is T-free, by Lemma 3.12
u=()oru= pops, for some £ > 1, k > 0. In any case u is normal, so that the claim is obvious.
Consider therefore the cases when u is not T-free. By Lemma 3.24, we have four cases:

4 4

if u=wu1 o us —>* v, then v = vy o vy with uy —* v1 and us —* vo;

if u ={* uy —* v, then v =f* v1 with uy —* vy;

if u=ev™ (1 uy)ug, then v = ev™ (N vy vy with uy —* vy and us —* vy.

e (i) u = u;y o uy for some £ > 0. Then any sequence of rewrite steps starting from u must occur entirely
inside u; and us, since no term of the form s; ¢ s5 is a redex in Aev(. In particular u rewrites only
to type (i) terms, and cannot rewrite to any id", ¢/ > 1.

o (ii) u =} u1. Consider a rewrite sequence starting from u. Either it occurs entirely inside u1, and the

claim is proved: only terms of type (i¢), and in particular no term of the form id" occurs. Or at some
point, some step rewrites at the top. This means that we have:

u:ﬂlul —>ﬂlu2—>...—>ﬂluk — v

where each — step is either an S-normalization step (if some S-redex is present) or else some other
step in Aev@®. We may choose k to be minimal such that {} uy is the redex that we reduce at step
k. But the only rule that we can apply on {}* u that rewrites at the top is (f} idl), 80 ug must equal
id*. By minimality of the sequence, u; must rewrite to uz = id*. Therefore, by induction hypothesis
u; =% id®. However, this would imply that u; is not S-normal, a contradiction.

o (iid) u =©* u} of uf. By Lemma 3.25, uf is of type (iv) or is T-free. Consider a minimal rewrite

sequence:
‘
u =t uf o uf —f uh ob ulf — . — o5 Ul — v

where again each arrow reduces an S-redex as soon as there is one, and the redex in the kth step is
ft uf or ft uf of uil. (Since the sequence is minimal, u) rewrites to u}, and uf rewrites to uf.) If the
redex is ) u}, then as above the applied rule can only be ({} idl), SO up, = id*, so uf = id* by lnductlon
hypothesiS‘ this implies that v would be reducible by rule (ft idl), a contradiction. So the redex 1is
At ul, of uf. However, u{ is of type (iv) or T-free, so by induction hypothesis u} is also of type (iv) or
T-free, from which it appears that no rule apphes to (¢ uf, of u¥, a contradlctlon again. So reduction

must actually tale place entirely inside uj and uY, and every reduct of w is of type (4i1).
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e (iv) the argument is similar to case (#44).

O

Lemma 3.27 If uy, uy are S-SN, then for any £ > 1:

(1) w1 ® us and uq o’ uy are S-SN;

)
(i3) 0* uy, if S-normal, is S-SN;
(iii) ¢ w1 of usy, if S-normal, is S-SN;
)

(iv) evi T (N uy)uy, if S-normal, is S-SN.

Proof: In any case, by Lemma 3.26, any rewrite sequence starting from u must take place entirely inside
uy and wug. If the sequence starting from u is infinite, then so must be one of the induced sequences starting
from u; and from us, contradicting the fact that they are S-SN. O

Definition 3.12 Let A be any set of terms in N.
The set D(A) is the smallest set of S-normal typed terms of the form described in Lemma 3.25, with
s1€A, ..., 8p €A, sup1 € D(A), ..., snyp € D(A).

Lemma 3.28 D(S-SN) C S-SN.
Proof: Easy structural induction on u € D(S-SN), using Lemma 3.27. O

Definition 3.13 Define the following rewrite relation ~ on X-normal terms: u ~ v if and only if

£
u%u'i)*v, that is if v is obtained from u by contracting a (B) or (B*)-redex, £ > 1, yielding u', and

then taking the Y-normal form v of u’.

Any infinite Y-eager rewrite sequence starting from a given term u is of the form:

pI pI pI pI- pII
U— Uy —> Vpg—> U] —> V1—> ...—> U; —> Vj—>r ...

where each wu; is X-normal, and rewrites to v; by (3) or (8%), £ > 1. So we have:
UG ~> U~ .o~ U~ L

and therefore u is ~»>-terminating if and only if it 1s 3-RSN-terminating.
In particular, we have:

Theorem 3.29 A Y-normal typed AevQ-term u is X-RSN for the AevQ notion of reduction if and only if
all innermost ~s-rewrites starting from i terminate.
Therefore, the typed AevQ-calculus 1s X-RSN if and only if ~ is innermost-terminating.

Proof: Recall now that a locally confluent orthogonal term rewriting system is terminating if and only if it
is innermost-terminating, a result of Gramlich [Gra92]. More generally, a locally confluent overlaying term
rewriting system is terminating if and only if innermost rewriting always leads to a normal form ([DH95],
Proposition 1). (Recall that a term rewriting system is overlaying if and only if for any two rules {; — r;
and Iy — ra, the only critical pairs are at the top, namely when /; and Il unify. An innermost rewrite is
the contracted redexes are minimal for the subterm ordering, i.e. the contracted redexes have no redex as
proper subterms. Strictly speaking, the theorem above is for untyped term rewriting systems, but the proof
in [DH95] extends to typed systems without difficulty.)

Now, any infinite X-eager rewrite sequence is of the form:
T T . > T . T«
U— Uy —> Vp—> U] —> V1—> ...—> U; —> Vj—>r ...

where each wu; is X-normal, and rewrites to v; by (3) or (8%), £ > 1. So we have:

UY ~r U]~ ..~ U~ L
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and by Gramlich’s Theorem, there must be an infinite innermost rewrite sequence starting from ug, since ~»
is clearly orthogonal.

In particular, if u is ¥-normal (i.e. u = ug), then there is an infinite innermost ~s»-rewrite starting from
u. The converse holds: whenever we have an infinite innermost ~+-rewrite starting from u and u is X-normal
(i.e. u = ug), then this is also an infinite X-eager rewrite sequence. O

This reduces the cases to investigate to show weak termination or to find a counter-example. On the other
hand, it is simple to produce a calculus AevQ’ that does not have this defect, namely AevQ plus the rules of
group (H) except (nev’). The latter indeed terminates weakly, is confluent in the typed case —but not in the
untyped case—, and interprets the Agy notion of reduction but not the one of Ag4pr; indeed, all proofs are as
in the AevQy case (check it!).

A final note: all techniques developed here and in previous parts adapt readily to higher-order type
systems, notably to variants of System F, where we add the following typing rules:

T'rtu:r
I'tVa-r

(a not free in T')

'ru:Va- -1
Tk wu:r[r/a]

where « 1s taken a set of so-called type variables, which we can see as a subset of the base types; and, in the
case of Aev() and Aev(Qy the following extra rules as well:

Thu:¢t =1
Tk Va7
(a not free in T, ¢1,...,¢)

TFu:¢t =>Va-r
TFu:¢t =7[r'/a]

The only thing we have to do is, because terms may not have a unique type, is to index the [] and [’
interpretations by the types of the terms in argument. However, there remains a major difficulty, in that
subject reduction does not hold for Aev@’ or Aev(R;; in this system, and this was a necessary condition for
our techniques to work.

Indeed, consider 1¢ o/4¢ : one type for this term is 7 x ¢ 2 rx ¢, but another one is 7 X ¢ 2 (Va - 1) x g,
where a is not free in 7 x 0. Now 1 /1¢ rewrites to id*, which does not admit 7 x ¢ = (Va - 1) x ¢ as
a type. One solution to this problem is to restrict ourselves to a weaker variant of A-calculus with explicit
substitutions [MH97b, MH97a]. Another possibility is to use a more perspicuous type system, such as a
variant of Raffalli’s F7 [Raf96], which was designed to overcome a similar problem with the 7 rule in system

F.
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