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Principe de grandes déviations pour des modeles
de spin vectoriels avec potentiels de Kac

Résumé : On s’intéresse a un modele de rotateur plan, et aux modeles clas-
siques d’Heisenberg unidimensionel avec potentiel ferromagnétique de Kac.
En—dessous de la température critique de Lebowitz—Penrose la théorie limite
(champ moyen) fait apparaitre une transition de phase avec un continuum d’
états d’équilibre, indexé par les vecteurs de magnétisation. On démontre un
principe de grande déviation pour la mesure de Gibbs associée. On étudie
alors les configurations typiques du systeme.

Mots-clé : Grandes déviations, potentiels de Kac, modeles de spin — 1991
Mathematics Subject Classification: 60F10, 60K35, 82B20.
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1 Introduction

Mean field models are very important to explain in a simple way the general
phenomenon of phase transitions. However they have some unphysical pro-
perties as the non convexity of the canonical free energy. In the lattice gas
language, this non convexity produces the totally unphysical effect that in
some region of the parameters the pressure is a decreasing function of the den-
sity. Exactly the same problem appears in the famous van der Waals equation
of state that comes from a molecular theory of the vapor-liquid transition. To
avoid this unphysical feature of the van der Waals equation of state, Maxwell,
in the middle of the last century, invented his equal area modification of this
equation. In term of thermodynamic potentials this corresponds to take the
conver envelope of the mean field canonical free energy. In the end of the
fifties, M. Kac, G. Uhlenbeck, & P.C. Hemmer, |30, 31, 32|, found a micro-
scopic model for the vapor-liquid transition that explains in a very clear way
the Maxwell modification of the van der Waals theory. More precisely they
derived the phase diagram of the van der Waals theory, comprehensive of the
Maxwell rule, from the thermodynamics of a system with interaction vJ(yr),
J(r) = exp|[—|r|], in the limit v | 0. These results were extended by J. Lebo-
witz & O. Penrose, [34], to a larger class of potentials. There is a review by P.
Hemmer & J. Lebowitz, [28], appeared in the middle of the seventies, where
more complete references can be found.

As well known, mean field theories present some other unsatisfactory fea-
tures, e.g. phase transitions occur independently on the dimension in the
space. Then the behavior of a system with long but finite range (i.e. with
v small but positive) can be very different from the one of the corresponding
mean field model. Therefore it is natural to wonder what kind of informations
about the system before the limit we can extract from the mean field theory.
Strangely enough such a basic question has not been investigated for a long
time.

Only recently, after an important paper by M. Cassandro, E. Orlandi, &
E. Presutti, [13], a new interest for Kac models came. In [13] the authors give
a very complete description of the infinite volume one dimensional Ising-Kac
model: they characterize the typical configurations of the (unique) Gibbs state
and the interface between two phases. Part of these results were extended by
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6 Paolo Butta, Pierre Picco

T. Bodineau, [3], to a system of bounded continuous spins, but the canonical
free energy of the corresponding mean field model is still a double well one.
Disordered one dimensional Kac models were studied recently, in particular
by A. Bovier, V. Gayrard, & P. Picco, [8, 9], for the Kac-Hopfield model, and
by T. Bodineau, [4], for a disordered ferromagnetic Kac model. After that,
the study of Ising-Kac model in more than one dimension was done by various
authors. The existence of a phase transition for the system before the Kac
limit was proved by M. Cassandro & E. Presutti, |[14], and A. Bovier & M.
Zahradnik, [7|. Asymptotic from above of the critical temperature and decay
of correlation functions were given by M. Cassandro, R. Marra, & E. Presutti,
[12]. The surface tension was investigated by G. Alberti, G. Bellettini, M.
Cassandro, & E. Presutti, [1], and by O. Benois, T. Bodineau, P. Butta, & E.
Presutti, [2], while a characterization of the translation invariant states was
done by P. Butta, I. Merola, & E. Presutti, [11]. The problem of considering
the phase diagram of a perturbation a la Kac of an Ising model was studied by
T. Bodineau & E. Presutti, [5]. Dynamical aspects of the Ising-Kac model can
be found in the papers by A. De Masi, E. Orlandi, E. Presutti, & L. Triolo,
see [15, 16, 17, 18, 19, 20| and references therein.

Beside the Ising model, vector spin models with an internal continuous
symmetry are also very important. They exhibit radically different behaviors.
A typical example is given by the classical SO(¢) models, and, among these, the
classical XY or “planar rotator” model (¢ = 2), and the classical Heisenberg
model (¢ = 3). In one and two dimensions, if the interaction range decays
at infinity fast enough, there is no breaking of the internal symmetry, this
comes from the Mermin-Wegner argument and was proved by R. Dobrushin
& S. Shlosman, [21], C. Pfister, [40], and J. Frohlich & C. Pfister, [23]. For
the classical XY-Edwards-Anderson model with long range random interaction
this was proved by P. Picco, [38].

Upper bounds on the decay of correlations in one and two dimensions were
given by various authors, O. Mc Bryan & T. Spencer, [35|, for short range mo-
dels and S. Shlosman, [43], C. Bonato, F. Perez, & A. Klein, [6], K. Ito, [29],
and A. Messager, S. Miracle, & J. Ruiz, [37], for models with long range inter-
actions and P. Picco, [39], for the classical long range XY-Edwards-Anderson
model.
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Large deviation principle for one dimensional vector spin models 7

For the ferromagnetic planar rotator model with short range interactions,
the main feature is that there is uniqueness of the Gibbs state in one and
two dimensions, as shown by J. Bricmont, J. Fontaine, & J. Landau, [10],
and A. Messager, S. Miracle, & C. Pfister, [36]. However in two dimensions,
at least for the nearest neighbor interaction, there is the famous Berezins-
kii-Kosterlitz-Thouless transition, 33|, where there is no spontaneous magne-
tization, no breakdown of the internal symmetry but the decay of two points
correlation functions is exponential at high temperature and only polynomial
at low temperature. The existence of this transition was proved rigorously by
J. Frohlich & T. Spencer, [26].

In three or more dimensions it was proved by J. Frohlich, B. Simon, & T.
Spencer, [25], that the ferromagnetic planar rotator and classical Heisenberg
models exhibit spontaneous magnetization and symmetry breaking at suffi-
ciently low temperature. A complete description of all extremal, translation
invariant equilibrium states was done by J. Frohlich & C. Pfister, [24], where
it was also proved that the surface tension vanishes.

From what discussed above it seems quite natural to start an analysis of
the Kac version of the classical XY or more generally classical SO(g) models,
as done for the Ising-Kac one. Moreover, a general picture on the statistical
mechanics of finite range SO(q) models is not well established as for the Ising
model.

For what concern the Kac limit of the thermodynamic potentials for SO(q)
models, C. Thompson & M. Silver, [44], proved the Lebowitz-Penrose theorem
for the pressure. An analogous result for the canonical free energy is missing.
The proof of such a result is standard if one has good large deviation estimates
for the corresponding independent (i.e. non interacting) model. This is contai-
ned in our Theorem 2.2 (for ¢ = 2, 3) that we did not find in the literature and
we believe interesting in its own.

The first step in the systematic study of Kac models is to consider the one
dimensional case, where we can expect to have a rather complete description of
typical configurations. That is, to extend to models with an SO(q)-symmetry
the results of [13]. In this paper we consider the Kac version of the ferro-
magnetic classical XY and Heisenberg models (¢ = 2,3). We prove a large
deviation principle for the associated (infinite volume) Gibbs states, by giving
the explicit form of the large deviation rate functional. By going beyond the
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8 Paolo Butta, Pierre Picco

large deviation behavior, we deduce also a lower bound on the scale where the
typical configurations are rigid.

2 Notation and results

2.1 The model

To each site ¢ of Z is attached a spin variable o; taking values in R?, ¢ =
2,3. The a priori probability distribution v for the o;’s is assumed to be
the normalized surface measure on S?7!, the unit sphere in R?: v(do;) =
|S9=171§(|oy| — 1)do;. We denote by o the spin configuration {o;; 7 € Z} and,
for any region A of Z, o, is the restriction of o to A. Finally we call S, Sy the
space of all the spin configurations on Z, A respectively.

The energy of the configuration ¢ in a finite region A of Z and with free

boundary conditions is

1 o
Hyon)=—3 3 T~ i)o:o, 1)
ijeA
i#]
where “-” denotes the Euclidean scalar product in R?. J,(3), i € Z, v € (0,1],
is a Kac potential: J,(:) = vJ(v|i|) with J(s), s > 0, non negative and
continuous in [0, 1], strictly positive in (0,1) and with support in [0,1]. We
assume also that J has bounded derivative in (0,1) and that it is normalized
so that

/Rda: J(e) = 1. @)

The typical choice is J(s) = 1jg1j, the characteristic function of [0,1]. For
technical convenience, at some point in the paper, we will assume J of this
particular form.
The energy inclusive of the interaction with a boundary condition opc € Sye
is given by
H,(oalone) = Hy(0a) = D Jy(i = 4)oi-0; - (3)

i€A
jEAC
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Large deviation principle for one dimensional vector spin models 9

The Gibbs measure at the inverse temperature S > 0, in the finite region A
and with free boundary conditions is the probability distribution on S, defined
as

1h5(dox) = - exp = 38 o] [ () ()

where Zgﬁ is the partition function, i.e. the normalization factor that makes
the r.h.s. of (4) a probability measure.

Analogously we define the Gibbs measure in A with boundary condition
oae as the probability

1
,ugﬁ(daA\aAc) = W exp | — BH,(ox|opc)] H v(doy;) . (5)
R i€A

We denote by 3., the infinite volume Gibbs state, i.e. the (unique) probability
distribution on S that satisfies the DLR equations for the specifications (5):

pp(doalope) = ,ugﬁ(daA\aAc) psy—as., VYACCIZ,

Hs,y 1s a shift invariant measure on S and can be obtained as the weak limit
of the free boundary states:

pgy=w—lim fig,, A=[-L/ L], LeN (6)

L—oo

where /1277, A CC Z, is the cylinder measure on S defined by setting [Léﬁ(f) =
py (D) if [ is a cylinder in S with basis T’ C Sj.

2.2 The Lebowitz-Penrose limit
and the mean field theory

We introduce the empirical magnetization in the finite region A of Z as
1
ma (O') = m Z a;
ieA
and, for any m € R?, |/m| < 1, the canonical partition function

25 (m) = [ T]wtdo) exp] = 5ty (orloxe)]B(mal0) — m).

1EA
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10 Paolo Butta, Pierre Picco

Then the quantity

F,(B3,m) = lim 1

A,opc
im =5 log Z527* (m) (7)

is well defined, it does not depend on the boundary condition oa. and it has
to be interpreted as the Gibbs free energy of the macroscopic system, see e.g.
[27].

The Lebowitz-Penrose theorem relates the limit free energy as v | 0 to the
corresponding one predicted by the van der Waals (mean field) theory of phase
transition, comprehensive of the Maxwell rule. In our context:

Theorem 2.1 Let F,(8,m) be as in (7). Then
lim £, (8, m) = CE(fg(m)) (8)
740

where CE(f) denotes the convex envelope of the function f, while fg(m) is the
free energy of the corresponding “mean field” model, i.e.

——+ B (m) (9)
where I(m) denotes the entropy function of the a priori measure v.

The entropy function I(m) for our model can be computed as follows. We
introduce the moment generating function

o(h) = /y(dv) e’ heR! (10)
and we define
I(m) = sup{h-m —log p(h)}, m € R?. (11)
heRa

By symmetry ¢(h) is a function of |h| only and, by using polar coordinates,
one easily computes

o) = o(uy = { R, RO 12
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where Jo(-) is the Bessel function of order 0, [45]. Clearly also the entropy
function (11) depends only on the norm of its argument:

I(m) = 1(jm|) = sup{tm| ~ log (1)} (13)

We note that ¢(t), t € R, is a real smooth, even, strictly convex function with

¢(0) =1, lim e7'¢(t) =1

t—+4o0

so that log ¢(t), t € R, is a non negative, even, strictly convex function with
log (0) = 0, lim ¢ 'logp(t) =1.
t—+o00

Then
h*-m —logp(h*) if |m| <1,

with h* = h*(m) = (t*/|m|)m, |m| < 1, where t* = t*(|m|) is the (unique)
positive number for which

I(jm]) = t*|m| — log &(t") (15)

(clearly h* = 0 when m = 0). Finally, for any m € S%°!, I(m) is finite but the
supremum is not achieved in R?.

The result stated in Theorem 2.1 does not depend on the lattice dimension
(we have considered the case d = 1 to simplify notation) and it exhibits a
phase transition of mean field type. In fact for any 3 > 1 there is a positive
solution mg of the equation

Bmg = I'(mg) (16)

and any magnetization m on the sphere of radius mg minimizes the free energy
function fz(m). The inverse (mean field) critical temperature is thus g™ = 1
(this value comes from our normalization choice (2) for the interaction).

To our knowledge there is no proof of Theorem 2.1 in the literature. Thomp-
son et al, [44], by working with the grand canonical partition function, prove
the analogous statement for the thermodynamic pressure p,(f, h), by showing
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12 Paolo Butta, Pierre Picco

that it converges to the Legendre transform of the r.h.s. of (8). As already
discussed in the Introduction, to prove the “canonical” version (8) of the Lebo-
witz-Penrose theorem one needs large deviation estimates for the product of
the a priori measures v. We did not find such a result in the literature and
also we will need in the sequel more refined estimates. These are the content
of the following theorem that we will prove in Section 5.

Theorem 2.2 Let 0 = {0;;1 € N} be a sequence of i.i.d. random variables
with values in R, g = 2,3, and probability distribution

v(do;) = 1S9 16(|oi] — 1)do; -

Let vy be the probability distribution in R? of the empirical average my (o) =
Nt Zfil 0;. Then, for any N > 2, vy is absolutely continuous with respect
to the Lebesgue measure in R? and its density is identically O for |m| > 1.
Moreover, when |m| < 1, the function

£(m, N) = % log ‘g’—mN(m) +I(m) (17)

has the following property. For any r € (0,1) there is c¢(r) > 0 such that

log N

(m, N)| < ()%

VmeR! : m| <r. (18)
Finally, there is a constant b > 0 such that, for any r € (0,1),
vn(Im| > 7) < (b(1 — 7). (19)

With this result the proof of Theorem 2.1 is quite standard, [34], then we
omit it to make shorter the paper.

2.3 Block spins and the continuum approximation

The phase transition described above is due to a mean field effect and, as
already noticed, it occurs also in lattice dimension 1 and 2, when the system
has an unique infinite volume state at any v > 0. Here we consider the one

INRIA



Large deviation principle for one dimensional vector spin models 13

dimensional case and we analyze the typical behavior of the system in the
limit « | 0. Since the relevant scale of the system is the interaction range '
that diverges as v | 0, to see a non trivial structure we have to look at the
collective behavior of the system. This suggests that the relevant quantities
are appropriate empirical averages of spins. Moreover, following [13], it is
convenient to scale distances by + and to work directly on the continuum.
With this in mind we introduce the following definitions.

We denote by M the space of all measurable functions m : R — R? such
that |m(z)| < 1 for any z € R. M is equipped with the weak L,-loc topology
with respect to which it is compact and convex. For any § > 0 we denote by
D® the partition of R into intervals [nd, (n+1)§), n € Z. The “coarse graining
transformation” m — m(® of M into itself is defined by setting

(n+1)d
1
m(z) = 5 / dym(y) when z € [nd, (n+1)d). (20)
nd

For each v > 0 we define the continuous injective map o — o, of S into M
by setting
oy(x) =0; when z € [iy, (i +1)7). (21)

Clearly o, is a D-measurable function and we call “block spin transforma-

tion” of size § > v the map o — 056) of § into M. In the sequel, to simplify

notations, we assume that the Kac parameter v and any coarse graining para-
meter 6 we introduce belong to the set {27";n € N}.

With an abuse of notation, we denote by the same symbol s, the image
of the Gibbs measure pg,, on M via the map (21). That is, for any measurable
set A in M, we shorthand pg(A) = pg,({o € S: 0, € A}).

2.4 Results

We will restrict ourself to the case 3 > 1 since this is the more interesting one.
When (8 < 1 the picture is quite trivial, since one can prove that for any 6 > 0
the marginal of ug. on the block spins ag‘s) gives full measure to the profile
m® =0as~y|0.

Our first result describes the effect of the Lebowitz-Penrose phase transition
in the structure of pg, for v | 0. Given m € R?, |m| < 1, we denote by v3,
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the product measure on S such that, for any i € Z, v5 (0;) = p(h*)~"exp[h* -
oilv(do;) where h* € R? is chosen such that v,,(0;) = m (see also Section 5,
formula (163)). Then

Theorem 2.3 Let 8 > ™ = 1 and mg as in (16). Then, for any 6 > 0,
¢ € (0,mg) and p > 0,

lim 15,5 ({|m® (z)| — mg| < ¢ for any x| <~y 7P}) =1. (22)
Moreover
i = S 2
welim iy = [vlds) o3, (23)

Theorem 2.3 shows that the block spins m(f) are close to the mean field
spontaneous magnetizations {mgs;s € S971}.

In fact we can prove a stronger result where we allow the parameters 6 =
5(v) 10, ¢=C{(y) 1 0as v | 0 and get a localization in the sphere of radius
my for a length which is exponential in a power of v~

Theorem 2.4 Let § > 3™ = 1 and mg as in (16). Then there exists an
absolute constants ¢ > 0 such that if §" = §"(y) and (" = ("(vy) satisfy
8"(¢")3 > 3ey® with o < (2(6 + q))~* < 1 then, for all e > 0,

1+a

sy ({11m ) (@)| = mg| < ¢ for any |a] < ™07} > 1 — e

(24)

The next question concerns the distribution of the aﬁ,‘”’s on the sphere of

radius mg, i.e. the change of phase along the lattice Z. We prove that on

a macroscopic scale which is diverging when v | 0, typically the profiles are
rigid. This gives a lower bound on the rigidity length.

Theorem 2.5 Let 3 > 8™ =1 and mg as in (16). For any given 0 < p < 1
and © > 0, let

RL(©,p) = {m eM: ‘m(”) (x) — m(”)(y)| <O Vuz,y € [—L,+L)} (25)
then for any A > 0 small enough, for any L < v, we have
lim 115, (R(8, ) = 1. (26)

INRIA



Large deviation principle for one dimensional vector spin models 15

Remark 2.6 [t follows from the proof of this theorem that A has to be smaller
than (6(6 + q))~'. A priori, we can expect that as a function of q the rigidity
length, which can be defined as the largest L such that (26) is true, has to
be a decreasing function of q since there are more possibilities to be non rigid
when q increases. Qur bound have this property but we do not believe that it
18 optimal.

The key ingredient to prove the above theorems is a large deviation principle
for the Gibbs measures {yg.,;v > 0}. To state this we need some definitions.
We introduce the “excess free energy functional” F : M — [0, 0o] as

Fim) = [da (fa(m(@) = fa(ma)) + Ulm) 0

where
/m/@Ju—mmw> m(y)|? (25)

and fg(m) is defined in (9). In (28) and in the rest of the paper we shorthand
fs(mgs) = fg(mg) for any s € Sq 1 (recall that fg(m) depends only on |mj).
We introduce the subset of M

={meM: 3z s(z) € ST s.t. m—mpgs € Ly(R;RY), U(s) < +oo}
(29)
Then

Theorem 2.7 The functional F is lower semicontinuous on M and bounded
on MO, Moreover, the family {ug.;y > 0} satisfies the large deviation prin-
ciple with rate function BF. That is, for any closed set ' C M and any open
set AC M,

limsup ylog pg,(F) < — inf BF(m), (30)
10 meF

o >

lim inf 7 log 1,,(A) 2 — inf, SF(m). (31)
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3 Large deviation principle

This section is devoted to the proof of Theorem 2.7. Since we work in the infi-
nite volume, if we merely perform the continuum approximation everywhere,
we cannot control the errors. Then, as in [13], we “localize the transition to
the continuum” by using the strategy proposed by Ruelle to study superstable
interactions, |41, 42|. We have here new difficulties with respect to [13|, coming
from the vector valued nature of the single spin state space. A key ingredient is
Theorem 2.2 which allows us to control the entropy contribution coming from
the block spin transformation. Moreover, because of the continuous symmetry
of the system, we need some extra work when proving the lower semicontinuity
property of the free energy functional F. Also a more attention is required
when computing the cost in F of “non equilibrium” configurations.

The section is divided into four subsections. In the first one we prove
a preliminary lemma on the block spin approximation. The second one is
devoted to the proof of the required properties of the free energy functional F.
Finally, in the third and fourth subsections we prove the upper and the lower
bounds (30) and (31).

3.1 Block spin approximation

We start with some definitions. Let T = [t1,%5] be a finite interval of R.
For any m € M we denote by mq its restriction on 7. A cylinder set in
M with basis in 7" is any subset I' of M with the following property: for
any m € [' and m € M, myp(x) = mr(z) almost surely (in 7'), implies
m € I'. Therefore the set {¢ : 0, € I'} is a cylinder in S with basis in
Apr={i € Z: [y 't)] <i < [y 't2]}. For any finite subset A of Z containing
A7 and any spin configuration oac € Sac we define

785 (T) = / [ v(do) exp[—BH, (0a]0ac)]1r(0) (32)

1€EA

where we shorthand with 1p the characteristic function of the set {c € S :
(04)r = m a.s. for some m € I'}. We introduce the continuum version of the
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Large deviation principle for one dimensional vector spin models 17

Hamiltonian (3),
Blmrlmr) = =3 [ da [ dy Iz = yhm(z)-m(y)

- [z [ ayagz—yim@) - m@). 69

Recalling the definition (9) and using the normalization assumption (2) one
easily checks that

E(me|mze) + - /T dz I(m(z))
= Fr(mr) + Wr(mg|mqge) + Ure(mze) + f3(mg)|T|  (34)

where
Fr(mr) = / dz (f5(m(z)) — f5(ms))
+1 [do [y 3o = yDlmie) = mP. G5
We(mrimr) = /T dz / dy Iz = y))m(x) = m(u)I, (36)
Upe(mpe) = —%/Tdm/cdyJ(\x—y|)|m(y)\2. (37)

Notice that, since J is supported on [0,1], Wr(-|mg.) and Uge(mre) depend
only on m(y) for y € T° such that dist(y,7) < 1.

Lemma 3.1 Let T = [ty,ts], t1,t0 € L, A={i € Z:t; < iy < ty}. Then

(i) There are constants by, by > 0 such that for any v,0* € {27";n € N},
v < 0%, any measurable cylinder set I' with basis T and any boundary
condition oac € Sac,

Zgy> (L)
’ NG
< (1 +4m(6*y ) 2) exp [Bb10*y | T|]
xexp [~y (Ure(()re) + fo(mg)| T ) |
xexp | =By~ inf {TT(mg*)) + WT(mg*)l(@m)w)}} :
(38)
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(ii) For any m € M such that ||mr|le < 1, p € (0,1 — ||mr|ls), 0* €
{27";n € N} define

~ ~ (6* §*
Ve pir(m) = {i € M = [l =m0 < 0} (39)
Then, for any v € {27";n € N}, v < 6%, and any boundary condition
OAc € SAC,
A,opc
ZﬁﬁA (Vo+,pr(m))

—e(llmyp T|/8* .
> (U0t et} T exp [ 80,0y T
xexp | =87 (Ure((03")re) + fo(mg)T))]

xexp [=pr7  sup L F )+ Wi (00)ge) |
me‘/é*,p,T(m)
(10)

where by is the same constant as in (38) while c(-) is the function that
appears in (18).

Proof. For any §* € {27";n € N} we introduce the set N ={n € Z : t; <
d*n < to}. By exploiting the smoothness properties of the interaction J one
easily gets, for any o € (S971)Z,

* * 1 * ! * * * I ok

E((0%)r|(al >)TC)+5 > 8T (n,n)ol) (n6*) - 087 (n'6%)
nd*,n'd*€T

+ Y s (n,n)ol ) (nd*) - o) (n'6%)| < B16YT|  (41)

né*eT
n/§*eTe

and, for v < 6*,
]. * *
Hy(oalon) + 577 Y. 8 (n,n)ol® (m6%) - 00 (n'6")
né*,n/d* €T
+y7h Y 8 Up (n, )0l (nd*) - o8 (n'6%)| < BYSYA| (42)

né*eT
n'§*eTe
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where 0] and b} are suitable positive numbers depending only on J. Calling
by = b} + b and observing that |A| = v~ |T| we get, for any measurable set I'
in M,

exp[ — Abi8*y TN\ Zu(T) < Z5y>(T) < exp [Bbi6*y T Zx(T)  (43)

where

Zy () = / [[v(des) exp [=By " E(6)r|(0))1e)] 1r(0) . (44)

i€EA

If T' is D®")-measurable, the integrand in the r.h.s. of (44) depends only on

the block spins U(J*)(nd*), n € N. Then we can integrate first on the spin
configurations in each block A, = {i € A : né* < iy < (n + 1)6*} for fixed
value of 0 (né*) = |Ap| ! > ica, 0i- We obtain so

Zn(T) = / [T vsr1(dén) exp [-By B0V ) re)] 1r(€)  (45)

neN

where vj«,-1, as in Theorem 2.2, is the law of the empirical average of 6*y *
iid. variables with distribution v, @) : T — R? is defined by setting
0 (z) = &, if x € [nd*, (n + 1)6*). Now we prove separately (38) and (40).

(i) By (43) we need an upper bound for Zx(I'). We can assume that I" is
D) _measurable. In fact, if this is not the case, we get an upper bound by
replacing I' with the bigger P©")-measurable set

I'®) = {me M : I €T such that m®) =m)}

and the r.h.s. of (38) does not change.

Since the integration in (45 is over all the possible values of £ = {&,;n €
N}, we insert a partition to apply separately (17), (18) and the super-exponential
estimate (19). Let r € (0,1) be a parameter to be fixed later. We expand

Zy(D) =Y ZP(1) (46)

XCN
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where the sum is over all the subsets of N,

200 = / TT vsrr (d6)

neN
exp [—B7 E(€7|(08)7e)] 1r(§)100 (€)1 5 (§)  (47)

and -
CY = {&:|&]|>rforanyne X}, (48)
(r) _ .
BY = {£:|&| <rforanyne N\ X}.
By (17)

200) = [T]verde) T] deatr(©o0(©1,0(0

nex neN\X
exp | - By~ B(E®) (01 )

—y YD (&) + e o) (49)

neN\X
By (18), for any & € B/(,;),
Y e, 0y ) < ce(r)log (8*y) IV X (50)

neN\X

On the other hand, I(|m|), see (13), is an increasing and continuous function
for |m| € [0,1], so that, since v4.,-1 is supported on the unit closed ball in R?,

I1(&) < I(1)  vsgey-1-as. (51)
From (49), (50) and (51) we get

ZP) < exp [e(r) log(@y )N\ X| + F(1)6* ! X]]

x/H Vier-1(d&y,) H ¢, lr(f)lc)(;)(f)lBg)(f)

nex neN\X

coxp [o77 (BEIE ) 457 [@e1e@))|
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and then
Z9) < exp [ofr) log(@*y )N\ X+ F(1)6* 7 X]|

cexp [~ it {100 + 57 [ a1}
(faaras) (omstar> ) (52)

We notice that, for ¢ = 2,3 and any r € (0,1), [d& 1<, < 4, while by (19),
Vgey-1(|&1| > 1) < exp[—|log (b(1 —r))|6*y~1/12]. We fix then r so close to 1
that I(1) < |log(b(1 — r))|/12. Observing that |[N| = (6*)~!|T| and recalling
(34) we obtain (38) with by = ¢(r) from (43), (46) and (52).

(77) By (43) we need a lower bound for Zy(I') with I' = Vs ,7(m). Since
Vs pr(m) is DC)-measurable, Zy (Vs ,7(m)) can be written as in (45) with,
see (39),

Ve am (€) = || Liguom* mse) < - (53)
neN

But from the hypothesis on m and p, if £ € V« ,7(m) then |&,| < ||mr|lwo+p <
1 for any n € N, so that we can apply (17) and (18) getting

ZN(VJ*,p,T( ))
> exp [—c([|[mr|leo + p) log(6*y 1) |NV]

/H dgn | 1e,-ms ny <o

neN neN
 exp [—m—l (E<s<5*>|<a$*>>w> s [ dxf(&w*)(x)))]
T
and then

IV pir(m) > (54)
IV

exp [—c(llmrllos + p) log(8*y V] ( [ 1|51|<,,)

X exp [ — Byt sup - {E(mg* |(0§ )+ 587 /dx] @) H

’ﬁle‘/&*,p,T m
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By noticing that, for ¢ = 2,3, [d& 1<, > 4mp*/3 and recalling (34), we get
(40) from (43) and (54). 0

3.2 Analysis of the free energy functional

In this subsection we prove the properties of the free energy functional stated
in Theorem 2.7. Let F, U be as in (27), (28) respectively and define, for any
set €2 C R and any measurable function f: Q2 - R?, ¢ =1,2, 3,

11l = / dz | (2)|2 (55)

where |- | denotes the Euclidean norm in R?. Also we shorthand || f||r = || |-
Then

Lemma 3.2 There is ¢ > 0 depending only on B and J so that the following
holds.

(i) For any m € M such that F(m) < +oo there is a measurable map
R >z s(x) € ST such that

lm — mgs||®> + U(s) < cF(m). (56)
(1) For any m € M and any measurable map R 3 x — s(x) € 771,
F(m) <c(|lm —mgs|*+U(s)) . (57)

Proof. Since fg(m) — fg(mg), as a function of |m|, has an absolute quadratic
minima at |m| = mg, there is ¢; > 0 such that, for any m € M,

er ' l(Im[ = mg)[|* + U(m) < F(m) < e1ll(Im| — mg)||* +U(m).  (58)

Then
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(i) Let m e M, F(m) < +oc. Define the set
X ={zeR: |[|m(z)] — mg| >mg/2} (59)

and let z — s(x) € S77! be any measurable map such that s(z) = mm(x)

for any z € X¢. By (58) ||(|m| — mg)||* < c1F(m) < +o0 so that X has finite
Lebesgue measure. Moreover, from the definition of X,

) \(m| — mp)Il

1+m
= sy < (14 m)? x| < 4 (2

On the other hand, from the definition of s(z),

Im — mgs||xe = ll(Im] — mp)ll%

so that ,
1
Im — mygs|* < e, (1 + < a mﬂ) > F(m). (60)
mg
Finally, recalling (2) and using the convexity of | - |2,
3

U(s) < §||m—mgs||2+3}"(m). (61)

From (60) and (61) the bound (56) for a suitable ¢ > 0 follows.

(#4) Letm,s € M, |s(z)| =1forany z € R. By (58) and arguing analogously
as to get (61), we have

F(m) < cill(jm] — mg)|* + gllm — mys||* + 3U(s). (62)

Observing that ||(|m| — mg)|| < ||m — mgs||, (57) follows from (62). O

Clearly Lemma 3.2 implies that F(m) is finite iff m € M?9, see definition
(29). We are left with the proof of the lower semicontinuity of . We have to
show that, if {m,} is a sequence in M converging in the weak Ls-loc topology
to some m € M, then

lim inf F(m,) > F(m). (63)

n—-+o0o
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Clearly if lim,,, oo F(m,) = 400 (63) holds, so we can assume

liminf F(m,) = a < +0. (64)
n—-+0o
Then there is a subsequence {m/,} such that F(m!) < a+ 1 for any n € N.
By item (7) of Lemma 3.2, there is a sequence {s,} of measurable maps = —
sn(x) € ST such that

Iy, = mgsall® + Ulsa) < c(a+1) (65)

Since the bounded sets in Ly(R; R?) are compact in the weak topology, we can
extract a subsequence {m! — mgs)} converging in the weak L, topology to
some element f € Ly(R;R?). Since m, — m weakly in Ly-loc, we conclude
that the subsequence {s/ } converges in the weak Ls-loc topology to m =
mg'(m — f) € M. We point out that in general m(z) ¢ S9=' although
sp(z) € S971 for any n € N. But using the bound (65) for U(s,) we will prove
that there is x + s(x) € S9! such that m — s € Ly(R;R?"!). We introduce
the functionals on M:

Un(m) = / da (m(a)* = m(a) - T < ma). (66)
U (m) = % /_ o (1= m(x)- T xm(a). (67)

where N € N and “x” denotes the convolution. By the assumptions on the in-
teraction J, for any compact set K of R, the map iy : Lo(K;R?) — C(K;R?) :
i7(m) = J*m is compact. Then Uy is lower semicontinuous (notice that |- |?
is a convex function) while U ](vl) is positive and continuous. Moreover, for any
z — s(x) € ST, U](vl)(s) = Un(s) < U(s), so that, from (65), since s/, — m,

Un(m) <cla+1), UP@)<cla+1) VNEN. (68)

Observing that |Jxm(z)| < 1 for any z € R, from (68) we get, for any N € N,

de(a+1) > /_dfﬂ(lm(w)l2—|m(w)l)+/ dx (1 = |m(z)])

N -N

= [ = ImDIIE-wm
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so that 1 — |m| € Ly(R). Moreover, by the monotone convergence theorem,

= sup - /dm/dyJ\x—yllm() ()

NEN

and, by (2), since |m(z)| <1,

Un(im) / da / dy Tz — y)li(z) — )| < 1

so that U(m) < 1+ ¢(a+ 1) < 400. Arguing analogously to the proof of
item (7) of Lemma 3.2, there is z — s(z) € S ! such that m — s € Ly(R; R?)
and U(s) < +oo. Recalling that m — mgm = f € Ly(R;R?), we get also
m —mgs € Ly(R;R?), and then F(m) < +oo.

Now the proof goes on very similar to the analogous one in [13|, but we
report it for the sake of completeness. For any finite interval 7" of R, we
decompose

F(m) = Fre(mye) + Fom /dx/cdyJ z—yDm@)E  (69)
where
FoAm) = E(mylmee) + 671 / dz I(m(z)) — fa(mp)T|  (70)

(see (33), (35) for notation). Since I(-) is a convex function and E(-|-) is
continuous, the functional F? is lower semicontinuous.

Let € > 0. Since ||m! — mgs,||* < c(a+ 1) for any n € N (see (65)), there
are a subsequence {ng; k € N} and an interval 7. such that

2 6
||m;;,c — mﬂs;kHTg < % VkéeN. (71)

Since ||m — mgs||> < +00 and F(m) < +oo there is also T, such that

€
[[m — mﬂSH%c < 3ma and fTC(mTC) <

OOI(“)
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Let T = T, UT.; from (69) for F(m! ) and the lower semicontinuity of Fp.(m),
recalling (64), we get

o > FO(m) + liminf = /dm/ dy J(|z — yl)m" ()P (73)

k—+oo 2

Using (69) and the second inequality in (72), from (73) we have

a > Fm)=5 -5 [do [ dyie—yDmy)P
+1iminf%/de/cdyJ(|x-y|)|m;;k(y)|2. (74)

k——+o00

But, by (2) and convexity,

% / da / dy J(la = y)Im(y)*

1
<5 [ds [ dy 3z - yhmd + mallm = maslfre. ()
T Te

and analogously

1
: / da / dy J(|z — y|)|mi, () ?
T (]

1
> 5 [ [y 3o - yhmd = mylim, = mast, B (70
T c

Collecting together (74), (75), (76), using (71) and the first inequality in (72)
we finally get o > F(m) — ¢ and then, by the arbitrariness of ¢, a« > F(m).
That is F is lower semicontinuous.

3.3 Upper bound

Following [13| we prove a crucial estimate for the probability of cylinder sets
in M with basis a finite interval, Proposition 3.3 below, from which the upper
bound follows by using the properties of F. The basic idea is to perform the
block spin transformation in the (random) interval 7" containing the origin and
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defined by the condition: the right and the left unit intervals adjacent to T’
are the first ones where the spin configuration is at “local equilibrium”; in a
suitable sense to be precised. Then the system in 7" looks finite and, on the
other hand, we can prove that the probability of having local equilibrium not
far away from the origin is large enough.

First of all we give a precise notion of local equilibrium. It is reasonable to
consider a spin configuration at equilibrium in a given (macroscopic) interval
I and with some accuracy ¢ > 0 if all the block spins on I are in a (-neighbor
of an equilibrium magnetization. With respect to the case of Ising systems
we have here a continuum of possible equilibrium magnetizations, indexed by
the vectors mgs, s € S971. Therefore it is necessary to discretize the number
of possible magnetizations. But we cannot introduce simply a partition of
5971 and define the local equilibrium accordingly. In fact, due again to the
continuum of the equilibrium states, the energy cost of some non equilibrium
configurations can be very small, independently on the accuracy ¢. Then the
probability of finding local equilibrium is not large and the strategy of the prootf
cannot be applied. To overcome this problem we introduce a weaker definition
of equilibrium, obtained by introducing a finer discretization of S?7!, so that
the (-neighbors of two close magnetizations are overlapping.

For any ¢ > 0 we choose #* € N and sy,...,8, € S9! such that, for
any s € S77! there is s, with |s — 5] < (1 + mg)~*¢/4 (the precise value
(1 + mg)~'/4 comes out for technical reasons, see the proof of Lemma 3.4
below). Notice that we can assume ¢* ~ (179, Given 4, > 0 we say that in an
interval [k, k +1) € DU there is equilibrium with accuracy ¢ and coarse grain
d if, for any x € [k, k+1), \Uf(f) (x) —mgsg| < ¢ for some s,. To summarize this
we introduce the variable 95¢(-,-) : Z x M — {0,1,...,£*} defined as follows.
Consider the random subsets of {1,..., *},

L(k,m) = {£ : |m©®(z) — mgs,| < ( for any = € [k, k+1)}. (77)

Then ( ) ( ) 0
_ JminL(k,m) if L(k,m) #0,
ns.c(k,m) = {0 otherwise,

so that ns¢(k, 0,) # 0 means that there is equilibrium in [k, £+ 1) in the sense
stated above. When useful we will consider 7s¢(:,+) a function on Z x S by
setting, with an abuse of notation, ns¢(k, o) = ns¢(k, 0,).

(78)
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For any pair of unit vectors s, s’ € S~ we define the function

_ fmgs itz >0,
Xss (7) = {mﬂs’ ifx <O, (79)

and, for any finite interval I C R we introduce the subset of M,

Mp = {meM 3l 0_€e{1,...05}
such that m(z) — x¢,¢ () =0 when z € I} (80)

where we shorthand Xse,se = Xgto- We also write M, for M_, 5, r € R
Then:

Proposition 3.3 For any interval I = [—a,a] with a € N, any cylinder set F
with basis I, any ¢ > 0, any §,6* € {27™;n € N} and any integer R > a,

lim sup ylog g (F)
740
< nf BFm®)) + R +eo(C+0) +9(¢,0, R —a) (81)

where c1, ca and 9(C,d, R) are positive and independent on I and F, and
9(¢,6,R) = 0 as R — 400 for any ¢ and §.

Proof. Fix (,§ > 0 and R > a. Let 7+ : M — NU {+oc} be the functions

m =inf{k e N: k> a, nsc(k,m) # 0} (82)
(m)=inf{k e N : k> a, nsc(—k —1,m) # 0}
(te(m) = +oo if the infimum is not achieved). For any ki ,k_ > a and
Ly, 0 =1,...,0* we introduce the set
Gki o ={meM 1t =ky, nsc(ky,m) =4y, nsc(—k —1,m)=£_} (83)

and we partition M as the union of

D= U U U UGkﬂ:fﬂ: (84)

ky=ak_=aly=1¢_=1
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and its complementary set D°. Recalling (6) we introduce the set A = {i € Z:
li| < L}, L an integer greater than 4~ 'R that will go to +00, and we look for
an upper bound of Z3, (F), defined as in (32) with free boundary conditions.
We estimate

Zy(F) < (R- o)) max 75 (FRGEO)+ 23,09 (85)

k+=a,..., kb

and we bound first Z& (F N GYY ) and then Z2_ (D).
Byy Byy

k.04

Fix ki, ¢+ and decompose A = Ay UA UA_ with
A = {i€Z: —k_ <iy<ki},

Ay = (A\A)NZsy, (86)
Al = (A\A)NZ,.
Then
(0,¢
z8 (F NG ei)
JOAC A_
< max 0eaS), ZM () Zs, (sc(—k-—1,-) = L) (87)

XZ (ﬂac(k+a ) =14).

We notice that o € Gk;_,ei implies \0%5*)(35) — Xepe (x)] < ¢ for any z €
[—k_ —1,—k_)U[ky,ky +1). Then, calling T = [—k_, k], for some b3 > 0
depending only on J and for any m € M,

Ure((05)7e) + Wr(m$ | (03 )re)
~Ure((xepe_)re) = Wr(m | (xese ) re)

, (0) Sby(C+0).
(88)
Now we apply Lemma 3.1 to bound Zﬁ’f” (F). From (38) and (88) we obtain:

max EG;&Q)[ ZQ;UAC(F)
o oo IT1/5°
< exp By (01T + bs(C + 6)] (1 + 4m(69 )"
xexp [—p7 ! (Ure((xe, >Tc>+fﬁ<mﬁ>|ﬂ)}
(

x exp | =By tinf,,cp {fT(mZI(’s )+W( |(Xe+£ )r )}] ’
(89)
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We are left with the bound on the product of the partition functions in (87)
coming from the integration over the spin configurations o5, and op_. Asin
[13] we follow Ruelle’s strategy, [41, 42|, and we reconstruct the full partition
function on A. First of all we use the symmetry of the interaction with respect
to global spin rotations to claim that

Zg (Msg(=k- = 1,-) = £) = Zg (mag(=k- = 1,-) = £4). (90)

Let now Vi« , r(mgse, ) be as in (39). From the explicit form of the functional,
see also the proof of Lemma 3.4, one easily checks that, for some constant
by > 0,

0< sup {]—"T(mgis*)) + WT(mg*)Kmlgsh)Tc)} < bgp?|T|.  (91)

mE‘/:;*,p,T(m551+)

We choose p so small that byp? < b;6*. Then from (40), (88) and (91), for any
o such that nsc(—k_ — 1,0) = nsc(k4, 0) = L4, we get

Aopa
Zﬁﬁ

> exp [~y H(20,6%|T| + b3(¢ + 9))] (#(5*7—1)7c(m5+p))
exp [0y (Ure(mase,)ro) + fo(ms)| T1) ]

T|/é

(92)
Now we come back to the r.h.s. of (87). We first use (90) and then (92) to
reinsert the integration over the oa’s in order to reconstruct Zgﬂ(ﬁd,g(—k_ —
1,-) = nsc(ks, ) = £4) that can be bounded with the full partition function.
From (89), recalling the definitions (35), (36), (37), (80) and that |T'| < 2R,
we finally obtain
75, (FnGis),)

ki, ly

< exp [By71(6b16* R + 2b3(¢ + 6))]

2R/6* (93)
% (L(é*,y—l)C(m3+p)(1 + 47r((5*’y_1)b2

4mps
x exp [—By L infpepnm, {F(mP))}] Z/oj}ﬁ'

To bound Zgﬁ(D“) we need a lower bound for the cost in free energy of a row
of non equilibrium configurations which is the content of the following lemma.
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Lemma 3.4 Let T = [t1,t3], t1,t2 € Z. For any 6 € {27™n € N}, (¢ €
(0,mg), let nsc(-,-) be as in (78) and define the cylinder set

109 = {me M : nsc(k,m) =0 for any k =t1,...,t,—1}.  (94)

Then there are positive functions p(d,¢) and p*(6,() such that, for any §* €
{27 n e N}, 6 < p*(6,(),

inf  Fr(m$) > p(6,0)|T)| (95)

meI‘(‘S,C)

where Fr is defined in (35).

We postpone the proof of the above lemma at the end of the subsection and
we complete the proof of Proposition 3.3. As before we take T' = [—k_, k4]
with now ky = min{R;7.}. Since there is not equilibrium at the border of
T, an estimate as (88) is not still true. We then use that the interactions Wy
and Ure can be uniformly bounded by some constant C' > 0 and we simply
estimate

ZQ’W(DC)
< exp [By1(6b16* R + 2C)]
2R/6*
> (ﬁ((s*y—l)c(mﬂ-w) (1+47T(5*’Y_1)b2)> (96)

X exp [—57_1 inf e pe {}—T(mg*))}] Zgﬁ'

But, from the definition (84), min{k_; k;} = R, therefore D¢ is contained into
a set ['(%¢) as defined in (94) with ¢, —#, > (R —a). From (85), (93), (96) and
using Lemma 3.4 we finally get, uniformly in A,

115, (F)
< (R — a)(0*)%exp [By~1(6b16* R + 2b3(C + 6))]

2R/6*
> (ﬁ(é*,y—l)c(mﬁ"r‘:o) (1+47T(5*’7_1)b2>)
X max { exp [—ﬁ’yfl info e romp {f(m(d*))}}

x exp [=By(p(d, Q) (R — a) — 20 }
(97)
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from which the Proposition follows immediately. O

With Proposition 3.3 and the lower semicontinuity of the functional F, the
proof of (30) is exactly the same as in [13], then we omit the proof.

Proof of Lemma 3.4. Let

ta—1
={neZ:k<ni<k+1}, N=|JNM.

k=t1
From the definition (78),

to—1 £*

reo ="My ey (98)

k=t1 =1 nEN}
where, for any 6 € {27";n €N}, (€ (0,mg), n€ Z, L =1,..., %,
Fff”eo ={meM : |m(nd) —mgsy| > (}. (99)
Now let 6* € {27";n € N}, 6* < 4, and define, for any n € N,

U,={u€Z:né<ud*<(n+1)0}, U= UL[n.
neN

Given m € M, let By (m) = {u € U, : |m©®)(ud*) — mgs,| > ¢/2}. Clearly,
(6,¢)

nd

foranyme '

5 N
¢ < [mPD(ng) —mgs| < 5 > I (wé*) — mys,|

u€Uy,
&* ¢6*
< —
< 2% Buatm)] + 5 (5 = 1Buatm)] ) (100)
so that |B, ¢(m)| > (§/(40*). Then
iy c Y v, (101)

UCUn, uelU
|U>¢d/(46%)
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Let ¢' = (1 +mg)~'¢/2 and ¢" = my('/8. For any u € U define
B B
* * m(5*) ud*
Ag‘s Oy) = {m e M : mU)(us*) # 0, 7\%5*)&“2*3\ — Se‘ < C'} ;

BE () = {me M |[m(us)] - mg| < ¢}
By triangular inequality and since ¢ € (0, mg) we have
AZ O ) 0 BE () € (TE42) (102)

Then, setting

R9% = | U NB"w

neNg UCUy, uelU
|UI>Cd/(46™)

D0 (k) — ﬁ*:l UnENk U vcu, muEU A!(ZJ*,C')(u)c N B(&*,CI,)(u) ’
\U[>¢8/(46%)
from (98) and (102) we obtain

ta—1
160 ¢ ﬂ RO (k) U DO (k) . (103)

k=t1

Let now m € D@"9(k). Then there are ny € Ny and U C U,,, |U| > (5/(46*),
such that
me (B (u). (104)
uelU
In particular the unit vectors m®©®")(ué*)/|m(®") (ué*)\ # 0 are well defined for
any u € U. But from the definition of {s;¢ = 1,...,¢*}, for any s € S9!,
there is sy such that |s — s,| < (’/2. Then we can apply the “pigeon holes

principle” to conclude that there must be at least an index ¢; and a set Uy C U
such that |Uy| > (§/(4¢*6*) and

me [ AP (w)n B (u). (105)

uel;
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Since m € DU (k) it follows also that there are ny € Ny and Uy C U,,,
|Us| > (6/(46*) such that

me () AL (w)e N B (). (106)

u€Us

From (105) and (106), for any u; € U; and uy € Us,

m®) (u;6%) m®) (uy*)

¢ ¢
Mm@ (ur6%)]  [m) (ug6%)] B

‘>§’—§ 5 (107)

Since m € BY¢")(u) for any u € U; UUsy, see (105) and (106), from (107) and
recalling that (" = mg(’/8, we get

!
1) (16 — ) (up6*)| > mﬁ% Y
So we found
DOk c DU O(k)
= U U U N %, u)(108)
n1,n26EN U1 CUn, U2ClUn, u1€UL

|U1[>C8/(4+6%) |U2|>¢8/(46%) u2€U2
where
CO ) (ug,up) = {m € M+ [mC) (ur6%) — m@) (ugd*)| > 2¢"} . (109)
From (103) and (108) we finally obtain

ta—1
@ ¢ ﬂ R(5*:C)(k) U D(J*@(lg)_ (110)

k=t1

Now it is easy to get a lower bound for ]—‘T(mg*)) on the set in the r.h.s. of
(110) (and so also in ['®¢)). Recalling (35),

Fr(mr) > 22_: (f,ER) (m®)) + f,ﬁD)(mw*))) (111)

k=t1
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where

FPm ™) = 37 37 6*(fam® () = fa(ms))

neENy uely,

and

* 1 * *
f,gm(mw)):Z ST 6T (ur, u) m ) (i) — mO) (un6*)

n1,n2ENy w1 EUn,
u2 Eun2

Using the fact that mg is a quadratic absolute minima of fz and assuming
J = 1jp13, for a suitable positive constants c’,

: f (R) ( 3 . f (D) ((5*) /2 ~q+3 112
merog Tk (m) > ¢'6¢?, men o T (m'®7) > d'6°¢ (112)

(for the second one we used also that £* ~ (9*1). In the general case, since

J > 01in (0,1), the term /627" is replaced by some function g;(d, () which
is strictly positive for §, ( > 0. The Lemma follows immediately. O

3.4 Lower bound

As in [13]| we introduce the basis of neighborhoods {Vs¢ r;d > 0,{ > 0, R € N},
m € M, for the weak L,-loc topology where Vj . r(m) is defined as in (39)
when 7' = [—R, R] and (§*, p) = (6, (). First we prove a probability estimate,
Proposition 3.5 below, for neighborhoods of m € M such that ||m|, < 1.
Next, by exploiting the properties of the free energy functional F and of the
set MY see (29), we deduce (31).

Proposition 3.5 Let m € M, ||m||o < 1. Suppose there are R € N and
two unit vectors sy, s— € ST so that m(z) — xs,s_(x) = 0 if |z| > R, see
definition (79). Then, for any € > 0 there are ( > 0 and 6 € {27™;n € N}
such that

i int y1og 3 (Va.n(m) = —FF(m) — . (113)
v

Proof. As in the proof of Proposition 3.3, we use (6) and we work in finite
volume. Let L € N larger than y"'R and A = {i € Z : |s] < L}. For any
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k € Z we define the events

Ggf’o(k) = {meM: | mOz)—mpss| < Vze€kk+1)},

114
GO = GPIR) UG (-R-1) (114)

and we introduce the sets A, Ay as in (86) with here k1 = R. Then we bound

Z5, (Vi (m))

v

Zﬁ’y(%,(,]{(m) N G(d,())

. A,oac A 5
> min 237 (Vaga(m) 23 (L (R))
OAC 5

xZy~(GP9(-R - 1)). (115)

Now we can apply item (i) of Lemma 3.1 to Zé:;’“ (Voe,r(m)) with T =
[—R, R] and (6*, p) = (0,¢). Using the smoothness properties of the functions
J(-) and I(-) and since oac € G*9), for some constant bs > 0,

| sup {F )+ W |00 }

fneVl;,p,T(m)
+Ure((09)7e) — Fr(m) — Wr(m@|mre) — Ure(mre)
< b5 (¢ +0)|T| (116)

(we used that mg‘fc) = mpe = (Xs,s_)pc). We need to replace the coarse grain

mg,fs) with mgp. This can be done in the energy terms E(-|-) and Wr(-|-) with
an error of order §. Conversely, we have not such an estimate for the (local)
entropy term in Fr because the difference m(z) — m®(z) is not small in

general. But, since the entropy is a convex function,
(n+1)d

ST(m® (2)) > / dyI(m()  Vae [nd (n+1)). (117)

From (116), (117) and item (4i) of Lemma 3.1, there is a constant b > 0 such
that, for any ¢ small enough,
min, ., cqo.0 Zg 7> (Vig,r(m))
e el i)\ 2R/ ~
> (4507 m=0) T e [ (5 + Q0 R (118)
x exp [=fy 1 (F(m) + 2R f5(my))]
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(we used that Fre(mpe) = 0).

Next, analogously to what done when proving Proposition 3.3, we recons-
truct the full partition function to bound the other terms in the r.h.s. of
(115). First we use the rotational symmetry to replace Zg; (GY9(—R - 1))

by ZZ;’:Y(GQE’O(—R —1)). Then we use item (i) of Lemma 3.1 with ' =
Vsc,r(mpse,) and oae € GSf’O(R) N GS‘?’O(—R — 1) to reintroduce the sum
over the op’s. After some simple estimates we get, for some constant b; > 0,

Z54(GVO(R)) 255 (GO (—R — 1)

b\ ~2R/0
> (1 + 4 (5y7Y) ) exp [—Bbs (5 + )y 'R] (119)
x exp [By 121 Fs(mp)) 24, (s oy GUOR)) -
From (118) and (119), taking first the limit L — 400 and after v | 0,

liminf, o vlog pg N (Vsc,r(m))
> —BF(m) — B(bs +b7)(d + OR (120)

.. 9,
+ lim inf,, |y v log pg 4 (ﬂkR:qu GSL O(k)) :

We are going to prove that the liminf in the r.h.s. of (120) is 0, so the
Proposition is proved. For any s € S9! let

Go={meM : |mPz)—mgs|<¢ Vze|[-R—1,R)}. (121)

Clearly Gy, is the set in the r.h.s. of (120) and, by symmetry, p4,(G5) does not
depend on s. Fix n = n(¢) unit vectors uniformly distributed on S¢! such that
the balls B;, = {v € R? : |[u — mgs;| < (} are disjoint and dist(mgs, UB;,) < (
for any s € S7°!. Then,

nuﬂn(Gs’) = Mgy (U GS¢> =1— gy (ﬂ G§z> . (122)
i=1

i=1

With an appropriate rotation of the s;’s we can find n new vectors s; such that,
for any s € ST, dist(mgs, B, N BS) > ¢( for a suitable constant ¢ > 0
depending only on ¢ and (3. Since

KB,y (m G;) <nps,(Gs) + gy (m Ggi N Gi;)
i=1

i=1
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from (122) we get

1 1 =
Gy > — — — GENGs . 123

Recalling the definition (121), from the construction of the vectors s; and s,
one checks that there is ¢ > 0 such that the set in the r.h.s. of (123) is
contained in the union of the events: {3z € [-R — 1, R) : [|[m¥ (z)| — mys| >
d¢Yand {3z,y € [-R—1,R) : [mD(z) — m®(y)| > ¢¢}. The latter one is
clearly contained in the bigger one: {3z € [-R—1, R) : [m©® (z)—m® (z+§)| >
d6C/(2R)}. We can use then the same arguments that lead to Lemma 3.4 to
prove that the infimum of F_g g (m©)) over the above union of events is
bounded from below by ¢(d,5¢/R) for some c(-,-) > 0 and any ¢* € {27";n €
N}. Then, from Proposition 3.3 (with parameters (J, () smaller than the above
one’s!), we obtain liminf vy log ug ,(Gs) = 0. O

To use the above result to prove (31) we need a preliminary lemma.

Lemma 3.6 Let m € MY, so that there exists a map © — s(z) € ST s.t.
|lm — mgs|| < +00 and U(s) < +o0o. Then there is Ny € N such that, for any
z € L,|z| > Ny, the unit vector

/:Hda: s(x)

lim |[m —mgs,||[,.41 =0 (125)

|2] =400

(recall definition (55)).

-1

S, =

/Z ™ i s(a) (124)

1s well defined and

Proof. We first observe that, since |s(x)| = 1 and J is positive and satisfies
the normalization condition (2),

/Z " s(o)

1 —

< /Z+ de (1= s(z) - J % 5(x)) (126)
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and the integral in the r.h.s. of (126) goes to 0 as |z| — +oo since U(s) < +o0.
Then s, is well defined for |z| large. Now we bound

”m - mﬁ52||[2z,z+1] < 2||m - mﬂSH[Qz,z—l—l] + Qm%“s - Sz||[2z,z—|—1] : (127)

The first norm in the r.h.s. of (127) goes to 0 as |z| — +oo since ||m—mgs|| <

400, while
z+1
s = sifeer =2 (1| [ desta) )

goes to 0 as |z| — +oo because of (126). O

Now we prove (31). Let A be an open set in M. If AN M°® =0, (31)
holds trivially, therefore we assume AN M° # 0. Let m € AN M, then
there is z — s(z) € ST! such that ||m — mgs|| < +o0o and U(s) < +oo. Let
p € (0,1 —mg), Ne NN N > Ny and sy,s n-1 € ST (Ny, z — s, as in
Lemma 3.6). We define the set

X,={zeR: |m(z) >1—p}.

Clearly |X,| < 400 and X, C X, if p < p'. Moreover, recalling the proof
of Lemma 3.2, we can assume s(z) = |m(xz)|"'m(z) for any x € X,. Setting
Ty =[—N, N]| we define

m(z) ifzeTy\X,,
_ ) A =p)s(z) fzelnnX,,
My, (2) = mgsn ifx >N, (128)

mgS_N-_1 ifz<—N.

By the dominated convergence theorem, m, x converges to m weakly in Lo-loc
as p L 0 and N — +o00. Then, since A is an open set, m, v € A for any p
sufficiently small and V large enough. Recalling the definitions (35) and (36)
one gets

F(m)—F(myn) = Fry(mry) — Fry((myn)ry) + Fre (mirg)
+Wry (may mze ) — Wry (M, N )1y [(Mp N )18 ) -
(129)
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Since fg(m), as a function of |m/|, is left continuous in |m| = 1, using the
definition of m, x in Ty, one easily checks that the difference Fr,(mz,) —
Fry((mpn)ry) — 0 as p | 0 uniformly in N. On the other hand, using (2)
and the support properties of J, after some simple computation one easily gets,

Wy (may [mag ) = Wy ((mp,5) 1y [ (M) 1)
<3 fTNdx Im(z)[* — [mp,n (2) P + 3 fTN+1\TNdy [Im(y)[? — m3]
+ g [y dy T(jx — yl)m(z) -m(y) = mgmy(z) - s
+ 3 e [T5dy I(|z — yl)m(z) - m(y) — mgmyn(z) - 5y
(130)

The first integral in the last line of (130) is bounded by p|X,| — 0 as p | 0.
The second one is bounded by [|m — mgs|lre — 0 as N — +oo. The last
two integrals can be estimate in a same way, let us consider the first one. By
adding and subtracting m, y(z) - m(y) one checks that it is bounded by

N
[ dolm(a) = myx(z)| + lm = masw ey
N-1
that goes to 0 as p | 0 and N — 400 (recall (125)). We conclude that for any
¢ > 0 we can choose p, and N, such that m, n. € A and

F(m) = Flmy,v,) — 5 (131)
Since m,,_ n. € A there are 6., (. and R, such that Vj_ . r.(m,. ~.) C A. Since
we can always assume R. > N,, by applying Proposition 3.5, for any 4, ¢ small
enough,
(132)

N ™

liI’I;/li’%nffylog Nﬂ:’Y(%;CyRE (mPE;NE)) 2 f(mpe;Ns) -
Choosing 0 < ¢, and ¢ < (, from (131) and (132) we find

limi%nfylog pp~(A) > F(m) —¢
7

from which (31) follows by the arbitrariness of €.
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4 Typical behavior

In this section we prove Theorems 2.3, 2.4 and 2.5

Proof of Theorem 2.3.
Since pug ., is shift invariant, recalling the definitions (20) and (78), we can
bound

15, ({|Im (z)| — mg| < ¢ for any |z| < ~7})
> 127" g (nsc(0,-) = 0). (133)

Using Proposition 3.3 (with parameters (6,() much smaller than the above
one’s) and Lemma 3.4, there is ¢ > 0, depending on ¢ and (, such that
15.~(M5c(0,-) = 0) < exp[—cy™'] for any 7 small enough. Therefore (22)
follows from (133).

Now we prove (23). By standard density arguments it is sufficient to prove
the convergence of the distribution of the spins in a finite interval A C Z
that we can assume centered in the origin. By the DLR equations, the Ra-
don-Nikodym derivative of us,(doa) with respect to the a priori product mea-
sure on Sa is

1 :
Qp~(oa) = /Mﬁ77(d0Ac) S Aoa exp | —fH,(oa) + ,@Z hy(iloac) - o
By €A
(134)

where h,(iloac) = > ;cpe Jo(i — j)oj. Since A is fixed independent on v and
lox| =1 for any k € Z,

I H =0, li h(i|oac) — hy(O]oac)| = 0
i sup y(oa) =0, iﬁ)”fé%xiff‘ y(iloae) = hy(0]oac)|

so that

Qpo+(oa) = I;ﬂ)l ‘/uﬂﬁ(dam) H ©(Bhy(0ac)) " exp[Bhy(oa) - 0i]  (135)

i€EA

where we shorthand h,(0[oac) = hy(oac) and ¢(-) is defined in (10). By using
the symmetry of the Gibbs measure with respect to global rotations, (135)
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gives

Qpo+(0a) —hm/ (ds) /Nﬁv (doae) ng Blhy(oac)|s) " exp[Blh,(oa)|s-04] .

1€EA
(136)
But from (2) and (133), for any ¢ > 0,
i 15 ({1 (08)] — sl < CH =1. (137)
By (136), (137) and the arbitrariness of ( we finally get
Qpo+(oa) = /V(ds) H ©(Bmgs)~" exp[Bmgs - o] (138)

1€EA

that proves (23) since, from the mean field equation (16), fmgs = t*(mg)s =
h*(mgs). O

Proof of the Theorem 2.4.
Using the translation invariance of the system, we have

iy ({11m ) (@) = ms| > ¢ for some || < e "*(1-2))
< 28" e 0y ({[Im(0)] = mgl > ¢")) -
(139)
To estimate this last probability, we can use the estimate (97) with parame-
ters 6” and ¢” much smaller than the parameters 6" and ¢”. Using the first
inequality in (112) to bound the infimum of the rate functional, after some
easy estimates we get that, for some constant ¢ > 0,

p ({[[mC(0)] = ms| > ¢"})
< (R0 (0
x exp [—By~! (6"(¢")? — (0" + (") — ER"(6* + ~(6*) ' log(6*y~ )]
+exp | =By~ (¢ R"(6")2((")3 — 2C — R (6* + v(6*) " log(6*y~ ))]
(140)

Note that we have taken the worst term for the estimates of p(6”, ("), see (1 12)
The next step is just to make an appropriate choice of all the parameters. Let
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us first remark that in order that the last exponential goes to zero, we need
" 1
= (5//)2(5//)3+q

for some constant ¢; > 2C/c, and also, to compensate the entropy term,

(141)

d(8")2(C")*H 2 ca(d* +(6%) log(6*y 1)) = M2 logy M2 (142)

for some positive constant co > ¢. In the last step we have used that the
minimum of the term in the middle is reached by choosing 6* ~ (v'/2log y~1/2).
Looking at the second exponential in the formula (140), we want to take the
smallest possible 8” + ¢”. Given that (142) has to be satisfied, it is a simple
minimization problem with a constraint, the solution is 6" = ¢3¢" for some
positive constant c3 and this implies that we have to satisfy, for some ¢4 > 0,

C"// > 04(71/2 10g7—1/2)(5+‘ﬂ_1 (143)

We choose ¢" = %" with d” < (2(5+ ¢))~*. In which case (141) is satisfied
with R" = ¢;y~(6+04" /¢2

Now, in order that the first exponential in (140) goes to zero, we need at
least for suitable cs,cq > 0,

5//(4—//)3 > 057(1/27(5‘}'91)‘1”) 10g 771/2 + cﬁf)/d” . (144)

Taking d” < 1/2 — (5 + q)d" that is d” < (2(6 + ¢))~" the condition we get is
just

§"(C")? > (e5 4 c6)v? (145)
Clearly the Theorem 2.4 follows with any ¢ > ¢5 + cs. O
Proof of the Theorem 2.5.
It is sufficient to prove that
lim p1g. 5 (R1.(©, p)) = 0. (146)
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Using the formula (97), for some ¢ > 0,
1y (R(©, p)°)
< R*4(Q)”

[ a1 inf (6%)
xexp | — [y [RL(Q%COMRf(m )

—o(L + R)(§" +7(6%) " log(8"7™")) — e(¢ + )]

exp [ = By (e R (098 — (5% +(5%) log(871))) — 201 - (147)

The next step is to estimate the previous infimum. Note that F(m(")) >
Fi-1,+1(m"), moreover

Fioran(m®) > Ur(m) (148)
where
)= - / dac/ dy J(z —y) |m(z) — m(y)|* . (149)
Therefore
inf FmP)) > inf  Uy(mP)) (150)
mERL(O,p)°NMpg meRL(O,p)¢

Now we have

RL(©,p)¢ C {meM:3ze[-L +L), ImP(z) —mP)(z +p)| > £
= R.(O,p)°. (151)

For any x € [-L,+L) let n = n(z) € Z be such that np <z < (n+ 1)p,
U ={u€Z :n<ud*<(n+1)5} (152)

and
Vi = Uy pysn - (153)

By triangular inequality,

\m(”)(a:) ()(ac—i-p ( ) E |m (@) ué* )(11(5*)| (154)
UEUy
VEV,
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and, by similar arguments as in (100), if we denote by

B,(m) = {(u, v) € Uy x Vy 1 [mP) (u*) — m) (v*)| > %} (155)

then, for any m € R(0, p)¢, we have

Op (p\?
|Bo(m)| 2 o7 <§) (156)
from which we get
. . ©p\*Op [ p\? _ c(©,p)
(5) > *) 2 _ L = ?
men e UL ) 2 (97) <4L> 8L (5*) =T (157)

We insert (157) in (147) and we find

1y (Ri(©,p)°)
< R*(I*(Q))?
xexp |~ By 'e(©, p)L7°
—c(L + R)(6* + 6 tlog 8*y ) — (¢ + 5)]]
Fexp [ = By MeR (057 — (5% +4(5%) Mlog(dy ) —20]]  (158)
It remains to choose the parameters R,d,(,¢* in such a way that the right
hand side of (158) goes to zero. Making similar arguments as after (141), one
can check that the choice § = ¢ = y@E+D™ R = ¢4~ +0/26+) ¢, 4 positive
constant, and §* a2 y'/21logy~'/2 implies that, if L < y~* with A\ < (6(6+¢))~*

then the right hand side of (158) goes to zero, and this ends the proof of the
Theorem 2.5. O

5 Estimates for the independent model

In this section we prove Theorem 2.2.
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It is possible to compute an explicit expression for the density of vy. By
using the integral representation of the J-function on R? we have

dl/N

WN () = / [[#(de:) 80mar) — m)

dm
() [ (fawre)

We recall now the following integral representation of the Bessel functions,
[45], p. 47. For any p € C such that Re(p) > —1/2,

(Z/Q)p " izcosf i 2p
%(z)=r(p+1/2)r(1/2)/0 dfe*%sin®9,  zeC  (160)

From the spherical symmetry of the problem, by using polar coordinates and
recalling that |S97!| = 27%/2/T'(q/2), it is not difficult to obtain

dvy, _ NT(q/2) [, (tN|m]\" i ((Jarr @\
i) = i [, (5) e )(wzwﬂ(?m

We point out that Pf(N|m|) = N~ %(dvy/dm)(m) is the well known formula
of the density of the probability distribution for the Pearson’s walk, [45], p.
419. The integral in the r.h.s. of (161) is absolutely convergent for N > 2
and identically 0 for [m| > 1. So the density is well defined for N > 2 and
identically 0 for |m| > 1.

Now we prove (18). Let r € (0,1) and denote by B, the closed ball in R?
of radius r and center in the origin. Fix m € B, and let h* = h*(m) be as in
(14). Then

dm

dﬂ(m) = NY%exp|[—NI(m)] / H Um(doy) 6 (Z o; — Nm) (162)

having introduced the measure

Um(dv) = @(h*) 7' e Vv (dv) (163)
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Calling
Om(k) = e k™ /l/m(dv) ek, ke R? (164)
and using again the integral representation of the J-function, we get
dl/N N ? N
— = —NI — m 1
) = expl-N1(m)] (51 ) [dkn(®) (165)

so that

e(m, N) = %log [(%)q / dkgom(k)N] | (166)

Next we will prove the following lemma.

Lemma 5.1 Fizr € (0,1) and let o (k) be as in (164) with m € B,. Then
k — om(k) is a smooth complex function such that:

(1) lem(k)| < om(0) =1 for any k € R?.

(ii) In a neighbor of the origin we have the erpansion

om(h) = 1= 5Qn(K) +Gulk), kK ER! (167)

where Qm(+) 18 a quadratic form, uniformly positive for m € B,., and
Cm(k) a smooth function satisfying |Cm (k)| < ci1(r)|k|? for some ci(r) > 0.

(#ii) There are positive constants co(r) and k(r) such that

co(r
om (k)| < “:‘Lq/l VEER? : |k| > K(r). (168)
(iv) |pm(k)| reaches its mazimum value only for k = 0 which is a strict

mazimum for this function.

We fix 6 € (1/3,1/2) and decompose

3

[k ony =3 Gi(v.0)

i=1
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with
G1(N,d) = f dk om (k)N ,
|k|<N—?
N-O<|k|<N
G3(N,d8) = f dkgom(k)N.
|k|>N

We estimate the three terms separately. By changing variables and using
Lemma 5.1, item (1),

Gi(N,0) = wm [ dkom (%)N

k| <N1/2-6
= win L ke [Vios (1= 5Qu®) +a ()]
= ﬁws]\{/zﬂ;dk exp [—5Qm (k)] (1 + N <%)>

q/2
= i (ae) " [+ O 50
(170)
where ém(k) is a smooth function with the same properties of (,,(k) so that the
rest O(N~(3=1) is uniformly bounded when m € B,. From items (i), (iii)
and (iv) of Lemma 5.1, there is Cy(r) > 0 such that for any N large enough
lom(k)] <1 —Cy(r)N=% when |k| > N=°. Then

N
|Go(N,6)| < NYUST™Y sup |om(k)N < N?ST (1 _ 01(27;))
|k|>N—9 N

so that, for some Cy(r) > 0,
|G2(N,8)| < exp [ — Cy(r) N2 (171)
Finally, by using item (iv) of Lemma 5.1,

IG5(N, 6)| < / dk <|C]z|(;)2)N < N|ge1| (j@sz)]v (172)

|k|>N

From (166), (170), (171) and (172) the bound (18) for some ¢(r) > 0 follows.
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We are left with the proof of (19). Denoting by P the probability distribu-
tion of o, we have
vn(m| > r) = P(A4,) (173)

where A, is the cylinder set defined by
N
Arz{a : Zoi-0j>r2N2.} (174)
ij=1
Consider now the sets
Qg;-)z{azai-aj>r2+r—l}, i,j=1,...,N

and define the stochastic variable

o +— n(o)

#{Gg) :oeaf)}.
Clearly, for any o,
N
Z oi-0; < (N* —n(0))(r* +7r — 1) + n(o).
ij=1
so that, for any r € (0,1),

Ao > fONY f0) == G = am

Since f([0,1]) =[1/3,1/2], from (175) we conclude that, for any r € (0, 1),
A, C Gy, G, ={o : n(o) > N?/3}. (176)

Then we need an estimate of the probability of G,.. For any subset I of
{1,...,N} let

Qgr) = {a : there are |I| indexes j € {1,..., N} \ I such that o € QE?} .
We claim that

G.c |J af. (177)

I:[I|>N/6
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In fact, it is possible to extract at least N/6 disjoint pairs (7, 7) from a set of
pairs whose cardinality is bigger than N?/3. Now, since the o;’s are i.i.d., for
any I,

1]
P(of) = p éﬂﬁm —p(a0)" (178)

On the other hand, by using polar coordinates,

, arccos(r? +r —1
p (Qg,%) = /V(dal) /V(d02)1{01-02>'r2+r1} S ( T ) - (179)
Collecting together (176), (177), (178), (179) and observing that
2 -1 6(1 —
< arccos(r” +r — 1) < ( T), for any r € (0,1)
7T 7r
we finally get
N N/6 sa—r) "
, —r
P(Ar) <N (N/ﬁ) P (Qg,%) < NeXp[NIBer(1/6)] (T
(180)
where Ige(-) is the Bernoulli entropy. Clearly (180) gives (19) for a suitable
choice of b > 0. Theorem 2.2 is proved. O

Proof of Lemma 5.1. Since v, is compactly supported, the smoothness of
©m(k) comes from direct inspection. Now we prove properties (z)—(iv).

(i) Tt holds trivially.
(ii) From the definition of h*,

/ v(dv) v = ()" / V(dv) e = (Valog o) (h*) =m.  (181)

Then, by expanding ¢, in k = 0, we get (167) with

= [ Vp(dv) [k - (v — m)]? = [ vp(dv) MmOk - (v —m)]?
@n(B) = [vn(@) (k- 0= m)P, Gul) = [ () Ol "
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where 7, (v) is a suitable number in the interval [0Ak-(v—m),0VEk-(v—m)].
Recalling the definition (163) of v, and (14) of h* it is easy to check that
Qm(k) and ¢, (k) have the desired properties stated in the Lemma. We omit
the details.

(i5i) We analyze separately the cases ¢ =2 and ¢ = 3:

g = 2 : Calling o the angle between the vectors £ and m and using polar
coordinates, we have, for any |k| > 0,

€—z|k||m\ cos &

2w
m k) = do t* cos 0+i|k| cos(f—a) 183
k) = G | dbe (183
where we used (12) and that |h*| = t*, see (14) and (15). Now we recall the
following integral representation of Bessel functions of integer order n, [45], p.
19
’ 1 [/
Tu(2) = —/ dp et#sind—inf ze€C (184)
0

2T

which gives the Fourier expansion

+00
gFsing — Z Tn(2)e™? z€eC, ¢eR

so that
; e—i\lc||m|cosa Foo k in(n/2—a) 1 27rd0 t* cos 8+ind 185
enlk) =gy 2 AV [ty

Using again (184) we get

L[ cososi (0+m/2) _ 1 7 1 ot sindind '
CcOos mn ¥ — Sin m — _ * 1
o . dfe 27?/0 dfe Tn(—it") (186)
and so
1 X
m(k)| < - w(|k W (—it™)]| . 187
onlh)| < Zoy 2 190K (i) (187
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In [45], p. 205-206, it is proven that, for any x and p positive,

Tip(z) = \/% [cos (3: F ]g — %) Qi (x,p) —sin (3: F % — %) Q,(x,p)]

(188)
where
1 0 iu \ P12 iu \ P12
= due P2 | (14 — +(1-—
Q(,p) 2F(p+1/2)/0 we T 2
(189)
Now
Q+(z,0)| <1 (190)
and, for any integer n > 1,
1 o0 —u, n—1/2 u )2 n/2=1/4
Qula,n)| < mty Jotdue un 2 | (14 (2)7)
< g |2 L due et B [ due e
n/2—1/4 I'(2n) _ on/2-1/4 2n—1/2D(p)
(191)
where in the last equality we used the “Legendre’s duplication formula”
22710 (2)T (2 + 1/2) = /7T (22), z € C.
In [45], p. 49, it is proven also that for any real order p > —1/2,
(=l/2)7
)| < pos e i), zeC. (192)

We use (188), (190), (191) to bound |7,(|k|)| and, since J ,(z) = (—=1)"Tn(2)
for any integer n, we can use (192) to bound |7,(—it*)| for any n € Z. From
(187) we get

2 4 r\n on/2-1/4 2"_1/2F( )
om(®B)] < /2 [+ 255 Tt (5)" Foy (14 25250 |
2 4 2\/_ (\/Qt*)n
< \/ «lk] [ To(it*) Jo(ft*) Zn21 \/7?|k‘n—1/_2i| (193)
2 4 t* \/it* n
< k| ( Jo(zt* ) ﬂ.;)(it*) anl (W)
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Since ¢* is an increasing function of |m|, by choosing s(r) > v/2t*(r), from
(193) we get (168) for ¢ = 2 with cy(r) a suitable function of t*(r).

(¢ = 3) : As before, calling o the angle between the vectors k& and m, by
introducing polar coordinates and recalling (12), we have, for any |k| > 0,

* —zlkllm\ cos

_ 27 t* cos 0+i|k| cos a cos 0 ik: sin a sin 6 cos :
om(k) = " dmsimh(F) Jodo [y dve u i ¥ sin f

tre —1|k|\m\ (‘osa

= e fO do t*cos@+z|k\cosac050j (|k| sin asin 0) €ind.

(194)
By Fourier-Legendre expansion of exp[t* cosf], (194) becomes
t*e—i|k||m|cosa
2sinh(#*)
<3 ealt / d ek <05 0s0 7 (11 i oy sin 0) P (cos ) sin(@95)

n>0

om(k) =

where P,(z), x € [—1,1], is the Legendre polynomial of order n and

2 1 [" N
() = 2T / d0 e 0P, (cos 0) sin 6. (196)

2 0

By applying the Gegenbauer’s formule, [45], p. 50, 379,

T ] 2
/ df €% P, (cos 0) sin § = i" / ;Jnﬂ/g(z), zeC
0

/ dfet*cos@<osb 7. ( 2 sin qvsin ) sin O P, (cos 6)
0

2
- ,/—”z Tnir2(2)Pacosa) , z€C

0 (196) and (195) respectively, we finally obtain the estimate

and

™

[om (k)| < m

t* .,
WZ(%H D)|Tnsr72(=18") | Tnrrj2( 1K)
n>0
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where we used also that |P,(x)| < 1 for any z € [-1,1] and n € N. Now we
proceed analogously to the case ¢ = 2. We use (192) to bound |Jp41/2(—t)]
and the integral representation (188) to get a bound for | J,1/2(|k|)| with the
gain of a factor |k|~'/? (observe that, by reasoning as in (191), for any n > 0
and > 0, |Qx(z,n+ 1/2)| < 2"2[1 +T(2n +1)/((22)"T'(n + 1))]). We omit
the details.

(iv) From (7) and (4), k = 0 is a strict absolute maximum. From (183)
and (194) when ¢ = 2 and ¢ = 3 respectively, |¢, (k)| = |Po(|k|)| where, for
any a € [0,7], ®4(t), t € R, is the characteristic function of a suitable real
random variable £,. By standard results on characteristic functions ([22], p.
501, Lemma 4) if for some « there is A > 0 such that |®,(\)| = 1, then |®,(¢)]
is a periodic function of period A. But this implies

lim sup [om(|&()| = 1

|k| =400

which contradicts property (). O
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