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Abstract: Image recovery problems can be solved using optimization techniques. In
this case, they often lead to the resolution of either a large scale quadratic program, or,
equivalently, to a nondifferentiable minimization problem. Interior point methods are widely
known for their efficiency in linear programming. Lately, they have been extended with
success to the resolution of linear complementary problems, (LCP), which include convex
quadratic programming. We present an infeasible predictor-corrector interior point method,
in the general framework of monotone (LCP). The algorithm has polynomial complexity.
We also prove it converges globally, with asymptotic quadratic rate. We apply this method
to the denoising of images. In the implementation we take advantage of the underlying
structure of the problem, specially its sparsity. We obtain good performances, that we
assess by comparing the method with a variable-metric proximal bundle algorithm applied
to the resolution of the equivalent nonsmooth problem.
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Une méthode des points intérieurs du type
prédicteur-correcteur non admissible appliquée au
traitement d’images

Résumé : Le probléme de récuperation d’une image bruitée peut étre résolu avec des tech-
niques issues de optimisation. Dans ce cas, on est amenés a résoudre soit un programme
quadratique de grande taille, soit un probléme de minimisation non différentiable. Les mé-
thodes de points intérieurs sont bien connues par leur efficacité pour I'optimisation linéaire.
Elles ont aussi été étendues avec succés a la résolution des problémes de complementareité
linéaire (LCP), qui incluent I'optimisation quadratique convexe. Nous présentons une mé-
thode de points intérieurs de type prédicteur-correcteur non admissible, pour le cas général
des (LCP) monotones. L’algoritme a une complexité polynomiale. Nous monstrons aussi
qu’il converge globalement, avec une vitesse asymptotique d’ordre deux. Nous appliquons
la méthode au traitement d’images. Pour I'implémentation, nous exploitons la structure
du probléme, notamment le creux des systémes linéaires. Nous obténons de bonnes per-
formances, que nous comparons a celles d’'une méthode de faisceaux de type proximal a
métrique variable, appliquée & la résolution du probléme non lisse équivalent.

Mots-clé :  points intérieurs non admissibles, méthodes prédicteur-correcteur, traitement
d’images, contours contrastés, méthodes de faisceaux, méthodes proximales a métrique va-
riable
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1 Introduction

Consider the following image recovery problem. Let z be a noisy image described by m :=
N x N pixels. Its values correspond to a black-and-white unknown image z*, corrupted by
a random noise 1 which is uniformly distributed: z; = 2} + n;. To recover an image Z as
close to the original image z* as possible, we solve an optimization problem. Let us separate
pixels by rows and columns in the image-space. They define interfaces, each one of measure
1/N, with coordinates i, j, for i,j = 1,..., N. Then, given an arbitrary image z, reshaped
as a square matrix X, its total variation in gray levels corresponds to the sum of both the
vertical and the horizontal variations:

N N-1, N N-1
V()= )" v 1 Xig = Xijeal+ > w1 Xig = Xigrl. (1)
i=1j=1 j=1i=1

Total variations can be used in the discretization of some optimization problems that are
regularized by bounded-variation seminorms, see for example [2]. This approach leads to
the resolution of an optimization problem

m

e’ 2
min — x; — zi||5 + TV (2), 2
i g = sl + TV (2 )

where « is a positive parameter.
We can rewrite (2) by expressing TV(-) from (1) as the following norm:

M o I ®)

1
TV(2) = ||Az|y, with A= _< ro M ) .
n
Here, ® denotes the Kronecker product, 7 is the N x N identity matrix and M is the
(N —1) x N matrix given by

1 -1 0 0
M = 0
0
0 0o 1 -1
With this notation, (2) becomes
min imTa:—i— nga:—}—HAa:Hl. 4)
zclR™ 2m m

Clearly, (4) is a nonsmooth optimization problem: the objective has kinks at any z such
that (Az); = 0, for some index i. Therefore, it can be solved using bundle techniques. An
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4 C. Pola, C. Sagastizdbal

alternative is to formulate an equivalent quadratic program, but with higher dimension:

min .i;rT;r—i— nga:—}—eT(u—}—'v)
m m
(I,U,U) = IRm+r+r (5)
Az —u+v=0
u,v >0,

where we noted » = 2N(N — 1) and e = (1,...,1)T € R". Problems (5) and (4) are
equivalent: if (Z,4, ) is solution of (5), then # is solution of (4). Reciprocally, given any
solution Z of (4), the triplet (Z, % := max{AZz,0},v := max{—Az, 0}) solves (5).

Therefore, to recover the image, we can solve (4) or (5). We adopt the later formula-
tion, that can be embedded in the general framework of monotone linear complementarity
problems, (LCP). More precisely, we use an interior point method that we present in the
sequel.

The paper is organized as follows. In the next section we present an infeasible predictor-
corrector interior point algorithm, (PCIP), for (LCP). We study convergence of the algo-
rithm in sections 3 and 4. We show first that (PCIP) has polynomial complexity and that
it is globally convergent. In § 4 we prove that (PCIP) converges with asymptotic quadratic
rate, provided there is strict complementarity on (LCP). The remaining sections are de-
voted to numerical considerations. Section 5 deals with computational aspects of (PCIP),
exploiting the underlying structure in (5), in particular its sparsity. We outline in § 6 the
proximal-quasi-Newton bundle method that we apply to the resolution of (4), with com-
paring purposes. Finally, we assess our approach with some numerical results, reported in
Section 7.

We adopt the following convention. Given a vector x € IR™, vectorial inequalities like
x > 0 are taken componentwise: x; > 0 for any i = 1,2,---,m. We denote by IR} and R’} ,
the nonnegative and positive orthants:

]Ri:{me]f{anO} Ri+:{l‘emn:l‘>0}.

When refering to a norm other than the Euclidean norm, we add a subindex, like || - ||y or
[| - |lo- Finally, usual arithmetic operations for real numbers are applied here to vectors
componentwise: uv = (u;v;);, u/v = (u;/vi)i, v~ = (1/u;);, and so on.

2 An infeasible predictor corrector algorithm

Problem (5) can be considered a particular case of the following (monotone horizontal) linear
complementarity problem

ys = 0
Find (y,s) € IR™ x IR" such that Qy+ Rs = h (LCP)
y,s 2 0,

INRIA
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where h € R”, and @, R € IR™*" satisfy the monotonicity equation

Qdy + Rd, = 0 implies dgds >0, foralld,,d, €R". (6)

When particularizing to problem (5), y gathers the unknows: positive and negative part of
z, as well as u and v. As for s, it denotes the corresponding dual variables associated to the
positivity constraints in (5).

Associated to (LCP) there is the set of strictly complementary solutions:

80:{(y,5)E]RQL_><]Ri:Qy+R5:h,y5:0andy+s>0}. (7

For proving quadratic convergence in § 4 we will assume the existence of a strictly
complementary solution, i.e., SO # 0.

Before describing how infeasible predictor-corrector methods work, some definitions and
notation are needed. We adopt essentially the notation in [4].

Definition 1
~ Given (y°,5% po) € R} x R} x Ry, take
b=(h—Qy" — Rs")/p.
Then the infeasible central path pinned on b is defined by the triplets (y, s, 4) such that

ys = He
Qy+Rs = h—pub. (8)

— We denote by F? the set of (positive) points such that the second constraint in (8)
holds:
F'={(y;s,1) ER} x R} x Ryy : Qy+ Rs = h— pb}.

Observe that (3%, 5%, o) € F°. Moreover, if y°s° = pge, then it lies in the infeasible
central path pinned on b. Also, note that b = 0 means that (y°,s% ) is feasible in
(LCP) for any p > 0.

— The iterates in our algorithm are contained in a very special neighbourhood, defined
as follows. For some constant v € (0, 1), consider first the set

T, ={¢€R" tve <& <vle};
then the safety neighbourhood is

N5={<y,s,meﬂ:i—semndﬂsﬂo}.

— To measure how far from the border of 7, a point is, we use the function

D(E) = min_(j& v, [¢~v™"]) = min (¢ — vel, |~ ve]) .

RR n 3205



6 C. Pola, C. Sagastizdbal

ad

Let us now explain one step of the algorithmic pattern. At the current iteration, a point
(y,s, 1) € N is available.

— Consider (8), where p has been replaced by yu, for some v € [0,1]. An approximate
solution can be found by making a Newton’s step from (y, s) to (y + dy, s + d;):

sdy +yd, = —ys+ype )
Qdy + Rd, = (1—7)ub.

— Under the monotonicity assumption (6), the system has a unique solution (dy, dl),
which can be interpreted as the convex sum of an affine-scaling step (prediction) and
a centering step (correction):

Rewrite the first equation in (9) to obtain

sdy +yds = (1 —7)(—ys) +7(—ys + pe) )
Qdy+ Rd, = (1—7)ub. v
Then
(df, db) = (1= )(dy, d5) + 7(dy, ),
where (dy,d§) is the solution of (9),=0 and (dy, d5) solves (9)y=1.

— Finally, choose an stepsize § € (0, 1] and 5 € [0, 1] such that the updates

yi = y+6d > 0
st = s+ Htﬁ > 0 (10)
py = (1—0% 09 < p<po,

remain in the neighbourhood A?. Replace (y, s, u) with the values (y*, st, yy). O

We are now in position to give the algorithm with full details.

Predictor-Corrector Interior Point algorithm (PCIP)

STEP 0 Given an initial (y°, 5% uo) € N2, choose parameters g € (0,1/2], v € (0,0.1] and
Hoo > 0. Set to zero the counter: k& = 0.

SteEp 1 Fory=1vy", s=s" pu=p:

~Compute (dy, d5), the solution of (9),=1. (correction)
~Compute ¢ € (0, 1] such that (centering stepsize)
: l—v) n
Hc:mm{l a-v - } (11)
2 |ldydslloo

INRIA
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STEP 2 Fory =y +60°d;, s =s+0°dS:

—Compute (dy, d5), the solution of (9)y=0. (prediction)
STEP 3 (affine stepsize)
p —14+/1+4 dydf]|ce V2
—Compute 6¢ = M, where n = M\/_n
27 I v3

—Set 2 = 1/ max{max{[—d;}/y; —dg/s]}, 1}
(y+ Br0°dg)(s + gro°d?)
I

—Compute 7 = min{r € IN : D(

)>0}.

Take 6% = max {376%,0%} .
STEP 4 (update)
—Define y*+! = y + dy, sPHL = 5 4+ 09d%, g1 = (1 — 0%y,
—Update k =k + 1. If pup > poo, then loop to 1, else stop.

Some comments are now in order. Relative to STEP 3, a simpler expression, like
STEP 3’ Let 6% be the largest stepsize in (0, 1) such that

(y+0%dy, s+ 0%, (1 —6")p)eN,

would still ensure our convergence results. However, we prefer to give a less abstract criterion
for #%, which can be implemented and are still suitable for proving convergence.

We will see in § 4 that g° plays a crucial role for having quadratic convergence, while
B76% is used for getting polynomial complexity. The particular choices of #° and 6% will be
clarified when proving Lemma 2 and Lemma 6 respectively.

In the following sections we address convergence issues of (PCIP), considering first its
polynomial complexity, as well as its global convergence. Finally, we show that (PCIP)
converges asymptotically with quadratic rate.

3 Polynomial complexity and global convergence

To showing that (PCIP) has a complexity of order O(n+/nL), we split our analysis consi-
dering the corrector step on one side, and the predictor step on the other. Both steps
are obtained from solving (9)y, for ¥ = 1 and y = 0 respectively. Thus, here we find it
convenient to scale (9)y as follows: given

=L 6=/ d, =67dy; d, = 6p~'d,; Q= QIS; R=puRIS™",  (12)
7 s

RR n"3205



8 C. Pola, C. Sagastizdbal

multiply the first equation in (9) by 1/,/uys, to obtain

s 1 B
_dy + — ﬂds - y_ + 04 ﬂ .
Vy ™ uVos Vo o Vs
Denoting with an upper bar those variables which are scaled, we have that (Jg,gus) =
(6=1d",, 6pu~1d"s) is the solutoin of

d:y:k js_, = _¢+7¢_1 = fﬁ (13)
Qdy+ Rdy, = (1—~yub =: b,
Also, combining (9) and (10) we have that
it 1—-6 62 d,db
_yS :7<g_6)+6+ L ) (14)
i 1—04+0y \ pu 1—-04+0y p

where (y*,s') = (y,s) + 0(d}, d") and py = (1 — 0 + 0)u are those defined in (10).

Yy s

Analysis of the Corrector step After performing STEP 1, the corrector step has been

made, and we have computed (dj,d;) and 6°. We prove that the new point (y°,s°) =

(y +0°dy, s + 0°d5) is in the safety neighbourhood NE.

Lemma 2 Consider STEP 1 in (PCIP). Let (y,s, ) € N and (y°, 5%, p) denote respectively
the current and “corrector” iterates. Then the following holds:

(i) The centering direction satisfies
dsdlle _ (1= v?
7 - 2203
(ii) For allv € (0,1/2], the triplet (y°,s°, pu) € NE. Moreover,
C ot 3
Y°s V32
D(—)> ——. 15
(L) oY (15)

Proof. Let us prove (i). We have that (y,s,u) € N?. Then it suffices to combine
Mizuno’s Lemma ([6, Lemma 1]) with (13) to obtain the following chain of inequalities:

ldydilloe _ Mdgdsll _ 1 flws _ |°_ n fws_ |° o _n (1 Y
< < el < L] < (=-1) .
u m /B || 1 /8 || 1 o 2V2v \v
+ 0dS)(s + 0dS
For proving (i7), we show first that the element £(6) = (v (s ) belongs to 7, for
T

all @ € [0,0°]. For this, use (14) with ¥ = 1 to write

INRIA
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ys 2d§d§
EO) = (1—-90 (——e)+e+6—
(#) (=01 .
CdC
= (1-0)L 1 e+ o212
I

so that

DEO) 2 D((1 — )L 4 0¢) — g7 1D ellee (16)
/i u

Let us bound from above the first righthand side term in (16). Because (y,s,u) € NP,
ys/p € T,. Also, 6 € (0,1] and v < 1. Altogether,

D((1 _9)1—5 +0¢) > 0(1 —v).
Then (16) yields
2 1455l
D) 2 01 —v) - 1

As a function of 6, the righthand side ¢ : [0, 6] — TR defined by

(17)

did?|eo
#(0) = 001 ) - g2
i

is increasing; furthermore, ¢(0) = 0. Together with (17), we obtain that
D(EB) >0, foralld e0,6]. (18)

To prove that (y°, s°, p) is in the safety neighbourhood, it only remains to show that the
triplet is in F®. We just need to verify the positivity constraints. Combine the definition of
D(-) with (18) to write

(y + 0d;)(s + 0d5)

O<r< , foralld e0,6°.
I

In particular, because y,s > 0 and p > 0,
0<y+0°d, 0<s+0°;.

Altogether, (y°,s¢, u) € N2.

ldsdellee _ (1-v)
- 2
Y and we are done. Else, if 8¢ < 1, from (11) we have that

Finally, we prove (15). If §° = 1, because of (11), we have that

Thus, D(E(87)) >~

ldydilloe  1—v
poooT 2

RR n 3205



10 C. Pola, C. Sagastizdbal

1— 2
Then, in (17) we get D(£(0°)) > (1-v) cﬂc and the conclusion follows. 0O
4 ||dyds||00
1 —
Observe that the value (1-v) L, introduced in STEP 1 of (PCIP) for defining 6°,

2 |ldjdslleo
is the maximizer of the function ¢ used in the proof above. This explains our choice of the
centralizing stepsize 6¢ in (PCIP): it drives (y°, s p) “as far as possible” from the border
of 7,.

Analysis of the Predictor step Here, STEP 3 has been made and we have (y*+1, s5+1) =
(y+ gedy, s +60° d%). To show that this new point belongs to A?, some technical results are
needed and the proofs are slightly more involved. In particular, we need to introduce the
following concept, see [4]:

Definition 3 Let (y*,s*) be a solution of (LCP):
Qy*+Rs*=h and y*s*=0.
We say that the point (y°,5%) € R} x IR} dominates (y*,s*) if y° > y* and s° > s*. |
We will also use two results that we state here without proof:

Lemma 4 (Corollary 1 in [7]) Let (Jg, d%) solve (13) and let 4,3 be such that Qy+ RS =
b¥. Then ~ ~
W< U+l + Il and < A0+ gl + DSl
a

Lemma 5 (Lemma 3.2 in [4]) Let (y°, 5% o) and (y,s,p) be two elements of N such
that (y°,s°) dominates a solution (y*,s*) of (LCP). Then

n
yTSO +5Ty0 S 4/10; )

Moreover,
4n

vvp’

Qi+Ri=b and |67 +6u" "5 <

for (3,5) = (y* —y°,s* —s°)/u® and § from (12).
Now we find a lower bound for the affine step 6°.

Lemma 6 Consider STEPS 2-3 in (PCIP). Let (y,s, 1) € N and (y*+1, s*+1 1y 11) denote
respectively the current and “predictor” iterates. Assume that (y°,s°) dominates a solution

(y*,s*) of (LCP). If u < pq, then the following holds:

(i) The affine direction satisfies
||dZd‘sl|| 25n?
< .

po - v

INRIA
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V2
on "’

i) If D2
(u) If (#)_
~ for all 6 € [0, 6°],

(1—0)p = 2n 1-46 ,u ’

— The triplet (y*+1, s*+1 ppyi) € N2,
3f
= 20ny/n’
Proof. Let us prove (i). Consider (13) written with ¥ = 0. From (12) we have that

e < 1/4/v and < +/n/v, as well as (df, dl) = (6=1d2, ut=d®). This, together
= = yr s Yy H s g
with Lemmas 4-5 yields

- Finally, 6% >

672l < 11—+ 167230 + o '31) < Y+ < 2

and the same estimate holds for §u~1d?. Altogether, because

lldy sl ag —1 P
y/l = |67 dybp= gl < (|67 dylll|sp™"dz]],
the result follows.
. . (y + 0dy) (s + 0d7)
For proving (19), define the function £(6) = = , forall # € [0,1) and use
— 0)u

(14) with vy = 0:

ys e dyd;

O = Ut T

so that

ys 6°  lldydslloo
D((0)) > D(F) n=s T ~

Because of the assumption in (i7), (19) follows.

As a function of @, the righthand side in (19), ¢ : [0,8%] — R defined by

VVE 0 |l

f) =
# () 2n 1—6 7

is decreasing; furthermore, (%) = 0. Together with (19), we conclude that the triplet
(y+0dy, s +0dg, (1 — 0)p) is in the safety neighbourhood, for all § € [0, 6°].

RR n 3205



12 C. Pola, C. Sagastizdbal

On the other side, the triplet (y + ﬂféadz, s+ 470%d%, (1 — T0%)p) is also an element of
NP, From the definition of % in STEP 3, it follows that (y*+1, s+ pp 1 = (1-0%)u) € NP,
Finally, use again (19) together with (¢) to write

3 2 2 2
D(EW) 2 = - - 26

2n v

5n
3 )
so that B
(y+0dy,s+6d%,(1—0)p) € N}, foralld € (0,6],

3
_ 1 _
where 6 = V—\/ V2——. Altogether, recalling again the choice of %, we have 8% > /2 and

the proof is finished. 0O
Observe that the value é“, introduced in STEP 3 of (PCIP) for defining 6, is now a zero of
the function ¢ used in the proof above. This guarantees that (y + éad;, s+ 69 de,(1— é“)ﬂ)
remains inside of N?.

The assumption in (i) may seem artificial. Note, however, that at this stage (y, s, u) =
(y°, s° p). Thanks to Lemma 2(¢), the assumption is naturally satisfied.

Now we can state our first result of convergence of (PCIP), relative to polynomial com-
plexity and global convergence:

Theorem 7 Assume that (y°,s") dominates a solution of (LCP) and consider the sequence
{(y*,s*, ux)} generated by (PCIP). Then the following holds:

(i) If pioo > 0 then (PCIP) has polynomial complexity: there exists k = O(n+/nL) such
that pg < pieo in STEP 4, where we have set L = logy(po/phoo)-

(1) If poo = 0 then both the gap y*s® and the residuals h — Qy* — Rs* tend to 0 when k
goes to infinity.

ycsc) S 1/3\/5
- 2n

in Lemma 6(ii) holds; hence, the affine stepsize is bounded from below:

3 /¢
gr s LV2
=~ 20n/n

Now, combine this inequality with the update of ;1 in STEP 4 to obtain

k
VA )
Ho -

Proof. Let us prove (i). Because of Lemma 2(ii), D(

and the assumption

=(1-6° a4<|ll-—— 2
HE ( )/lk 1_( 20n\/ﬁ (0)
v2
20n+/n’

Taking logarithms, and using that [log,(1 — )| > ¢, for t = the result follows.

INRIA
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For proving (%), note that po = 0 implies that & — oco. Together with (20), this means
that p — 0. Since the triplet (y*,s*, uy) is in N}, we have the bounds

vire < yFs" <vTlpge,

so that in the limit y*s* — 0.

Consider now the residuals 7* := h — Qy* — Rs*. We claim that r* = y;b. Indeed, when
k = 1, recalling the definition of y! and s! and using (9) as well as the expression for b in
Definition 1, we have that

= h—Q1° + 05d;0 + 05dgo) — R(s® 4+ 65d°, + 63d%)
= (h—Qy° — Rs%) — 05(QdZ, + Rd2,) — 62(Qd?%, + Rd?%)
= rg— 0— Qgpob
= pob— 05poeb
= mb.

For the inductive step, suppose that r* = ppb. Then, because r¥+1 = h — QyF+! — RsF+! =
rk— 07 prb = pp41b, the claim is proved. O

4 Asymptotic rate of convergence

Throughout this section we assume that there exists a strictly complementary solution for
(LCP): 8° # 0. Under this assumption, a unique partition of the index set {1,...,n} can
be defined as follows:

BUN =1{1,2,---,n} with BNN=0,
such that

yp >0, sp=10

. 0
if (y,s) €S then{yNIO’ sy > 0.

This partition can be used to rearrange variables (see [3]):

y— (ys,sy) and s« (yn,sn),

so that the new y gathers only large variables, while s has the small ones. The naming
is related to the following relation (Lemma 4.1 in [1]), useful when studying asymptotic
behaviour:

For any rearranged (y, s, 1) € N it holds that y = 0(1) and s=0(u), (21)

Note that (PCIP) is invariant with respect to the index permutation, whose advantage is
just to simplify the convergence analysis by assuming that N = (.

After rearranging, we scale y and s like in (12) and (13) from § 3. In this way, we can
express the (rearranged and scaled) affine direction in terms of O(u):

RR n"3205



14 C. Pola, C. Sagastizdbal

Lemma 8 Assume that (LCP) is such that S° # () and consider one iteration of (PCIP).

The affine direction satisfies

lldydlloo _ o(4)
Iz o

Proof. We have that (y,s, u) € N?. The strict complementary implies that there exists
a point (y,s’) such that Qy' + Rs’ = b. Then Lemma 3.5 in [4] applies, written with
(u,v) = (d;,dj) and y=n=0:
dy =O(p) and dj=—6+0(n),
where ¢ was defined in (12). Using (12), the expression above leads to
d2d? = pdid® = O(u) (6 + O()

If we showed that ¢ = O(1), the proof would be finished. To see this, just use again (12):
o =,/— together with (21), the conclusion follows. [
I

With this last Lemma, the quadratic rate of convergence is straightforward. For the sake
of completeness, we gather here all the convergence results proved for (PCIP).

Theorem 9 Assume that (y°,s") dominates a solution of (LCP) and consider the sequence
{(y*, 5%, ux)} generated by (PCIP). Then the following holds:

(i) If pioo > 0 then (PCIP) has polynomial complexity: there exists k = O(n+/nL) such
that pg < pieo in STEP 4, where we have set L = logy(po/pheo)-

(1) If poo = 0 then both the gap y*s® and the residuals h — Qy* — Rs* tend to 0 when k
goes to infinity.

(111) If poo = 0 and, in addition, S° # 0, then pup — 0 Q-quadratically.

Proof. (i) and (i) are Theorem 7. Let us prove (iii). In STEP 4, we have the update
pEtt = (1 — 6*)u*. Then, we only need to show that 1 — 6% = O(uy,).
From (19) and the definition of 8%, we have that

(y+0dy)(s +0d3)

( 0o )>0 forallf e (0,67.

Recall now the definitions of n and §* in STEP 3 of (PCIP); the following relation holds:

hay Hdada”oo \/_n . a fa
(1—-6%) = ( )2 = O(pr). The conclusion follows, because 8% > 6%, O

B
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5 Implementing (PCIP)

Here, rather than treating a general (LCP), we address some practical issues taking advan-
tage of the particular structure of (5),

Consider the constraints in (5): associated to the equality constraint there is the vector
A € IR", while positivity constraints on u and v have (nonnegative) multipliers s,, s,, both
in IR". Therefore, the optimality conditions are

USy, =
VSy =
_ 24 AT
m
—A+ s,
A+ sy =
Az —u+v

U1U7SUa5U

(22)

I
coan W oo

VAR

(67 . e . .
where we set p = —z, with z the initial noisy image.
m

Take initial values z°, u®, v, s, 52 A% and po. At the current iteration, given a

target value of y, the system (9) corresponding to a Newton step from (,u, v, sy, Sy, A) to

(x4 dp,utdy,v+dy,sy+ds,, sy +ds,, A+dy)is

uds, + sudy =  —usy + yue
vds, + Sy dy = —usy + yue
_ 24+ ATdy = oy .
yoom (23)
_d)\ +dsu = 03
d)\+ ds,, = 03
Ady —dy + d, = P
where we have set
oY%
o1 = (1=-9)p+ E:EO—AT)\O)/%, oy = (1—7)(6—}—/\0—52)#,
0 0
o3 = (1—7)(6—/\0—58)ﬂ and p = (1—7)(—Am0+u0—vo)i.
Ho Ho

Each iteration in (PCIP) requires the resolution of two systems like (23)., one for the
correction step (y = 0) and other for the prediction (y = 1). To alleviate the computational
burden;, it is important to use an efficient solver. Note that (23), is a linear system which
is large (for N pixels, it has dimension 11N? — 10N) and indefinite, though sparse. By
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16 C. Pola, C. Sagastizdbal

properly rearranging rows and columns it can be made symmetric:

0 0 0 I I 0 d, s
0 0 0 —I 0 T d, o

N 2
0 0 ——71 AT 0 0 d, o

m = )
I —I A0 0 0 d p
I 0 0 0 s;lv 0 ds, Yo
0 I 0 0 0 s:lu ds, Yu

u

where we defined v, = —v + yus; !t and 7, = —u + yus;*.
After elimination of the unknowns

dsu:0'2+d)\a dsv:US_d)\a
dy = Yu —sgludsu, dy = T —sv_lvdsv;

(0 5) ) - (5) s

where D = diag(s;'u+ s;'v) and p = p — s;'uos + yu + s, 'vos — v,. Observe that all
the change along iterations is in D, together with the righthand side, of course. Note also
that none of the eliminations have produced off-diagonal fill-in in the remaining system.
However, proceeding further will definitely introduce such fill-in.

To solve (24), we solve first a reduced system for d, as follows. The second equation in
(24) gives dy = D™'(p — Ad,). Plug this value in the first equation to obtain

(23)., reduces to

(%I + ATD A)dy = oy + ATD 1,

a normal-equations like system for d). The main advantage of this approach is that the
reduced matrix is positive definite with constant sparsity pattern along iterations. This
feature allows us to choose in the first iteration, once and for ever, a permutation matrix P

such that the pivot order is preserved: P(EI + ATD_lA)PT, and whose Cholesky factor
m

. .«
is more sparse than the reduced matrix —7 + AT D' A.
m

5.1 Starting point

The choice of the initial values 2%, u% v% A% 5% s and g is done as follows.

bl u

— For 29, it is natural to take z, the noisy image.

— The values of u® and v° are chosen to have primal feasibility:

u’ = max{Az°,0} and ©°=max{—Az°0}.

INRIA
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— For A we distinguish three cases

- If A(i,.)z > 0 take Ay = 1. Let I; be the corresponding index set.
- If A(i, )z < 0 take A = —1. Let I3 be the corresponding index set.
- For the rest of indices, i € (I; U I3)°, solve

. o .
(AG, DeromAmnon: = =(p+ —2" + »EIZL;I MA@ )T

— Having AY, project it onto [—1,1]" and take

syo = max{A\’ +¢,0} and s,0 = max{e— A" 0}.

— Finally, we choose pg = (1) sy0 + (v°) T s,0)/(27).

In order to ensure positivity in u, v, s, and s,, we replace by 1 the respective components
smaller than 1, pushing variables towards positive values, sufficiently bounded away from
7ero.

5.2 Stopping rule

Although the stopping criterion in STEP 4 of (PCIP) is up < fico, interior point algorithms
rather verify when optimality conditions (22) are satisfied, up to some tolerance. This
stopping test is stronger than the one in STEP 4, see Table 1.

For infeasible predictor corrector methods, approximate satisfaction of optimality condi-
tions means (up to a relative tolerance) to have primal and dual feasibility and zero duality
gap in (5), see [8]. Then, for given tolerances TOL;, TOL; > 0 we check

Primal feasibility [[Az —u+v]|s < TOL;
(8%
||(—E£L‘ + AT A —p, A+ su—e, A+ 5, — €)oo
Dual feasibility < TOlLj ¢
1. 1. Dlloe + 1 (25)
No dualit ul sy + 07 s, < TOL
o Uy eap Flz,u,0)[+1 = >

where F(z,u,v) stands for the objective in (5).

6 Bundle method

We already mentioned that (4) is a nonsmooth problem. More precisely, let f : R™ — IR
be the objective function in (4):

o o
flz) = %JJT;E + EZT;‘L’ + (| Az,

RR n 3205



18 C. Pola, C. Sagastizdbal

where A is the matrix from (3). Then (4) can be solved using a nondifferentiable optimization
method, of dimension N? if the image has N x N pixels. We outline here a Reversal quasi-
Newton Bundle algorithm which is explained in full details in [5, § 5].

Assume that an oracle computes f(y) and a subgradient g(y) in the subdifferential 9 f(y),
for any given y. After k iterations, the cuiting-plane model of f is built:

fely) = max{fi—i—(y—yi)Tgi i=1,2,...,k}, (26)
where (v, ' = f(¥'), ¢* = g(¢') € 8f(y'),i = 1,..., k) form the bundle.

The bundle mechanism consists in generating two sequences: first, a sequence of sampling
points {y*}?, to construct the model (26). From these points, a subsequence of serious points
{27} is selected. They aim at guaranteeing a sufficient decrease in the original function f:
y* is declared a serious step (z/*! = y*) when

F(y*) < f(@7) — aréy (27)

where a1 €]0, 1[ is an Armijo-like tolerance and éj is the nominal decrease predicted by the
model.

When a sampling point does not satisfy (27), the model fr is considered not accurate
enough and a null step is declared: there is no new serious point and a new sampling point
is generated.

It is possible to merge this bundling technique with a curve-search. This is subalgorithm
(CS) in [5]. Given 2/ and a positive poor-man’s quasi-Newton parameter m; > 0, the idea
is to generate sampling points by solving

) . 1m: . . o
i, o) + 5=y =) = o), (28)

for trial stepsizes ¢ > 0. Associated to a solution y(t¢) of (28) there is the quantity

50) = Fa7) = Fulwl0) = 5 (1) — )T (1) — 7).

The possible exits of (CS) are: serious step, null step and an emergency stop, when the
cutting-plane function has been minimized. A cutting-plane step copes with the case when
(27) holds, but ¢ starts going to oo, because y(t) minimizes f; and becomes constant. For
the sake of simplicity, we omit entering into more technical details here.

One word about the stopping test. Together with each sampling point y(t), we generate
a particular subgradient

G(t) = Zh@i — y(t)) € afi(y(1))

t
satisfying the relation G(t) € Bs(y f(x7) , where é(t) = f(z) — Fy®)+ GO (y(t) — i) is
a “linearization” error and 0. f is the e-subdifferential from Convex Analysis. When both
IG(#)|| and &(t) are small, the inclusion 0 € 8f(x7) is approximately satisfied. From this
observation, the algorithm stops when

IG®)|| < ToLs and ¢é(t) < TOLa, (29)

INRIA
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where TOL3 and TOL4 are given tolerances.
Altogether, the algorithmic scheme is as follows.

Reversal quasi-Newton Bundle Algorithm (RQB)

STEP 0. The initial 2! and m; are given, as well as stopping and curve-search tolerances.
Define the initial cutting-plane model f; according to (26) and set k= j = 1.

STEP 1. Set ¢ = 1 and call the curve-search subalgorithm (CS). If (29) does not hold, it
exits with a new #; > 0, a sampling point y**! = y(#;), the nominal decrease §; = 6(t,)
and a message indicating

—either null-step, when (27) does not hold
—or cutting-plane-step, when (27) holds, but y(#) becomes constant,
—or serious-step.

STEP 2. In case of null-step, go to Step 3.
Otherwise update 2711 = y#+1,
In case of serious-step, set ¢ := #/+! — z7. Compute v = g(z/t1) — g(2’) and update
mj41, using the formula (see § 4.2 in [5])

11 ¢
mjpr omy o]

Replace j by 5 + 1.
SteEP 3.  Update the cutting-plane model fi4; of (26). Replace k by k& + 1 and loop to
Step 1. O

The code (RQB) is part of Inria’s MODULOPT library. Tt is distributed for free for
academic applications.

7 Numerical results

We have implemented (PCIP) in MATLAB and (RQB) in FORTRAN, on a SPARC 10, with
80MB of memory and running under SunOS 4.1.3.

For our comparisons we generated a set of five problems, starting from the blocky image
of Fig. 1, going to the smooth, bell-shaped example shown in Fig. 5. Figs. 2-4 correspond
to in-between smoothings of the sharp faces and edges in Fig. 1). The regularization by
bounded-variations seminorms is expected to be especially effective for blocky images.

Each example starts from an original image z* defined over a square with 80 pixels on
each side. Therefore N = 80, and the dimensions treated by (PCIP) and (RQB) are 69600
and 6400, respectively. To obtain an initial noisy image z, we perturb z* with random
uniformly distributed numbers. Each figure contains 4 graphics. On the top, z* i1s on the
left and z is shown on the right. Tmages obtained with (PCIP) and (RQB) appear in the
bottom, left and righthand sides, respectively, with their CPU times.
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20 C. Pola, C. Sagastizdbal

Example || pcip: pj | peip: Error | pcip: CPU || RQB: Error | RQB: CPU
#1 TE-14 0.10 3m2bs 0.11 3m4Ts
#2 2E-11 0.12 3m32s 0.12 3m26s
#3 3E-11 0.15 3m20s 0.15 3m44s
#4 2E-11 0.15 2mbbs 1.45 3ml4s
#5 2E-13 0.41 3m4bs 20.4 3ml4s

Table 1: Numerical results in figures

Table 1 summarizes our numerical results. For each example we list (PCIP) and (RQP)’s
performances, measured in CPU times and in terms of errors. By (relative) error we mean
the following:

[z — 2" |loo
max(1, [|2*[|oc)

where zP 1s the numerical solution. Beware that z* is not the solution of the discretized
problem, but rather of the infinite dimensional one. However, since the original image is
available in our examples, we use it to estimate the error.

We also show the current values of pj in (PCIP), such that the stopping test (25) holds.
For (PCIP) we use the tolerances ToL; = 107¢ and ToL; = 1078, while in (RQB) we chose
TOoLsz = 10~ and ToL4 = 10~8.

Observe that the smoother is the image, the worse is the relative error. This is natu-
ral, since the seminorm regularization approach is more suitable for blocky images. When
comparing CPU times, we see that both algorithms obtain similar numerical solutions in
comparable times for the first three examples. However, (PCIP) behaves better than (RQB)
for recovering the smoother images.

8 Concluding remarks

We presented an infeasible predictor-corrector interior point method for solving monotone
linear complementarity problems. The method has good convergence properties, such as
polynomial complexity of order O(ny/nL) and quadratic asymptotic rate. Moreover, it can
be effectively implemented to have good numerical performances, provided there is some
underlying sparsity, like in the image recovery case.
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Original image

Figure 3: CPU times - Example 3
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Figure 4: CPU times - Example 4
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Figure 5: CPU times - Example 5
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