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Abstract: The incorrect use of pointers is one of the most common source of bugs in
imperative languages. In this context, any kind of static code checking capable of detecting
potential bugs at compile time is welcome. This paper presents a static debugging technique
for the detection of incorrect accesses to memory (dereferences of invalid pointers). The
analysed language is a subset of C. The tool is based on a static analyser extended with
assertions inserted in the body of the program. Assertions are of two kinds:

e static assertions automatically verified by the analyser,
e dynamic assertions treated as assumptions by the analyser.

The technique deals with dynamically allocated data structures and it is accurate enough
to handle circular structures.
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Débogage statique de programmes C:
détection des erreurs de pointeurs dans les structures
de données récursives

Résumé : L’utilisation incorrecte de pointeurs est une des sources d’erreurs les plus
répandues dans les langages impératifs. Dans ce contexte, tout vérificateur statique de
code capable de détecter des erreurs potentielles & la compilation est bienvenu. Cet article
présente une technique de débogage statique pour la détection d’acces incorrects & la mémoire
(déréférences de pointeurs invalides). Le langage considéré est un sous-ensemble de C. L’outil
est basé sur un analyseur statique étendu par des assertions qui sont de deux types:

o les assertions statiques qui sont vérifiées automatiquement par I’analyseur.
o les assertions hypothétiques qui sont traitées comme des hypotheses par ’analyseur.

La technique prend en compte les structures de données allouées dynamiquement et elle est
suffisamment précise pour traiter les structures circulaires.

Mots-clé : débogage statique, analyse statique, vérification de programmes, pointeurs
pendants, débogage par assertions, logique de Hoare
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1 Introduction

The motivation for the work described in this paper comes from three observations:

o Most widely used programming languages allow explicit pointer manipulations. The
expressiveness provided by such features is appreciated by many programmers because
it makes possible to master low level details about memory allocation and reuse. Ho-
wever, the explicit use of pointers can be quite subtle and error prone. It is well known
that one of the most common source of bugs in C is the incorrect use of pointers.

e Dynamic debugging tools are very accurate to locate errors in programs because they
have access to the exact state of the memory. Their weakness is that they are execution
dependent and it is not possible in general to test all existing executions of a program.
On the opposite, static code checkers perform an exhaustive verification of programs
at the cost of some approximations.

e In debugging, a widespread technique is the use of assertions inserted in the body of a
program to specify its expected behavior. The importance of assertions in debugging
is discussed in [17]. Verification of assertions is generally done by a theorem prover and
can be a very time consuming task. An important challenge is to find a compromise
between the expressiveness of the analysed properties and the mechanisation of the
analysis.

The goal of the technique described in this paper is the detection of incorrect memory
accesses through dereferencing invalid pointers. A pointer may be invalid because it has not
been initialised or because it refers to a memory location which has been deallocated. The
main features of the debugging technique described in this paper are the following:

e It is able to detect incorrect use of pointers within recursive data structures.
e It is formally based on a (natural) operational semantics of the language.
e It offers an interactive assertion-based interface to the users.

This contrasts for instance with 1int [13] which returns warnings concerning the use of
uninitialised variables but does not check dereferences of pointers in recursive data struc-
tures. To our knowledge, no formal definition of the 1int checker has been published either.

Of course no static pointer analysis can be complete and we decide to err on the conser-
vative side: we show that the execution of a program that has passed our checking process
cannot lead to an incorrect pointer dereference. The required approximation means that
our checker can return warnings concerning safe programs.

Even if it cannot be complete, such a tool must be as accurate as possible. The user
would otherwise be swamped with spurious warnings and the tool would be of little help. In
particular, the tool must be able to return useful information about recursive data structures
in the heap. Two significant features of our checker with respect to data structures are the
following:
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4 Ronan Gaugne

e It is able to treat recursive data structures in a non uniform way (indicating, for
example, that a pointer variable x refers to the tail of the list which is also pointed to
by another variable y).

e It is able to handle circular lists without introducing spurious aliases between different
addresses in the list.

Such accuracy has a potentially high computational cost. In order to design a realistic tool,
we have to find a compromise between efficiency and accuracy. We choose a flexible solution
by offering an interactive interface to the user. The interaction is based on two kinds of
assertions:

e static assertions whose consistency with respect to the properties inferred by the ana-
lyser is automatically verified, and

e dynamic assertions treated as additional hypotheses by the analyser and verified during
program execution.

Such a solution presents several advantages:

e The user can modify the trade-off between efficiency and accuracy. For example, he
may decide to skip the analysis of a part of the program.

e Dynamic assertions permit to enhance the accuracy of the analyser by adding proper-
ties that cannot be inferred by the analyser.

e Static assertions are useful to locate precisely an error detected by the analyser.

In section 2, we briefly present the analyser that forms the basis of our debugger and
recall the main results. Algorithmic concerns are discussed in section 3. The extension of
the analyser with assertions is described in section 4. A dynamic verification of dynamic
assertions is defined to lower the risk of errors that have passed the static checking phase
due to the introduction of wrong assertions. Some examples illustrating different debugging
scenarios are given in section 5. Section 6 reviews related work and section 7 suggests
avenues for further research. The complete definition of the analyser described in section 2
and the abstract syntax and dynamic semantics of the subset of C considered in this paper
are gathered in the appendix.

2 Specification of a static analyser

Let us first recall the static analysis described in [8], its possibilities in static debugging and
the main correctness results. The goal of the analysis is the detection of pointers errors in
presence of recursive data structures. The examples in Figure 1 and Figure 2 illustrate some
of the possibilities of the analyser. For instance, in Figure 1, the analyser is able to prove
that the dereference on x within the while-loop is always correct due to the condition x!=t.

INRIA
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The error on the double dereference on x is detected because the property x=t is true at the
end of the loop. In Figure 2, the same program is applied on a circular list. In this case,
the analyser is able to prove that the whole program is correct

while (x!=t)

{

X=*X.next; < correct dereference
y=x(*x.next) .next; +Iincorrect dereference

Figure 1: Iteration on a list

while (x!=t)

{

X=%X.next; Correct program

}

y=*(*x.next) .next;

Figure 2: Iteration on a circular list

The analyser is defined with respect to a natural operational semantics of a subset of
C. The language includes standard features of C (assignments, conditional, while-loop)
and also instructions relative to the dynamic allocation and deallocation of memory cells
(alloc and free). The syntax and semantics of the programming language considered in
this paper are provided in Figure 15 and Figure 16 in the appendix. We use the excep-
tion value illegal to denote the result of a computation involving the dereference of an
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6 Ronan Gaugne

invalid pointer. The language considered here does not include procedure calls and gotos
but both are treated in the full version of the analysis described in [7]. We also ignore
arithmetic operations on pointers and we assume that only one field of a record can be
of type pointer. Due to this simplification, we can omit the field names in access chains
without ambiguity (writing, for instance, s for *v.cdr if v is a variable of type *1ist with
list = struct car:int cdr:*list).

The first part of this paper is concerned with the definition of the analyser. It is presented
as a specialised Hoare logic for connectivity and aliasing properties of pointers. The sequents
are triplets {P} S {Q} where:

e S is a statement of the analysed program.

e P is a pre-condition expressed by a logical formula of our language of properties Prop
(defined below). It characterises the state of the memory before the execution of S.

e () is a post-condition in the same syntax as P. It characterises the state of the memory
after the execution of S.

The class of properties Prop considered in this paper is defined in Figure 3.

P1 A Py |P1 V Py | P "Ul = vy ‘ V1 — U2 |True|False
id | &id | *id | undef
€ Prop, v € Var

P
v
P

Figure 3: Syntax of properties

In the sequel, we use the word “variable” to denote either undef or an access chain (that
is to say an identifier id of the program possibly prefixed by a sequence of * or &). P ranges
over Prop, v ranges over the domain of variables Var and undef stands for the undefined
location. As usual, xv denotes the value contained at the address a where a is the value of
v; &w is the address of v. The suffixes of a variable *id are the variables id and &1id.

The semantics of properties is specified through a correspondence relation Cy, formalised
in Figure 17 in the appendix. This semantics is parameterised with a set of variables V CVar
called the reference set in the sequel. This parameter can be used to tune the logic to get
more or less accurate analyses. We impose only one constraint: ) must contain the suffixes of
all the variables assigned in the program (and the arguments of free). The correspondence
relation Cy (P, £, Sp) relates states of the memory to the properties they satisfy. The
states of the memory are pairs (£,Sp) where £ is an environment (i.e. a function mapping
identifiers to addresses), and Sp is a store (i.e. function mapping addresses to values)). The
intuition behind the correspondence relation is the following;:

e v; = v holds if the value of v; is equal to the value of vo. In particular xv; = undef
means that the value of v; is an invalid pointer (which is the case if v; has not been
initialised or if v; points to a cell which has been deallocated by free).

INRIA



Static debugging of C programs: detection of pointer errors in recursive data structures 7

e v; > vy holds if the (address) value of vy is accessed from the (address) value of vy
through at least one level of indirection and no (address) value of a variable of the
reference set V appears in the path from v; to vo. The last condition is crucial for the
treatment of the assignment command.

Let us now turn to the axiomatisation itself. Space consideration prevents us from
presenting all the system in detail (see Figure 19). We just consider three rules here to
convey some intuition about the logic: the conditional, the dereference and the assignment.

e Conditional: The validity of the sequent {P} if (E) S1 elseSs {Q} depends on the
validity of three Hoare sequents:

— {P} E {P} checks the validity of the derefences appearing in the test E, and

— {P} S; {Q1} and {P} Sz {Q2} correspond to the analysis of the two branches of
the conditional.

The rule for conditional is written:

{PYE{P} {PAE}Si{Q:} {PA'E} S, {Q:}
{P} if (E) Sy else Sy {Q1V Q2}

We can formulate two remarks about this rule:

— the post-condition of the conditional is the disjunction of the post-conditions
@1 and Q2 of the two branches. This is because the analyser cannot determine
statically which branch is going to be executed.

— The test F is taken into account in the analysis of the two branches through the
operation “~” which transforms a boolean C expression E into a property E in
Prop. For example, the C operators && and || are transformed into the logical
“and” and “or” connectives. Of course, E is an approximation and it returns
“True” if no pointer information can be extracted. The complete definition of
the transformation “7” is given in Figure 21 in the appendix.

e Dereference: {P} xv {P} if P = —(xv = undef)
To check the validity of a dereference v, it is sufficient to prove that *v is not equal
to the undefined value undef in the pre-condition. The verification is achieved via the
partial order relation = which is defined in Figure 18 in the appendix.

{PYvi {P} {P}v:{P} P = Q[vz/u:]p

{P} vi=v2 {Q}
The rule corresponding to the assignment case is by far the most delicate to define. It
needs a notion of substitution which must handle specific features of our language like
aliasing and connectivity between pointer variables. The complete definition of the

e Assignment:
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8 Ronan Gaugne

substitution [vs/v;]% can be found in Figure 20 in the appendix. Roughly speaking,
Q[v2/v1]% holds if @ holds when all occurrences of v; (and its initial aliases which are
recorded in P) are replaced by vs.

The following theorem establishes the soundness of the inference system:

THEOREM 2.1

if {P}S{Q} then

VE,VSp. Cv(P, £, SD) and & Fgpqp <S,Sp> ~ Séy = CV(Q, g, Séy)

This theorem expresses that for a valid sequent {P} S {Q}, if S is evaluated with initial
state (€£,Sp) verifying the pre-condition property P then the resulting memory (£,S))
verifies the post-condition property Q.

COROLLARY 2.2

if {P} S{Q} then

VE,VSp.Cy(P, £, Sp) = € Fstar <S,Sp> b illegal.

Corollary 2.2 is a direct consequence of Theorem 2.1. It shows that the logic can be used to
detect illegal pointer dereferences. The proof of Theorem 2.1 can be found in [7].

3 A static debugger for pointer errors

The system presented in the previous section is a specification of a static analyser. The next
step consists in the derivation of an algorithm from the specification. The derivation follows
the method presented in [10] to get a decidable and deterministic proof system. Choices
have to be made among algorithmic alternatives during this step. In particular, we have to
decide the direction of the analysis: it can be top-down and return the post-condition from
the pre-condition or bottom-up and do the opposite.

Of course, the derivation of the algorithm from the specification involves some approxi-
mations. For example, we need to restrict the reference set V to be finite. Another approxi-
mation concerns the order relation = which is very expensive to check; it is approximated by
I= and properties are turned into a normal form to preserve the most complete information.
The interested reader can find more information on this subject in [8]. The definition of =
is shown in Figure 4. A derivation of a correct top-down algorithm is presented in [§].

The algorithm produced as the result of this derivation is a useful static analyser for
pointer errors. We have proved that programs which pass the check cannot lead to an

INRIA
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False = P PP P |= True
P ‘:>P Py ‘:>P P ‘:> Py P> |:> Ps3 P':>P1 P‘:> P>
P1VP2‘:>P P1':>P3 P‘:>P1/\P2
P »P P, =P
P1/\P2‘:>P P1/\P2‘:>P
P‘:>P1 P':>P2
P’:>P1VP2 P‘:>P1VP2

Figure 4: Deduction order over properties

incorrect pointer dereference. When an error is detected, the guilty dereference is returned
to the programmer. Furthermore, due to the presence of disjunctions in properties, the
analyser is able to distinguish between incorrect dereferences and unsafe ones. A dereference
is reported to be incorrect when the analyser has proved that it certainly causes an error.
An incorrect dereference is detected with the rule

{P} =id {incorrect dereference: * id} if P |5 xid = undef
A dereference is reported to be unsafe when the analyser has proved that it may cause an
error. Unsafe dereferences are detected with the rule

{P} xid {unsafe dereference: *id} if P [ *id # undef

Unsafe dereference reports are warnings. They can occur because of the approximations
of our algorithm. For example, in general the length of a path between two variables cannot
be known statically. Let us consider that the property *x +— y is implied by the pre-condition
of the assignment x = *x.next. As we do not know the length of the path between xz and
1y, the post-condition is split in the disjunction *z +— y V xz = y. Furthermore, if y is equal
to undef, further dereferences on z will be unsafe. Another case of approximation is when
the source of a pointer error occurs in a branch of a conditional. As the analyser cannot
determine statically which branch is going to be executed, we have seen in the previous
section that the post-condition is a disjunction. The source of the bug thus is handled
within a subterm of the disjunction.

As we have shown above, disjunctions provide a very high accuracy for the analysis. The
counterpart is that the size of properties is exponential in space with respect to the number
of variables of the reference set. Several solutions for the optimisation of the algorithm are
discussed in section 7. These optimisations lead to important gains, which is crucial for the
design of a realistic tool. However, we think that it is important to let the user decide the
trade-off between accuracy and efficiency.
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10 Ronan Gaugne

Another significant issue is the relevance of the information returned by the debugger.
Our analyser is able to provide accurate reports on erroneous dereferences. But, in general,
this is not sufficient to pinpoint the source of the bug. We argue that this part of a debugging
session needs a narrow collaboration between the tool and the user. We formalise this
interaction with user defined assertions. Such an interaction is useful for the location of
errors; it also represents a realistic compromise between accuracy and efficiency: the user
has the possibility to enhance the power of the analyser by writing additional hypotheses.
He can also avoid the analysis of some part of the program as shown below.

4 Debugging with assertions

So far, we have focussed on the information returned to the user by the analyser. We present
now the dual information flow in the dialogue with the user. Our system is extended in a
natural way with a notion of user defined assertions without introducing any modification
to the formalism defined previously. We distinguish between two kinds of assertions:

e static assertions, to be checked by the analyser via a decidable order relation, and

e dynamic assertions, which are considered by the analyser as additional hypotheses in
the same way as tests in conditional and while-loop. They represent extra information
about the execution context that are provided by the user. This kind of assertion can
be verified at run time using the concretisation function Cy.

{Prs{Q} P=4
{P}[A<=5]{Q}

{Prs{Q} @=4
{PH[S => Al {Q}

[SPRE] [SPOST]

PAAs False {PAA}S{Q}
{PY[AF ST{Q}

{P} S{Q} QANA} False

[DPRE] IS TAT (@A A)

[DPOST]

Figure 5: Axiomatics of annotations

The syntax of an annotated statement for a static assertion A inserted before (resp. after)
a C statement S is [A <= 5] (resp. [S => A]). The rules for static assertions are presented
in Figure 5. We have two different rules, [SPRE] and [SPOST] corresponding to assertions
inserted before or after a program point. The analyser checks that A can be deduced with
the relation | from the pre-condition P (resp. the post-condition ). The important point
is that the verification of static assertions is fully automatic because the order relation |
defined in the previous section is decidable.

The syntax for an annotated statement with dynamic assertion A is [A— > S] (resp.
[S < —A]) and its semantics is such that A is directly included in the pre-condition (reps.
the post-condition). The rules for dynamic assertions [DPRE] and [DPOST] are presented

INRIA
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in Figure 5. As in the static assertions case, we can insert dynamic assertions before or after
program points. Dynamic assertions are used to add hypotheses for the analyser. Their
natural role is to provide information which cannot be inferred by the analyser. They also
can be useful to avoid analysing some branches of the program by imposing test values at
conditional points. It is then sometimes possible to avoid analysing while loops, which may
reduce greatly the time required for the analysis. In this case, dynamic assertions can be seen
as a kind of code relaxation (elimination of some parts of a program to avoid their execution
during a debugging session). The interest of dynamic assertions is illustrated in section
5. The particularity of dynamic assertions is that the verification of their consistency with
respect to the actual abstract state of the memory is limited. The proof of P A A A False
which checks this consistency is unable to ensure that all executions of the analysed program
will lead to a concrete memory state which verifies the property A. This is because the
analyser may not be able to prove the user defined dynamic assertions. In order to avoid
the risk of errors that have passed the static checking phase due to the introduction of
wrong assertions, we have extended the operational semantics of the language to integrate a
dynamic verification. The extension of the semantics is shown in Figure 6. The verification
is achieved through the use of the concretisation function Cy.

€ Fstat <S,Sp> ~ S”DI CV(H’ £, S’D)
£ Fsta.t <[H—> S]:SD> ~ S”DI

€ Fstat <S,SD> ~ S"D’ Cv(H, 5, S"D’)
& Fstat <[S <—H],Sp>~ S,

Figure 6: Operational semantics for dynamic assertions

(P} E{P} {PAT}[Si =>> A {@} {PAIE}[S2 =>> A] {Q2)
{P} [if (E) Sy else Sy =>> A]{Q1 V Q2}

{P}E{P} {PAE}[S=>>A]{P} Pp A
{P} [while (E) S =>> A] {P AlE}

{P} [S1=>> AJ{P'} {P'}[S2 =>> A]{Q}
{P} [S15 52 =>> A] {Q}

{PrS{Q} @A
{P}[S =>> Al {Q}

Figure 7: Axiomatics of static invariants
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12 Ronan Gaugne

In order to extend the user-friendliness of the interaction, we introduce a third kind of
assertion, static invariants, which are in fact a particular case of static assertions. They
allow the user to verify that a property holds throughout a part of a program. The syntax
for a static invariant A in a subprogram S is [S =>> A]. The rules for static invariants
are presented in Figure 7. We have not defined the counterpart of static invariants in the
dynamic case because it does not seem to be useful at this stage. If this facility turned
out to be useful, it would not be difficult to handle dynamic invariants, neither to provide
corresponding operational semantics rules.

Since assertions have to be written by the programmer, it is important to provide a
suitable high level language to define them. The particularities of the two kinds of assertions
lead to the following remarks:

e The language of dynamic assertions must be directly translatable in the language of
Prop since these assertions are included in the property inferred by the analyser.

e The language of static assertions is less constrained. Static assertions are verified with
respect to properties inferred by the analyser via the |= relation but they are not
mixed with them. It is then possible to define a more expressive language including,
for example, recursively defined predicates. The introduction of recursivity permits
to simulate a notion a transitivity on the — predicate which was not possible in
our language of properties in the analyser because of accuracy considerations. This
extension allows us to define very natural predicates, ”Path(vi,v2)” and ”Loop(v)”
which are defined in Figure 9. The only constraint is to verify that the validity of
sequents of the form P = A with P € Prop and A € SProp remains decidable. This
result is established in Theorem 4.1

Languages of static and dynamic assertions are presented in Figure 8. Figure 9 describes the
translation of the interface language into the language of properties Prop used by the analyser
in addition of the definition of the two recursive predicates ”Path” and ”"Loop”. Note that
the definition of the predicate "Path” includes a free variable w. This definition can be seen
as a Horn clause where variables are implicitly universally quantified at the outermost level.
This quantification is bounded because the values of all variables are assumed to be in the
reference set.

DProp ::= Equal(vi,v2) | NEqual(vi,v2) | Alias(vi,v2) | NAlias(vi, v2)
| Direct(v1,v2) | NDirect(v1,v2)
| Dprop and Dprop | Dprop or Dprop

SProp :: = Dprop | Path(v;,v2) | Loop(v)

| SProp and SProp | SProp or SProp
v, v1, v2 € Var.

Figure 8: Language of annotations

INRIA



Static debugging of C programs: detection of pointer errors in recursive data structures 13

Equal(vy,v2) = v = Vg
NEqual(vi,v2) = =(v1 = v2)
Alias(vl,vg) = &Ul = &112
NA]iaS(’ul ,'U2) = —|(&’U1 = &’02)
Direct(v1,v2) = v > v

NDirect(v1,v2) —(v1 > v2)

Path(vl ,1}2)
Loop(v)

Direct(v1,v2) or Direct(v;,w) and Path(w, va)
Path(v,v)

Figure 9: Meaning of annotations

The axiomatisation of the analyser extended with rules of Figure 5 still verifies Theorem
2.1. An important property to ensure is:

THEOREM 4.1

The provability of P |5 A with P €Prop and A €SProp is decidable.

The proof of this theorem is direct: we consider a finite set of variables, thus implicit
quantifications are finitely bounded. Our logic is then equivalent to a propositional logic
and hence is decidable.

Because of the presence of disjunctions in SProp, the verification of P | A can be quite
expensive. We do not treat this problem here but the interested reader can find more
information on ways to tackle this problem in [11].

5 Examples

This section presents several examples illustrating the role of assertions in static debugging.
We first consider a scenario of debugging using static assertions. The Josephus algorithm
described in [15] and given in Figure 10 consists in two loops. The first one builds a circular
list and the second one removes at each iteration one element from the circular list until only
one is left (which points to itself.) We have slightly modified the code of the program to
introduce a pointer error. We have suppressed the assignment *t.next = *(*t.next) .next
of the second loop. The role of this assignment is to remove the element captured by the
pointer x from the circular list. Hence the variable x is kept inside the circular list. The
statement free(x) breaks the circularity of the list and at the next iteration of the loop,
the analyser detects that the dereference on t in the for loop is no more safe. The warning
provided by the analyser concerns this dereference on t as shown in Figure 11. From the
programmer point of view, this warning is surprising at this place because the list pointed
to by t is supposed to be always circular in the while loop. A solution to locate the source
of the error is to add the static invariant Loop(t) at the while loop to check that t always

RR n° 3232



14 Ronan Gaugne

typedef struct node *link;
struct node {
int key;
link next;
};
main()
{
int i, n, m;
link t, x;
scanf("%d %d", &n, &m);
t = (link) alloc(sizeof(struct node));
*t.key = 1; x = t;
for (i = 2; i <= n; ++i) {
*t.next = (link) alloc(sizeof(struct node));
t = *xt.next;
*t.key = ij;
}
*t.next = x;
while (t !'= *t.next) {
for (i = 1; i <= m-1; ++i)
t = *t.next;
printf("%d ", *t.next.key);
X = *t.next;
*t.next = *(*t.next).next;
free(x);
}
printf("%d\n", *t.key);

Figure 10: Josephus program

while (t!=*t.next)

{ for (...
t=*t.next; Warning: unsafe dereference *t.next
x=%t.next;
free(x);

Figure 11: Detection of an unsafe dereference

points to a circular list. Figure 12 shows the result of the analysis with such assertion. The

INRIA



Static debugging of C programs: detection of pointer errors in recursive data structures 15

[while (t!=*t.next)
{ for (...)
{
t=*xt.next;
}
X=*xt.next;
free(x); Incorrect assertion
}> Loop(t)]

Figure 12: Detection of the wrong static assertion

error is localised on the free statement.

Let us now consider an example of an application of dynamic assertions. First, we would
like to stress the fact that we implicitly focus on debugging with a forward analyser. In that
case, dynamic assertions are propagated forward and we can observe their effects on the
state of the program. Keeping this idea in mind, a natural application of these assertions
is the localisation of the error in Figure 13. The error is reported after the conditional
and is due to the free statement on the variable x which causes *x.next to be undefined.
For the programmer which has not found the source of the error, it would be useful to
detect if the bug is caused within one of the two branches of the conditional. A dynamic

/* x points to a linked list */
if (x==*y.next)

then
{
*x.key = 1;
free(y) }
else
{ *x.key = *y.key;
free(x)}
Zz = *x.next; Warning: unsafe dereference *x.next;

Figure 13: Error reported after a conditional.

assertion inserted before the conditional permits to relax one of the two branches and then
to determine more precisely the origin of the bug. In Figure 14, the analyser finds that the
annotated program is correct. Hence, the source of the bug is confined in the else branch
of the conditional. If the code written in the else branch was longer, the detection process
of the exact location of the error could use static assertions *x.next= undef to check the
validity of the dereference.
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[Equal(x,*y.next) + if (x==*y.next)

then
{
*x.key = 1;
free(y) }
else
{ *x.key = *y.key;
free(x)}]
Z = *x.next; Correct program

Figure 14: Localisation of the error.

Each kind of assertion has its specific use. Static assertions are used by the programmer
to verify that a property holds at some program point. Dynamic assertions are useful to
observe the influence of a property from a particular program point. Furthermore, they
establish a link between static debugging and dynamic debugging. Dynamic assertions can
be used to check if some properties hold or if some pieces of code are accessed at run time. We
believe that this intimate integration of static analysis and dynamic analysis is a significant
advantage of our framework.

6 Related work

In [4], Ducassé proposes a classification of debugging tools. Our work can be classified in
her framework as a “verification with respect to specifications” strategy. In our setting,
specifications gather the axiomatisation of pointer analysis and the dynamic assertions ad-
ded by the programmer. In this particular debugging strategy, Ducassé identifies several
techniques. Among them, our system handles the following:

e Symbolic derivation of assertions, which corresponds to the inference of properties of
the analyser complemented with dynamic assertions.

e Consistency checking with respect to assertions, which corresponds to the verification
of static assertions.

e Concrete evaluation of assertions, which corresponds to the dynamic verification of
dynamic assertions.

Most related tools provide information about uninitialised variables but are unable to track
illegal accesses in recursive data structures.

LCLint [6] and Aspects [12] are also tools using formal specifications to check programs
but they both focus on the specification of the behaviour of procedures. They do not handle
recursive data structures.

INRIA



Static debugging of C programs: detection of pointer errors in recursive data structures 17

Typestates [16] present a special form of type checking performed by the NIL compiler.
They express the degree of definition of pointer variables (uninitialised, initialised, defined)
but not in recursive data structures.

Purify [9] and the work of Austin, Breach and Sohi [1] are less directly connected to
our work but they illustrate a complementary aspect of the debugging activity. They are
dynamic tools performing an instrumentation of the program code (object code for Purify
and source code in [1]) to protect memory accesses (among others) so that runtime errors
are detected as soon as possible during the execution. Like all testing tools, reported errors
are only those occuring with the tested inputs. Our static debugger formally integrates some
features of dynamic debugging via dynamic assertions verified at run time.

Another interesting debugging tool is Syntox [3], a static debugging tool for tracking
out-of-bounds array indices in Pascal like languages. It is formally based on abstract inter-
pretation and uses assertions added by the programmer. Assertions in Syntox are equivalent
to our dynamic assertions but no solution is proposed to deal with incorrect assertions.

In the area of static debugging, the work whose spirit is the closest to our approach is
the debugging framework ESC (Extended Static Checking) presented in [5]. They choose to
detect a large variety of simple errors like nil dereferences or out-of-bounds array indices in
Modula-3. The user annotates the program being checked with specifications corresponding
to our dynamic assertions. A wverification condition generator transforms the program and
the specifications into a logical formula which is passed to an automatic theorem prover.
The problem of incorrect specifications is not treated and the power of the tool when no
specification is given is not discussed. As in other tools presented here, we find no equivalent
for our static assertions.

Another related area is program verification. Most systems like [2] and the work of
Luckham and Suzuki [14] focus on generality and completeness issues. The languages of
properties they use encompass ours but they are too rich to support fully automatic analyses.
Verification of properties is achieved by a theorem prover and depends heavily on user-
supplied properties such as loop invariants.

7 Conclusion

We have presented a static debugger for the detection of pointer errors. The tool relies on a
static analyser extended with facilities for interacting with the user. The interaction is based
on a language of static and dynamic assertions, which offers a wide panoply of debugging
strategies. We believe that the main contributions of our work are the following:

e The methodology has a firm semantics basis: an operational semantics is used to derive
a correct analysis algorithm from the specification. Two different kind of assertions
are formally defined and integrated within this formalism.

e The technique is powerful enough to track of pointer errors within recursive data
structures.
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e The use of a basis static analyser makes it possible to avoid complex interactions with
general purpose theorem provers.

e Static and dynamic aspects of debugging are intimately integrated in our framework.

We are considering several improvements for our basis analyser like the integration of the
results of extra analyses like liveness analyses and dependence analyses. An important source
of inefficiency in our analysis is the use of disjunctions, which causes the size of properties
to be exponential in space with respect to the number of variables of the program. In order
to alleviate this problem, we have designed a new language of properties Prop’ that does
not include disjunctions while preserving a high level of accuracy by using more involved
predicates. The formal correspondence between Prop’ and Prop has been established (a
property of Prop is approximated by a property of Prop’) and an implementation of the tool
based on this restricted set of properties is under way (this restriction has no impact on the
interface language used for the interaction with the user).
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Appendix

pgm
stmt

exp

lexp

stmt

if (exp) stmt else stmt
while (exp) stmt
stmt ; stmt

lexp = exp

free (lexp)
[Dprop F stmt]
[stmt 4 Dprop]
[Sprop | stmt]
[stmt | Sprop]
[stmt > Sprop]

id

*id

&id

alloc (type)

id

*id

If-else

While loop

Sequence

Assignment

Runtime deallocation
Dynamic pre-assertion
Dynamic post-assertion
Static pre-assertion
Static post-assertion
Static invariant
Variable (id € 1d)
Pointer dereference
Address operator
Runtime allocation

Figure 15: Abstract syntax of the programming language
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€ Feop <E,Sp> ~ <b, 8> € Farar <51, 8>~ S b#0
& Fytar <if (E) S1else Sy, Sp> ~ Shu

[if-true]

Elrenp <E,8p>~ <b,85> € lgpar <S2,8p>~8h, b=0

if fal
[if-falsc] € Farar <if (E) S; else Sy, Sp> ~ Spo

Elrewp <E,Sp>~+ <b,85> &€ Fgar <S;while(E) S,85,>~ 85, b#0
E Fstar <while (E) S, 8p> ~ S%u

[while-true]

g|_e1!p <E,SD>’V’<I),L»’D,> b=0

hile-fal
[W 1le ase] E Fyrar <while (E) S,SD>’\/)S/ ,

EFgtar <S1,S’D> ~r S’D’ EFgtar <52,Sé)/> ~ 8%,

se _
e E Fstar <S1; 52, Sp> ~ Shu
[assign] & Fewp <v1, 8p> ~ <a1, Spi> € benp <va, Spi> ~ <valy, Spu>

’ & Fstar <v1 = vz, 8p> ~+ Spu[valy/ay]

£ l_e:(: <v SD> ~ <a S’D>

free P ’ ) WED. D =D—{a
[ree] E Fatat <free(v),Sp> ~ Spr ; {a}
[illegal] & Fstat <5, 8p>~+ illegal otherwise (access to a ¢ D)

Definition of F¢gp

[var] € Feap <id, Sp> ~ <8p(E(id)),Sp> &E(id) € D

g '_e:np <Zdy S‘D> ~r <(1,S’ >

ind D’
[indr] EFooy < #id Sp> < <Sp(a),Sp> €
E Flewp <id,Sp> ~+ <a Shhi>
dd o e
[address] E Fonp <&iid, Sp> ~ <a, Sp>
[alloc] E Fepp <alloc(T),Sp>~ <a,8p> a gD, D'=D+ {a}, Sp =Sp+ {a — L}
[unary] & begp <E,8p> ~ <val, 8p,>
E begp <op E,Sp>~+ <O(op)(val), Sp,>
[binary] Ebeap <E1,8p>~» <valy,8p> & Fewp <Ea,8pi> ~» <valy, Spu>
i
v & bewp <E10p Eg, Sp> ~+ <O(op)(valy, vals), Spn>
[illegal] Ebewp <E,Sp>~+ <1,illegal> otherwise (access to a ¢ D)

Definition of Fyeqp

[var] & Fleap <id, Sp> ~ <&(id), Sp>

& Ferp <id, Sp> ~ <a,8p>
& Feap < xid, Sp> ~ <a, Sp>

[indr]

Sp : (D — Val) 4 {illegal}, & :1d — Adr,
D CAdr, Val = Base+Adr, Base = Bool+Int+...
id € Id, a € Adr, val € Val

RR n°3232 . . . :
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Cy(P, &, illegal) = false

Cy(vi =2, &, Sp) Val(v1, €, Sp) = Val(ve, €, Sp)

Cy(vi —v2, &, Sp) = dai ...k, a1 = Val(vi, €, Sp), ar = Val(va, &, Sp),
Vi (1 <z < k) Sp(ai) = Qi1
Vi(l<i<k), VveV, a; # Val(v, €, Sp)

= CV(Plﬂga S’D)MCV(P2557 SD)

CV(P15 ga SD) gCV(Pza ga SD)

not (Cy (P, &, Sp))

Cy(P1 APy, E, Sp)
Cy(P1V Py, &, Sp)
Cy (=P, &, Sp)
)
)

Cy(True, &, Sp) = true
Cy(False, £, Sp) = false
Val(undef, £, Sp) = L
Val(&id, €, Sp) = E(id)
Val(id, €, Sp) = Sp(E(id))
Val(xid, £, Sp) = Sp(Val(id, £, Sp))

Figure 17: Correspondence relation

(vi =v2) AP = Plva/v1] &xv=uv *&v = V] = Vg => *U] = *Ug
V=0 vl =v2 ANvy = U3 = vl = U3 V] = U2 => V2 = U1
U kU v1 > v2 = (v2 = *v1) V (*v1 — v2) z = undef = *xz = undef

vl > wAWw v > v v withw gV

False > P P =P P = True

Pr=P P,=P Pr=P, P>=Ps3 P=P P=P
PiVvP,=P Py = P3 P= P APy

PiLANP, = P P11 APy = Py P = PV Py Py = PV Py

Figure 18: Partial order and equivalences on properties (w.r.t 1)
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{PYE{P} {PAE} S {@1} {PAIE}S;{Q}
{P} if (E) S1else S2 {Q1V Q2}

{P}E{P} {PAE}S{P}
{P} while(E) S {P AIE}

{P} S1{P'} {P'}S:{Q}
{P} 51:52 {Q}

{P} *1id {P} if P = —(xid = undef)

{P}z = alloc(T) {P A\ ~(2 =v) A=(x2 = v) A (+2 > undef)}

veVar

{P} free(v) {Q} if P = Q[undef/ xv]%

{P} v {P} {P}uvs{P} P = Qvz/uni]}
{P} vi=v2 {Q}

{P} E{P} with E=id, &id

P=P {P}S{Q} @ =Q
Prs{Q)

weakening

Figure 19: Axiomatics of statements and expressions
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(@1 A Q2)[vz/n1]¥% =
@1V Q2)[v2/nn]¥ =
(Q)v2/n1]% =

(v="v)[vz/01]} =

(= )va/nilp =

(Q1[v2/v1]%) A (Q2[v2/v1]})

(@1[v2/v1]}) V (Q2[v2/v1]})

—~(Q[v2/v11})

v[va/v1]% = v'[vz/n1]%

[((T—=0") A (0 = &uv1))

V(0= we o) A=(0 = &v1) A —(w = &v1))]

AVz eV, (~(0—E)V(E=7)V (T 7))]
with & = z[v2/v1]%, ¥ = v[vz/v1]% and &' = v'[v2/v1]%

Truefva /v1]% True
False[va/v1]% = False
&idlva/v1]% = &id
id[vg/'ul]]g = wif P = (&id = &v1)
= idif P= —(&id = &v1)
xidlva/v1]% = w2 if P = (id[vz/v1]% = &v1)
= *(idl[’uz/’l)l}]g) if P= ﬁ(idl[Ug/Ul]]}), = &Ul)
undeffva/v1]% = undef
Figure 20: Definition of substitution with aliasing
E1gkFy, = E1NEy EillE;, = Ei1VE; l(vi!=vy) = v1=uv
!(El&&Ez) = IE1V!Ey !(Ell |E2) = IE1AN'E>y !(111==112) = —|(1)1 = ’Uz)
VIS=U = U1 =02 vil=vy = —|(U1 = UQ)
E = True otherwise

Figure 21: Definition of E
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