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Abstract: We introduce a method for the construction of skeletal curves from an unorganized collection of
scattered data points lying on a surface. These curves may have a tree like structure to capture branching
shapes such as blood vessels. The skeletal curves can be used for different applications ranging from surface
reconstruction to object recognition.

As an input, the algorithm takes a set of 3D points. It returns a set of curves arranged in a tree structure.
The only interaction needed is the selection of a data point which represent the root of the tree. A neighborhood
graph is constructed over the set of points to compute geodesic distances between the root point and the other
points. Connected level sets of the distance map are then extracted and organized in a tree structure. The
centers of these levels sets constitute the skeletal curves.
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Extraction de courbes squelette a partir de nuages de points

Résumé : Nous proposons une méthode construisant des courbes squelettes a partir de la donnée d’un nuage
de points approximant une surface 3D. Ces courbes permettent de construire une approximation cylindrique
de la surface de l'objet. Elles peuvent avoir une structure arborescente pour modéliser des embranchements
comme dans le cas des vaisseaux sanguins.

A partir d’un ensemble de points 3D, ’algorithme fournit un ensemble de courbes structurées sous forme
d’arbre. La sélection préalable d’un des points permet de définir la racine de ’arbre. Un graphe de voisinage
construit sur ’ensemble des points est utilisé pour calculer les distances géodésiques entre le point racine et les
autres points. Des ensembles de niveaux connexes sur la carte de distance sont extraits et structurés sous forme
d’arbre. Les courbes squelettes sont alors construites & partir des centres de ces niveaux.

Mots-clé :  courbe squelette, décomposition cylindrique, cylindres généralisés, reconstruction
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1 Introduction.

The description of objects with cylindrical shapes has been extensively used in the computer vision community
[AB73, SAB81, SB84, OBFG94, BRLS96]. In a first approximation it is often convenient to model a shape as a
generalized cylinder. This is particularly relevant in the context of reconstruction of anatomical shapes from CT
data or scanner [PWMZ95, WW95, NKK*96]. Numerous works have been done for object description using
tree-like structures [SES93, Ebe93, NCS94, Naz96, NCS96] or cylindrical representations [BRLS96]). What
makes the use of cylindrical descriptions and generalized cylinders so popular is their relative simplicity. A
generalized cylinder is parameterized by a spin curve together with a set of cross sections [AB73]. Depending on
the application, the recovery of such parameters usually requires less work than it would be for a more general
description of a shape.

Modeling of shapes with implicit surfaces defined by a skeleton has also been exploited in Graphics [BW90,
BS91]: the surfaces of the objects are then defined as iso-surfaces of field functions generated by the geometric
primitives that form the skeleton. An implicit reconstruction of shapes from a set of 3D scattered points using a
geometric skeleton has been proposed in [BTG95, FCGA96]. In their approach, the geometric skeleton is built
using the Voronoi graph of the data points.

Most of the studies done in medical imaging start from volume images so that the traditional medial axis
transform can be applied [NKK*96]. Pisupati & al. [PWMZ95] use a different approach to compute a central
axis inside pulmonary tree structures. Their algorithm uses a recursive region growing to go down the tree
volume. A branching region is encountered when the unvisited set of voxels split into two disjoin sets.

As opposed to voxelized data we start from an unorganized cloud of points sampled on a surface and we do
not restrict ourselves to medical applications. To use a cylindrical model to represent the surface, a 3D curve
inside the cloud of points representing the object must be specified. When the set of 3D points is given as a set
of 2D planar scans, the curve defined by the centroids of each 2D section can be used (as in [BRLS96]). However,
this implies a consistent orientation of the cross-sectional planes relatively to the position of the object. Figure
1 shows two possible relative orientations. Clearly the first configuration (a) is not adapted. Sometimes, because
of the bend shape of the object, it is even impossible to find a valid orientation for the sectional planes, as for
the horse of Figure 10.

Figure 1: Two sets of 2D sections sampled on a same surface.

Although it is essential to find a suitable axis in order to design a generalized cylinder, this issue was rarely
discussed. In practical cases this task can be tedious as mentioned by Nazarian & al. [NCS94, Naz96, NCS96].
Nazarian & al. propose a few techniques to automate the determination of the axis. They mainly present two
methods:

O

O

Figure 2: a: recursive subdivision using main axes of inertia (Nazarian & al); the first main axis is shown in dashed
line; The main axes of inertia and the perpendicular splitting planes for the second level of recursion are shown in plain
lines. b: The first axis of inertia and the perpendicular splitting plane are not suitable for the subdivision algorithm.

e the first one consists in a recursive subdivision of the set of data points. At each step the subsets of
data points are split by a plane perpendicular to their main axis of inertia and passing through their
barycenter. The resulting axis is a polyline composed of main axes of parts of the initial data set of points
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(cf. Figure 2.a). The authors recognize their method does not always work and show a counterexample
where the main axis of inertia, represented in dashed line in Figure 2.b, cannot be used to find the central

axis.

e the second method works on set of data points given by planar 2D scans and it uses the triangulation
computed by Boissonnat’s method [Boi88] as an approximation of the tubular shape.

In this paper, we present a method which automatically computes a set of 3D curves in a cluster of points.
When the points lie on a surface these curves may be used as axes for a cylindrical approximation of the surface.
These curves may form a tree structure if the surface can be seen as a “tree of generalized cylinders”. The
method works independently of the bending of the surface. As a consequence it will return a correct result for
the shape shown on Figure 2.b. In order to obtain satisfying results we make some hypothesis on the input

cluster of points:
1. The data points should be sampled on a certain (unknown) surface.

2. The sampling should be done in such a way that the distance between neighbor points is small with respect
to the width of the tubular parts of the surface.

The computation of the axes is based on a cylindrical decomposition of the surface representing the set of
3D points. We introduced the cylindrical decomposition of a shape in [Laz95, LV96] to compute axes inside
polyhedra. A single axis will be obtained for each cylindrical part associated to this decomposition. As an
input parameter, the cylindrical decomposition takes a single point called the source point. This source point
may be interactively designated by the user. We are also currently working on a default selection based on the
diameter of a shape [CEGS93]. The choice of the source point is critical since it will determine the cylindrical
decomposition. Hopefully, as was pointed out in [LV96] the decomposition is not very sensitive to the precise
location of the source point. Intuitively, the source point correspond to a polar extremity of the shape as shown

on Figure 3.

source

Figure 3: The source point and the corresponding cylindrical decomposition.

2 Overview

The computation of the 3D curves is made in four steps, as illustrated in Figure 4. Given a set of data points,

1. We build the neighborhood graph of order n. This is a non oriented graph whose vertices are the input
data points. The edges have the form (v,v’), where v’ is one of the n nearest neighbors of the vertex v
or v is one of the n nearest neighbors of the vertex v'. In general, it will not be possible to determine a

suitable polygonal surface from this graph as it may be non planar.
From this neighborhood graph and a source point, we construct a distance map and an oriented subgraph

called the geodesic graph. The geodesic graph is obtained by computing shortest paths of the neighborhood
graph between all vertices and the source point. The distance map is simply the length of these shortest

paths.
The construction of the neighborhood graph, the distance map and the geodesic graph are described in

details in section 3.
INRIA
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3D points neighborhood graph geodesic graph levels skeleton

Figure 4: The main steps of our method.

3. We further compute & level sets of the distance map using the geodesic graph, where k is a user defined
value. The level sets are composed of points at a constant distance from the source. We connect these
points on a proximity criterion and identify the connected components. For each level, we also compute
the centroids of every of its connected components.

4. The axes are finally obtained by connecting the centroids of successive levels as previously computed.
When the levels contains several connected components, the connection of the centroids are based upon
the paths of the geodesic graph.

Steps 3 and 4 are discussed in section 4 and examples are provided in section 5.

The computation of the neighborhood graph is the most expensive step. Since the neighborhood graph does
not depend on the choice of the source point, the user can select different source points, and the corresponding
axes computation will only involve step 2, 3 and 4. Similarly, as the number &k of discretization points is used
only in step 3 and 4, different values of k£ may be tried without actually recomputing steps 1 and 2.

3 The Geodesic Graph

We are given a set of data points X = {1, ....,Z,n } sampled on an unknown surface S and an integer n. The
neighborhood graph J\/'( X,n) is an undirected graph defined as follow:

e the vertices of NV(x,n) are the points of X

e a pair (x;, z;) is an edge of/\/(X,n) if either z; is one of the n nearest points of z; in X or x; is one of the
n nearest points of z; in X.

In order to compute the n nearest points of each vertex, we use a subdivision of the space into voxels. We
subdivide the enclosing box of the data points in N x N x N voxels! and associate each data point with
the voxel containing it. The search of the m nearest neighbors of a data point x is made by visiting the
voxels close to the one containing z and moving away progressively until n points (v1,...v,) are found. Let
d = maxi<;<n(distance (v;,x)). As we have already found n points (v1,...v,) located at a distance lower or
equal to d from z, we are sure that the n nearest neighbors of 2 belong to the sphere S(z,d) centered in  and
of radius d. Then we search all the data points belonging to S(x,d) and we extract the n nearest points on this
set, using a quick sort on the distance values.

The number n should be chosen such that N(x , is a connected graph. This choice depends on the regularity
of the sampling of the data points on the surface. In the examples presented in Figure 10 we used n = 5. When
the data points are not uniformly spread over the surface larger values may be necessary. For instance, in the
case of 2D planar scans with a smaller resolution inside the scan planes than between the cross-sections we
found that a value of n as large as 20 was necessary to obtain a connected graph. This was the case for the
object shown in Figure 15.

1The number N depends on the number of input data points.
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Even though ./\/( X,n) may be non planar we expect the neighborhood graph to be a fair approximation of
the unknown surface. That is the edges of ./\/( X,n) should lie on the surface.

Together with the selected source point x4, the neighborhood graph is used to compute the geodesic graph
G(X,n,z,)- The geodesic graph is composed of geodesic paths of the neighborhood graph emanating from the
data points and joining the source point. The length of an edge of the neighborhood graph is taken as the
Euclidean distance between its endpoints. We use the Dijkstra algorithm [CLR90] to efficiently compute these
paths and their length. Precisely, the Dijkstra algorithm runs in O(nlogn) and compute the geodesic distance
from any point to the source as well as a pointer to the next point in a geodesic path joining the source. Note
that there may exist several geodesic path from a point to the source. We simply use the path returned by the
Dijkstra algorithm. The distance map introduced in section 2 is defined for every data point to be its geodesic
distance to the source. It is extended to the edges of the geodesic graph with a simple linear interpolation of
the endpoint distance values of the edges.

As we supposed that the edge of the neighborhood graph should lie on the surface, the geodesic paths
previously computed are intended to approximate geodesic paths on the surface. The computation of geodesic
paths for polyhedral surfaces have been the subject of numerous publications [MMP87, OP94, Ped95]. The
algorithm described in [MMP87] computes exact geodesic distances but is also expensive. To obtain a faster
algorithm, [Laz95, LV96] have chosen to compute an approximation of the geodesic distance on a polyhedron,
considering only the graph composed of its vertices and its edges. As noticed in the previous section, the
neighborhood graph is not a polyhedral approximation of the surface described by the set of data points, so
that we can only compute approximations of the geodesic distances.

Note that G(x n,s,) is a connected subgraph of /\/'( x,n) since all the geodesic paths share the source point.
An example of a geodesic graph is shown Figure 5 for a set of data points registered on a femur?.

Figure 5: The geodesic graph of a femur. Edges marked in red are located at mid-distance of the source point and its
most distant point.

4 Levels and branches

After computing the geodesic graph and the distance map, we extract k level sets. The number k is given
by the user to specify the number of points used to approximate the longest axis. The choice of k must be
made considering the number and the locations of the branches and of the smoothness of the skeletal curves to
be computed. Thus several trials can be necessary to obtain the best value of k. The k levels d;,..., dy are
uniformly distributed over the interval [admaz, Bdmaz], Where dpqz is the extremum of the distance map and «
and f are two percentage coefficients. We used a = 3% and 8 = 97% on Figure 15. The ith level set S; is the
set of points on the geodesic graph® whose (extended) distance is d;.

Next, we need to partition each level set S; into subsets corresponding to the different branches of the
surface. To do so, we first construct the neighborhood graph /\/’(S,-,2): linking every point of S; with its two
closest neighbors. Then, we remove from Mg, 2) the edges longer than a certain length w;. w; is determined
using the hypothesis (2) on the data points: the distance between points is small with respect to the width of the
tubular parts. In practice w; is computed by using the median of the distribution of the distance values of the
second nearest neighbor of each point inside S;. Finally, we partition this graph into its connected components.

2data, courtesy of Jai Menon, IBM T. J. Watson Research Center.
3We have chosen to use the geodesic graph instead of the neighboring graph because we need to have the geodesic paths when
branches are detected.
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Extracting Skeletal Curves from 3D Scattered Data 7

This can be done in time nearly linear using the union-find algorithm [CLR90]. We also compute the centroid
of each connected component by taking the barycenter of its points.

The skeletal curves are constructed by connecting the centroids of successive level sets. When the level
sets have several connected components we use the geodesic paths to connect the centroids: if a level set S; is
partitioned into /; connected components (Se¢; 1, ..Sci i, for each j < I;, we select a vertex of the geodesic graph
whose edge contains a point of Sc¢;; and we follow its geodesic path to the source point until we encounter
an edge containing a point of S;_;. This point belongs to the connected component of S;—; which is either
associated to the branch containing Sc; ; or located at the birth of this branch.

In the first case, the corresponding centroids are connected.

In the second case, the branching node is backed up one level, as illustrated in Figure 6: if the connected
component is the location of the birth of I new branches, it is decomposed into ! new components using the
geodesic graph and the [ connected components of S; corresponding to these branches. [ new centroids are
computed at level i — 1 and are connected to the centroids of the corresponding connected components of
level i. With this process, we ensure the fact that the skeletal curves stay inside the object whose surface is
approximated by the 3D data points in most of the cases.

PR LE] i S
.- -
d
'

%i+l, 1 ‘:~.—":'. / A
geodesic paths

Figure 6: Left: S; is located at the birth of a branch. Right: &; is decomposed into two components: S'ci;1 and S'ci o
and the corresponding centroids are connected with the two centroids of level ¢ + 1.

Eventually we may approximate the axes with spline curves as shown for the femur on Figure 7 and 8*. We
use a simple fitting procedure from [Sch90, Eil94] to compute these splines from the connected centroids.

Figure 7: Left: 15 level sets computed on the geodesic graph of a femur. Right: the corresponding axis.

Each axis of the tree structure correspond to a tubular part of the surface. The union of these tubular
parts form a decomposition of the the surface. We first introduced this decomposition for polyhedral surfaces
in a previous work [Laz95, LV96]. In this work a simplified discrete version of the Morse theory is developed
(cf. [Ker92, KCM94] for use of Morse Theory in visualization). The geodesic distance to a source vertex on
a polyhedron is computed, and a vertex is classified as regular or critical according to the configuration of
distances of its neighbors (see Figure 9). The cylindrical decomposition is obtained by cutting through the level
sets associated to the critical points. The level sets of the geodesic distance are efficiently extracted using the
adjacency between faces of the polyhedron. In our case this adjacency relationship is not available. As a result
points cannot be classified as regular or critical which would in turn provide the branching points. The only

40ne can notice that, in this case, the axis curvature is very low and 15 levels are sufficient to obtain the skeletal curve: the
three axes of Figure 8 are very close and the smoother one presented in Figure 7 is the best one.

RR n° 3250



8 Anne Verroust & Francis Lazarus

Figure 8: Different number of levels used to compute the axis of the femur : 30 (red curve), 60 (yellow curve) and 90
(blue curve).

Figure 9: the leftmost vertex is regular and the other are critical (the + (respectively —) associated to a vertex indicates
that the geodesic distance between the vertex and the source is greater (respectively lower) than the geodesic distance
between the source and x).

INRIA



Extracting Skeletal Curves from 3D Scattered Data 9

topological information available are the neighborhood graph and the geodesic graph. In order to detect critical
points we could introduce a local ordering around a vertex with an approximate tangent plane associated as
in [HDD192]. In this case we would have to enforce a global coherence of this local ordering on the whole
surface. This can be as expensive as enforcing the global consistency of the tangent plane orientations as done
in [HDD%92]. Moreover this would not be very reliable since neither the neighborhood graph nor the geodesic
graph are planar. Also, since our purpose is to built skeletal curves and not to reconstruct the surface it is
reasonable to provide a procedure less expensive than a reconstruction method.

5 Results

We applied our skeletonization method on a set of examples presented from Figure 10 to Figure 15:

Figure 10: 15 level sets and the corresponding skeletal curves on a man and on a horse.

o Figure Figure 10 shows two models of a man and a horse. These models are public domain models found
on the Web pages of Cyberware®:

— The man has the source point located at the top of his head.

— The horse was scanned from many orientations resulting in 210 linear scans which consisted of a
series of scans of different regions (views) of the object. The source point is at the extremity of its
jaw.

In these two cases, the branches are correctly located and a tree-like axial structure is built.
e The shoe presented in Figure 11 and 12 is issued from a synthetic model. The points describing the shoe
are structured in 2D plans. One can notice that the levels obtained with the source point located at the

front of the shoe are nearly planar. Our method is little sensitive to the location of the source points:
in Figure 12, two different points located in front of the the shoe have been used to compute the axial

Shttp:/ /www.cyberware.com/models/modelIndex.html
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10 Anne Verroust € Francis Lazarus

Figure 11: 15 level sets and the corresponding skeletal curves on the geodesic graph of a shoe. The edges adjacent to
the source point are drawn in green.

structures. The corresponding axial structures are drawn in red and yellow. One can see that they are
nearly the same.

Figure 12: Two skeletal curves associated to two different source points.

e The pelvis bone the blood vessels shown respectively in Figure 13 and Figure 14 are described by a set of
2D scans. These data come from the database of Gill Barequet of the Department of Computer Science
of Tel Aviv University ©.

For the blood vessels, the main ramifications are detected, but when the vessels are too close, as illus-
trated in the right part of Figure 14, the data points belonging to distinct vessels are connected in the
neighborhood graph and in the geodesic graph which leads to an incorrect result for the skeletal curves in
this area.

e The axis of the synthetic helicoidal structure presented in Figure 15 cannot be found using Nazarian’s
subdivision method. Here, as the data points are regularly distributed inside each planar scan, the curve
is very smooth.

Table 1 shows the CPU time required to compute the axial structure for the models shown Figures 7 to 15.
The computing time depends mainly on the number of data points and on the order of neighborhood graph.
In fact, as noticed previously, the computation of the neighborhood graph is one of the most expensive part of
our method.

6Web site : ftp://ftp.math.tau.ac.il/pub/barequet/psdb/data/
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Figure 15: the geodesic graph and the skeletal curve associated.
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12 Anne Verroust € Francis Lazarus

reference of figures | number of data points | number of order of the CPU time in seconds
levels neighborhood graph on an Indy
7 16781 15 5 27.83
8 16781 30 5 33.20
8 16781 60 5 39.50
8 16781 90 5 44.83
10 (man) 21500 15 5 52.21
10 (horse) 48486 15 6 132.61
11 1056 15 20 30.18
13 2278 30 4 4.72
14 21985 100 4 48.68
15 769 15 15 3.51

Table 1: Statistics for Figures 7 to 15.

6 Conclusion

We have presented an original technique to associate an axial structure to a set of scattered data points.
The interaction is reduced to the selection of a source point. The main steps for the construction of the axes
are:

— 1 — the computation of the neighborhood graph and of the geodesic graph, using Dijkstra’s algorithm,

— 2 — the computation of geodesic levels and the location of branching nodes.

Our method is rapid and robust with respect to the location of the source point but the “quality” of the resulting
skeletal curves depends on the appropriate choice of the order of the neighborhood graph.

Work in progress include attempts to model more precisely the location of the branching nodes and an
automatic selection of a source point using the diameter of the neighborhood graph. A more robust construction
of the neighborhood graph is also under consideration. An adaptive order for the neighborhood graph based on
the local density of data points could probably help.
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