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Un protocole pour la description
consensuelle et consistante d’artefacts

Résumé : Le travail en réseausur un méme artefact (base de connaissance,
document,etc.) demandedes outils pour gérer la consistancede l'artefact et
s’assuremue les modificationsqui y sont apportéessoientacceptéegpar tous les
participants.Le protocolede Co4 présentéci permetde gérerla communication
entreles participantsde maniérea maintenir ces propriétéssur une hiérarchiede
représentations de I'artefact. Il éshdé sur la soumissiond’un article a unerevue
scientifique (mais ici, la contribution doit étre acceptéepar I'ensemble des
participants).Le protocole est indépendantdu type d’artefact et reposesur un
ensembleaestreintde messaged.a communicatiorentreles différentsparticipants
est décrite en détail par un ensent#gégles.Le protocoleestvivace, équitableet
maintient une représentatiorde I'artefact consistanteet consensuelleparmi les
participants.

Mots-clé : Collecticiel — travail collaboratif — partagede connaissance—
négociation— protocole d’interaction —  transmissionde connaissance—
consensus.
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A protocol for building
consensual and consistent repositories

Groupwork (for individuals, firms or groups themselves)can be favoured through
telecommunicatiorand computeradvances.Telecommunicatiorallows for communicationof
anddistributedaccesdo the sameartefact(a text, a contract,a productdesign,a knowledge
base,etc.); computerscienceallows the manipulationof such an artefactthrough more and
more sophisticatedools and is able to deal with many aspectsof the cooperationprocess
(coherence, broadcast asélcurity). The developmenbf softwareagentdet us foreseea kind
of groupwork addressed to both humans and programs.

Our aim isto enablepeopleto find an agreemenbn the constructionof a particularartefact
such as a knowledge base, a good design or an article. One can imagine several lalaoitories
firms groupedtogetherwith the aim of building and maintainingan encyclopaedidknowledge
server about a particular domain (whose contents céexbandimagesfor instance) For that
purposethis group can be implementedthrough one or several software agentsaimed at
collecting data and distributing it to those who are allowed to consult it.

This “computeras medium”ideacould be extendedowardsthe knowledgeitself (i.e. the
declarative representation of executable knowledge). Foptimpbse ,a computerenvironment
called Co4 (for collaborative construction of consensualknowledge) is presentedin
[Rechenmann 1993Euzenat 1995].Co4 is dedicatedto the incrementaland concurrent
building of a knowledge base organisinga set of various annotationsaround formalised
knowledge.The annotationcan be text, bibliography, image, experimentaldata which the
knowledge originates from.

Yet, such a knowledge base must evolve with research resultS8ogprovidesuserswith
support for, on one hand, expressing, annotating and manipulating their knowledge tlzend
other hand, making it available to othexople.However,if the servercanbe modified not by
only one authority but by any member of the group, new problems arise:wimaligvolicy can
one modify the knowledge base? Which software programs can implement these policies?

The present paper provides answers to these questions by describing gnetGcol.

The Co4 protocol implementsa consensualdecision policy (i.e. a policy in which a
modification,in orderto be acceptedmusthavebeenagreedby all the other members).The
principles underlying G4 are derived from those pieer-reviewedournals:beforeintroducing
it into a consensuatepository,the knowledgemustbe submittedand acceptedoy the whole
community. For that purpose, knowledge is submittetthe repository,reviewedby the other
participantsand acceptedor amendedaccordingto their reactions.The informal knowledge
(text, pictures, etc.) is also subject to submissions, reviewing, etcfihhlkg, the knowledge
storedin a consensuaknowledgebaseis safeenoughso thatanybodycan useit confidently
and easily. This protocol works at severallevels: the group repositoriescan be recursively
groupedtogetherinto a more important group base and so on, so forth. However, the
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6 Jérdome Euzenat

behaviour of such a group base is still subje¢he consensuaapprobatiorof its subscribers.
For instance, a consensual representation could be achieved inside a particular firipelrggore
submitted to the inter-institution repository.

The presentatiorbelow answersto the secondquestion(implementingthe protocol). The
formalismusedfor describingthe protocol has beendefinedwith regardto the needsfor a
reactivemulti-agentprotocol. It hasbeenkept simple: rules are triggeredby a single event
(identified by theclassof the senderandthe type of the messageand simple side conditions.
The reaction consists in sending other messages and manipulating codimairsand sets. Its
detailed descriptionallows a non ambiguousunderstandingof the protocol and easesits
modification by adding and/or modifying a single rule. Moreover, it provides several
advantages:

» the protocol has beendescribedin the LOTOS languageand went through extensive

model checking [Pecheur, 1997];

» the LoTOsdescription allows to generate simulators (used in 85);

» several properties are analytically proven below (86);

* its implementation has been easily achieved as a Unix library.

The protocol has also been kept flexible, extensible and general but non triviabtlaiy
protocol: it is made of 55 rules which cover the aspectginfinistration— registering,errors,
notification —, voting— including denyingand challengingproposals—, broadcastingetc..
This canbe comparedwith the “contact net” protocol [Smith 1980] modelledwith only five
rules in a language of very similar power [Gaspari 1997].

Since the work presentedhere has been designedin the context of knowledge base
constructionby a teamof researchersn somescientific field, exampleswill be given in that
perspectiveHowever, Co4 hasbeendesignedndependentlhyfrom the kind of artefactunder
construction.Once accepteda modification is appliedto the concernedartefactthrough the
usual manipulation software for that artefalog only constraintbeing that the artefactmustbe
describedn a digital format in somekind of repositoryaccessiblewith few primitives. The
advantagebroughtby this generalityis the ability to apply and experimentthe protocol on
variousapplicationssuchas computeraided-designg¢ollaborativehypertextdocumentatioror
the redaction of a corporate memory.

The consensuaaspectof the protocol doesnot restrictits applicability: it should be quite
easyto changethe policy from “consensual’to “majority” or “intersection”. However, the
properties would not be the same.

The paperfirst introducesthe simple social organisatiorof the repositories(81). Then the
general communication policies and notations are describeth¢g®e presentinghe complete
protocol from the viewpoint of individual repositories (83) and consensual repositories (84). An
extended trace is then given for demonstrating the potentialibhe@irotocol (85) andthe main
properties enjoyed by thedg protocol are presented aptoven(86). Finally, severalfeatures
of the protocol are discussed (87) and the protocol is compared with related work (88)

INRIA



A protocol for building consensual and consistent repositories 7

1. Overall architecture and presentation

In order to specify CO4, requirementsfor the software manipulating repositoriesand
communicating between them mustdesigned.The specificationof the softwareis presented
below together with the way it is used either manually or automatically.

The organisationof repositoriesin orderto contributeto a consensuatepositoryis first
introduced (81.1) before providing the principles of tkog @rotocol form the viewpoint ahe
individual users (81.2) and from that of consensual repositories (81.3).

1.1 The network of repositories

In Cog4, any cooperatoris viewed by the systemas a repository. In order to build a
consensuatepository, the individual repositoriesmust be linked together. Repositoriesare
organised into a tree whose leaves are user repositories and whose intermediatecaties
group repositories (see Figutg¢. Eachgrouprepositoryrepresentshe knowledgeconsensual
among its sons (called subscriber repositori€lis structureimposedto the collaborationcan
be stuck on the structure of a particdiemn or that of a particulargroupin the firm, butit can
also be independent from that structure. A repository can subscribe to only one group. A huma
user can create several repositories (possibly subscribingto different group repositories)
representing different trends, and knowledge can be transferred frompmsgtoryto another.

Also, nothing prevents several human users from sharing the same repository.

Subscriber knowledge bases

—————
[ I ]

(@p) | () OO

X/ -

—————
[ B I |

O OO oo

x

————

OO
Group knowledge base

Figure 1. The hierarchicalarchitectureand messagdlow (dark arrows).The repositoriesare organisedn a tree
whose leaves are individual repositories and nodes represent the costweesof connectedndividuals. The
downwardtypes of messagesnclude the submissionof a proposaland the reportsof approval,rejection or
counter-proposal aboat submittedproposal.The upwardmessagefclude the broadcasof acceptedroposals
and the call for comments (ask-all) about a submitted proposal.

Individual users can subscribe to a consensual repository by sending a register request whic
has to be acceptda) the grouprepository(thus by the currentsubscribers)Upon acceptance
the respectiverepositorydefinitions of the group repositoryand the individual repositoryare
awareof eachother. As soonas the repositoryis part of a group repository,it receivesthe
complete contents of that repository (titdas supposedo accept).lt is alsoentitledto give its
opinion on all submissiongurrently underexaminationandis allowedto submit knowledge.
The interesting point is the submission of knowledge wtiaescribedight below (81.2 and
1.3).
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8 Jérdome Euzenat

Some independentrepositoriescan subscribeto group repositoriesas observers:these
repositoriesare sentby the group repositorywhateveris introducedin the basebut cannot
modify it. Observers are not further considered in this presentation.

A group repository sends to its subscribers mesdagdsoadcasting changeacceptedy
everyone and calls faommentsn orderto establishwhethera changemustbe committedor
not. A (group or individual) repository sends to its group repository changes whiahtgthe
group repository to integrate. Of course, any grapository,as anindividual repositoryalso
receives calls for comments and change broadcast.

Group repositorieshavethe samestructureas individual ones:they are madeof the same
piecesof software.The main differencebetweengroup andindividual repositoriesis that the
former are completelyautomatecand only respondto stimuli from otherrepositories:they do
not require human assistance. The architecture of repositories is depicted in Figooagsts
of two layers. The&eommunicatiorlayer connectshe repositoryto its group repositoryandits
subscribergor a userinterfacein orderto be manipulatedby the user). The repositorylayer
contains four components:

» The storageof the repositorycontent(called K below) which is manipulatedby usual

software for that content (called “Update and revision controller”),

» The cooperatiorcontrollerwith its repositorydefinition (correspondingo all the other

variables in 82.3) which implements thefprotocol, and

* The “Negotiation controller” which managesthe interaction between the artefact

managementsoftware and the protocol by calling the usual software (82.3) and
interactingwith the other basesor with the user (for answeringcall for commentsor
committing the changes into the knowledge base).

Group base Subscriber bases
IA\ IA\
\lz \l/
V. : V
Routing / transaction / transport

\l/ \l/
\ 4 \ 4

\l/

Y
Update & | | Negotiation) LCooperation
> revision <> <> <
N+ controller ~ controller T~
controller

Base
definition

\1z

/\

Figure 2. The repositorgefinition containsthe situation of a repositoryinside the tree of repositoriesit thus
stores the addresses of group (g hereafter) and subscriber repositories (S). When a problem osgotatiosn
controller has the choice between displaying it on a HTiwtiwser(for individual repositories)r passingit to
the cooperation controller which sends it to the subscriber repositories (for group repositories).

The presentpaperonly dealswith the cooperationcontroller and the repository definition.
Thusthe presentations abstractedrom the inter-repositorycommunicatiorproblemsand the
knowledgerepresentatiorissues. The protocol is, in fact, independentof the knowledge
representatiomspectsaandthe kind of artefactconsideredTheseaspectsare seenthrough an
abstractinterface(see82.3) which enableghe useof the manipulationsoftware capacities(in
terms of inconsistency checking, or querying, for instance).

INRIA



A protocol for building consensual and consistent repositories 9

1.2 A glimpse at submission from the user viewpoint

When subscribersare confidentenoughwith some piecesof knowledge,they can submit
themto the grouprepositoryto which they subscribe This is achievedby circumscribingthe
submittedpart and calling the submissionprocedureof the negotiationcontroller. In order to
completethe submissionmessagethe negotiationcontroller collects the sets of differences
betweenthe consensuafjroup repository connectedand the selectedchangeslogged by the
revision controller) and sendsthem to the group repository.Usually, the group repository,
through its own revision and negotiationcontrollers, issuesa report describing how the
submittedknowledgecan be addedto the group repository. Thus, the user can eventually
choose a better (and consistent) way to achieve the submission. This pigwasubmitted
to the other subscribers and finally committed if it reaches consensus.

As subscriber of a group repository, the user edseivesthe calls for commentsssuedby
the group repositoryin responseto the submissionof some material. Users can read the
submission oapply it in their own repositoryby submittingit to the revision controller. This
can result in a favourable agreement report or an inconsistency detection thatisadby the
user for issuing a counter-proposal. In response to the call for comments, users must answer |
one of the following: acceptwhenthey considerthat the knowledgemustbe integratedin the
consensuatepository,reject when they do not, and challengewhen they proposeanother
change.

When the group repository has gatheeedughcommentsijt integratesor not, the change
in the repository. If the change is consensitias, broadcasto all subscriberslt may happen,
however, that the researchthey are currently involved in contradictswhat is in the group
repository.So userscanrefusethe new pieceof knowledge(just asthey can modify partsof
the group repositoryknowledgein their local repository)which is then storedin a change
logbook for further change submission.

The fact that anyone can maintain a repository different from the consensus obaflousdy
the explorationof concurrentpaths.On a more basic ground, this enablescommunication,
negotiationand acceptatiorto be asynchronouslt reproducegshe way papersare submitted,
discussednd acceptedr rejectedin a scientific journal: reviewerscantaketime for carefully
examining a proposal since it will not stop the work of the repository which issued it.

1.3 Paper submission metaphor as implemented by consensual repositories

Any system allowing to buildomeartefactmust havea particularchangepolicy. The Co4
protocol mimics that of editorial boards:before being introducedin a consensuatepository,
knowledgemustbe submittedand acceptedoy the community. To our knowledge,the peer-
reviewing protocol [Peters 1995] hasiever beenused for building knowledgebases.The
choice of sucha protocol is not innocent:it provedto be practicablewithin the scientific
community and, in the consensual version, it enforceditieguebetweenpeople(ratherthan
a simple majority or intersection protocol).

Consistency anébrmality requiremore strictnessin the protocolthan pure peer-reviewing;
this leads to the consensus requirement (i.e. in whiofgdification, for beingacceptedmust
have been agreed by all other members — for instantiee contextof genomesequencinga

RR N°3260



10 Jérdome Euzenat

consensugmap is a map that all the peopleinvolved in the researchfield think correct).
Integrating knowledge requires its submission to the repository.

When a group repository receive a submission it issues a call for comments toweairdts all
subscribers. Among the answers provided by the subscribers, three cases may happen:

» All of them agree on the modification acceptance, then the modifidatmmmittedinto

the group repository and broadcast to every subscriber repository;

* One of them rejects the propodhlenthe changesare not committedand the comments

provided by the rejecter are sent to the submitter (the call for comments is cancelled);

» One submitter sends a counter-proposal, thewahér commentss replacedby a call

for comments aboudll the availableproposalgthosewho alreadyacceptedhe change,
are asked to consider the new proposal and to answer again).

It can also happen that the submitter retracts the proposadé#disgto the retractionof the
call for comments from all the repositories.

The Cog4 protocolappliesto severallevels: the group repositoriescan be groupedtogether
into a moreimportantgroup repositoryand so on. However, the behaviourof sucha group
repository is still subject to the consensual approbatiats stibscribersThus, for instancea
consensuatepresentatiorould be achievednside a particularfirm beforebeing submittedto
the inter-institution repository.

In order to implementtheseproposals,the communicationbetweenrepositoriesmust be
specified so that they understand eattrer. This is the purposeof the Co4 protocol.In order
to describeit preciselyandformally in 83 and 4, somedefinitions and overall principles are
given in the next section.

2. Communication

The protocol is presentedfirst through the main conversationpolicies (the protocol
skeletons) implemented in thegprotocol (82.1). Therthe notationsandlanguagesequired
for expressing the exchanged messages are describeefaiigof the protocolareintroduced
(82.2) and the data structure manipulated by the protocol are presented (82.3).

2.1 Conversation policies

Conversatiorpolicies are presentedas diagramsintendedto expresshow a query from a
repositorycanbe processedy the others.This is a very generaland syntheticdescriptionof
what happens. They are implemeniedection3 and4 througha setof ruleswhich specifies
the initiationof a policy andthe chainingof messagesThesepolicies,in COg4, arereducedio
only two schemeslependingon which repositorythe initiative comesfrom: from the group
repositories to the subscriber repositories or the other way around.

A policy canbe schematisedby a pictureanda table.In the picture (seeFigure 3), arrows
represent messages; numbers labelling them are a stratification of their occordencall the
message<garrying the samenumber must have been sent before the arrows carrying the
successor can be instanciated. Table 1 provides the type of each messagmstagmebf the
policy (e.g. for subscribingor submittinga pieceof knowledgethe type of messagenitiating

INRIA



A protocol for building consensual and consistent repositories 11

the conversations not the same).The arrows may or may not be instanciated.Moreover,
additional communicationmay happenbetweentwo stages(for instancea group repository
which receivesa call for comments,nitiates its own call, and repliesto the initial call for
comments only when the latter reaches completion).

Subscriber knowledge bases

 E— L

oo O:I:I:IO oo

NP A

. oo

Group knowledge base

Figure 3. Downward policy: how a group repository processes an initiative from a subscriber (see Table 1).

phase subscribe submit forward
1: query register achieve forward(P)
2: call ask-all ask-all ask-all

3: vote reply reply reply

4: report notify/pnotify notify/pnotify pnotify
5: commit tell tell P

Table 1. Downward policy instanciations.

For downward policy, there are 5 stageswhich can be instanciatedin three distinct
processesFor instance,the submissionis achievedthrough (1) a repository sending an
achieve messageo its grouprepository,(2) a call for commentsemitted with the ask-all
message fronthe group repositoryto its subscribers(3) areply from the subscribergo the
grouprepositoryacceptingor rejectingthe proposal(which correspondgo their vote for or
against the proposal), (4) a notification of the is&uthe votersand (5) the introductionin the
grouprepositoryof the proposaland a broadcasbf this to all the subscriberswith the tell
performative.

The same stages are foundhe upwardpolicy (seeFigure4 and Table 2) thoughthey do
not correspond to the same set of arrows. For instartm®adcasts achievedthrough(1) the
tell messageconsideredabove,(2) a call for commentsto all the subscribers(for group
repository), (3) the sameply as above from the subscribef4) nothingin that caseand (5)
the introductionor not in the repositoryof the contentof the messageandits broadcasto the
subscribers (through a nest ).

RR N°3260



12 Jérdome Euzenat

Subscriber knowledge bases

OoOOaao ©|:||:||:|© ©|:H:||:|© LI I
\\ 3 2 5 //
Oi:H:H:lO [] Ol:||:||:|©
1l
\
——

OO
Group knowledge base

Figure 4. Upwardpolicy: how a group repositoryprocessesn initiative from its own group repository (see
Table 2).

upward policy call broadcast notify/pnotify
1: query ask-all tell notify/pnotify

2: call ask-all ask-all notify/pnotify

3: vote reply reply

4: report pnotify pnotify

5: commit reply tell

Table 2. Upward policy instanciations.

2.2 Messages and rules

Repositoriescommunicateonly through message-passinglthe messagesare sent and
receivedasynchronouslywithin a finite delay, so the communicatiorlayeris supposedo be
reliable). Theirreceptionorderis independenfrom the emissionorder. The systemis thusan
asynchronous message passing system [Fagin& 1995].

The messagesent from one repository to anotherare expressedhrough a speechact
(loosely inspired from “speech act theory”). This notion has several advantagedor the
particular architecture presented here:

» It allows the separationof knowledgefrom its use (its addition or retractionfrom a

particular repository, for instance);

» Itis independent from the representation language and the protocol can éxpsdssed

abstractly and the library implementing it can be generic;

» A speech act can refer to another speech act (retracting a submission, for instance).

The inter-repositorycommunicatiorusesan extensionof KQML — Knowledge Query and
ManipulationLanguaggFinin& 1993] — a languagedefinedas part of the AmericanDARPA
knowledge sharingffort. KQML enjoysthreeinterestingaspects(1) Comingfrom speechact
theory it carefully distinguishes between the contéatslits meaning)from why this contents
is communicated — this is invaluable in @antext—, (2) it coversour needs,and(3), there
is some software for it already implemented. Initisdi@ML (and its spirit) has bearhosenfor

INRIA



A protocol for building consensual and consistent repositories 13

these reasons and in order to be interoperable with other kinds of agents. However, the ongoir
revisions of thdanguaggCohen& 1995;Labrou& 1997]are madewith a so precisekind of
applicationin mind that they preventit to becomea general purposeagent communication
language. Hence, it can be considered that the performateeereare not anymoreKQML.

This does notveakenthe presentatiorsincethe rules given below provide a formal semantics

for the messagesused. Other languagescould have beenused (e.g. the MAIL language
[Haugeneder 1994providing the messagetypes for propose , refine , modify , accept ,

reject andtell ).

Messages are expressed as a collectiggedbrmativeqthe type of a speechact): achieve
(submit a proposalfor inclusion into the consensuarepository), ask-all  (ask for the of
subscriberrepositories,call for comments),accept (acceptthe insertion of the piece of
knowledge),reject  (reject it), challenge (submit a concurrentproposal),retract  (the
submitter retracts the submission),tell  (send an acceptedproposalto each subscriber
repository).

The actual protocol usesthe whole set of KOML messagekeywords (but force ). The
messages thus have the following shape:

(performative
:sender % the repository sending the messages
:receiver % the repository to which it is sent
‘reply-with % the surrogate of this message
lin-reply-to % the surrogates of the message to which this one answers
:language % the language in which the contents is expressed
:ontology % the ontology to which the contents refers
.content % the actual content of the message, may be another message

The usualvaluesfor languageare the languageusedfor representingknowledge (call it
KRL), KQML (the contentsis anotherkQML message)Co4 (it is a messagexpressinga Cog
performative).The ontology is assumedo be the samethroughoutthe paper. The message
types used by @, are the following:

performative | language content informal meaning

register — 9,B S intend to subscribe to the group repository R
achieve krl k S submit a proposal C to R

evaluate krl k S want R to simplify C

ask-all kgml p S ask the comment of R on C

tell krl k the group repository S tells R that it contains C
reply co4 r S reply to the R message identified by N
forward kgml p S wants R to send the message C

deny kgml m/p S retract the message to R identified by N

Table 3. Messagaypesusedin the protocol (S is the senderR the receiver,C the contentandN a message
identifier; see the text for more information).

The contentof the performativescanbe classifiedin severalcategoriesvhich are denoted
below by differentletters: (k) corresponds$o knowledge,i.e. syntacticexpressionsvhich can
be insertedin the repositorycontent;(p) corresponddo proposalswhich are subjectto vote

RR N°3260



14 Jérdome Euzenat

before being accepteat the level of a grouprepository(this concernsachieve(k) forward(p)
and register(g,B));(r) correspondgo reply to a call for comments,.e. accept,reject (with
explanationsjnd challenge(with challengingproposals);(m) correspondo the other KQML
messages (ask-all(gell(p), evaluate(k)reply(r)). Only the knowledge(k) canbe challenged
in this specification.

Other performativeshave been introducedwhich are not standardkQML performatives.
Thus, in order not to burden KQML with performativesand to stressthe fact that the
implementation of the performativesis dependentof Cog4, they are labelled as Cog4
performatives:

performative | language content informal meaning

accept S accepts the proposal of R identified by N

reject krl S rejects the proposal identified by N

challenge krl K,k S sends to R a counter-propogathat identified
by N

notify co4 r S notifies R of the final result achieved bie of
its proposdl

pnotify co4 r S notifies Rof the resultachievedby a proposa
it had to vote for (poll-notify)

Table 4. Non-KQML performativeusedin the protocol (S is the sender,R the receiver,and N a message
identifier).

The cooperatiorprotocolis basedon the architectureof the repositories(someof which
being group repositories,the other ones being only subscribers)and a complete set of
behaviour rulegseebelow). The formalismusedfor describingit hasbeenkept simple:rules
are triggered by a single event which is identified by the class of the ssmttibe nameof the
message, the possible reactions are the sendimth@fmessageand the manipulationof data
structures in the repository (basically, ordinal counters and sets). Thamedegpressedn the
following formalism:

S—act- r
(rule name) C

a,...a, r—act’' - s’

when r receives message act frerand conditionc is satisfied,it performsactionsa,,...a, on
its own state and sends message act’ to recgi@ny part of theserules may be void; empty
triggering messageslenote user initiative). The executionof the rules in a repository are
supposed to be atomfoon interuptiblefor executingsomethingelse)and non concurrent(the
repository cannot execute two rules at once). When inter-reposaomnunications required,
the shape of theQML primitive to be used idescribedn the formal ruleswhich representhe
automatic behaviour of the message receivethérormer rule the messages — perf(arg) -
r, signifies that the message:

1 Because of the forward, this (and the following) could be implemented iwéays: notify whenthe vote ends
or wait until the completeforward achievesa status.The latteris implementedfor notify and the former for

pnotify.
INRIA



A protocol for building consensual and consistent repositories 15

(perf :sender s :receiver r :content arg)

has been sent.

Expressingthe protocol under suchrules allows to checkthat no performative has been
forgotten. This has the advantage of being modular: each rule can be consideredamdtbelf
protocol can be modified bynly changinga small setof rules, furthermoreanyonecan check
that all the phases are taken into account and the emitted messages can be dealt with.

The protocol has several particularities:

» there is no need for human intervention in the group repositories;

« there is no message but from subscriber repository to group repositories and back;

» every decision has beapprovedby all the subscribergandrecursivelyfor a group of

group repositories).

The actual protocol is routed automatically (once a repositorgutascribedo another),the
performativeand contentlevels are interpretedautomaticallyin the group repositoriesand the
performative level is automaticallyinterpretedby the individual repositories(however, the
system asks the user before committing these performatives).

2.3 Data structures

The datastructuresusedby the repositoriesare representedh the following table (the last
part represents structures found only in group repositories):

Name | Contents Purpose

A <surr,msg,cfc-surr,initiator-id>* | set of submitted proposals

P <surr,msg,state>* set of proposals to consider

L Non specified set of ignored modifications

K Non specified repository content

S id* set of subscribers name

O id* set of observers name

C <sndr-id,surr,cfc-surr,msg,rply#>* set of issued call for comments

Table 5. Data structures used in the repositoltestifiersfor otherrepository(id) allow to communicatewith
the group repository and subscribers, surroggt@s) allow to identify messagehreadsandto answerwith the
correct reference.

The set of current proposdB) containsa triple with the proposalsubmitted the surrogate
identifying it, and the status ¢iie answerif it hasbeenprovided.A proposalis createdwhen
the call for commentsis receivedby the repository; the stateis then setto @. When the
repository replies to the call for comments, the state is set to the reply (accept, reject, challenge
The proposalis discardedeither when the group repository deniesthe call for comments
(indicating thatthe initial submitterdecidedto retractit) or whenthe issueof the vote if given
(through the pnotify message).

The set of proposals (A) contaitise proposalssubmittedby the currentrepository.Sucha
proposal is created at submission tiamel containsthenthe initial submissiormessageandits
surrogate. It is discarded whenever an error is sent beegroposalis automaticallyaccepted
(e.g. when no other repository subscribes to the group repositottyg statusof the proposal
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is notified (through the notify message)When such a proposalis submittedby a group
repositoryuponinitial submissionof one of its subscribersthen this initiator and the initial
surrogate of the submission are also recorded in that structure.

The set of call for commentsissuedby a group (C) containsa quintuple of the initial
submitter, the proposal submitted and its surrogate, the surrogate of the call for commants and
structure storing the answers from the subscritbexse,for simplicity’s sake,this is restricted
to a countof the subscribersvhich havenot answeredyet. The call for commentsis created
when the call focommentds emittedtowardsthe subscriberslt is discardedeitherwhenthe
proposalis retractedby the initial submitter or when the proposalachievesa final status
(accepted, rejected or challenged).

These sets are manipulatedthrough usual set operators:union ([J), intersection(n),
complementatiorf—), membershigest([1) andcardinal(|-]). A substitutionoperator(+/) has
been added which replaces in a particular member one element by another.

The surrogatedor messagesare generatedy an operator(!) which providesa brand new
surrogate. They are always handled tpadicularrepositorywhich ensureghe uniquenes®f
surrogatesSo, eachproposalis stampedoy a surrogateuniquein the contextof the issuer.

This surrogate istoredin the A directoryandin the C directoryof the group repository.The

group repository answers to the issuer (through error and moéiggagesyith that surrogate.

On the otherhand,the voting processs handledby the group repositorywhich generatests

own unique surrogates for each call for comments. This surrogate is used by the subscribers f
replying the call for comments(through the reply messagepnd by the group repositoryfor
discarding the call focommentgdeny) or notifying the resultof the vote (pnotify). Thereare

no surrogate collisions in the C and A directories since they are indexed by cormzsestr

in the P directory since all the call for comments there are indexed by a unique group repository

The repository conterfK) hasa particularstatus:it is seenasa repositoryandthe actions
are just side-effectson that repository. The structureof the repositoryis handledby the
application software and does not matter here. However, the Co4 protocol must interact
minimally with it and for that purpose it recognises three operations:

K: returns the whole contents of the repository;

K+k: adds k (or rather applies k) to the repository;

K?k: reports about applying k to K (in the present context, tellssfpbssibleto apply k to

K).

For the purpose of challenging proposals, éls assumedhat proposalgidentified by k)
can be split into several smaller proposals andithsitclosedunderintersection(which canbe
testedfor non-emptyness)Although, the protocol still works without this assumption,the
challenge answer must then be disabled.
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3. The user and the group

All the actionswhich canbe undertakerby the userareformally describechereafter.They
are presentedn three groups:the actionsthat userscan perform at any moment(83.1), the
actions that they can only perform when they have been solicited by thergpmgitory(83.2)
and the actions that the software automatically performs whensaitigation comesfrom the
grouprepository(83.3). Hereafter,s representshe repositorynameandg is the nameof its
group repository when it has one.

3.1 Initiatives

Here are the performatives that an agent can uselarto influencethe system.They have
in common the absence of triggering message: theyravgto fulfil triggering conditionsbut
users can use them wheneverthey want. This correspondsto phase 1(emission)of the
downward policy.

The first initiative consistsin registeringan individual repositoryto a particular group
[reqgister]. For that purpose, thepositorymustnot beenregisteredheitherit musthaveasked
its registration elsewhere. Here the message is sent to a repository b which is not yet in g.

[register] - - 09=9, A=0
A:=A{<!In,register(s,b), , >}, s — register(s,b) b

When subscribersare confidentenoughwith somecontentof their repository, they can
submit them to the group repository which they subscribe to. This is achieved by
circumscribing the submitted part through the graphic interface and sending the selected change
to the group repository.Usually, the submitter begins by asking a report from the group
repository[evaluate].The repositoryshouldcomparethe contentsof the messagevith that of
its repositoryandreturna reporton that comparison.Thenthe user can choosea better (and
consistent) way to achieve the submission.

[evaluate]
A:=A0{<!n,evaluate(k), , >}, s — evaluate(k} g

The repositorycan submitsomeproposalto be includedinto the grouprepository.To that
extent, the proposal is sent with Heaieve performative [achieve].

[achieve] . .
A:=Al{<!n,achieve(k),_, >}, s — achieve(k) g

The forwarding of somework to the group repository(g) asks the group repository to
submit the work (usually carried out in the group repository) to its own group repository
[forward]. This work includes: submitting knowledge in t@up repositoryto its own group
repository,making the group repositorysubscribingto anothergroup repository, making the
group repository forwarding somethingto its own group repository or asking the group
repository to deny something attempted (throud@trevard). As usual,theseperformativesare
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subject to a call for commendésd consensuahcceptancérom all the subscriberof the group
repository.

[forward]
A:=A0{<!n,forward(p),_, >}, s — forward(p) ¢
At any moment — as long as the proposal is uesamination— the repositorycanretract
somemessaget issued[deny]. The group repository should then erasethe effects of the
previous assertion. This especiallyimportantwhen, during the review process a repository
realises that the proposal is not worthwhile.

[deny] <n, , , *A
A:=A—{<n, , , >}, s—deny(n)- g
Note that any subscribercanforward a denyto its group repository,sinceif the previous
forward has been accepted it is not sent on behalf of the original senderthattairthe group
repository itself. It is not possible to deny a vote message beiteaysmre not in A. However,
the user can submit a new proposal aiming at retracting the concerned proposal.

3.2 Replies

As a subscriber of the grouppository,the useralsoreceivesthe call for commentdssued
by the group repository in response to the submissions (by other users) of some material. Use
canreadthe submissionor play it in their own repositoriesby submittingit to the revision
controller. This can result ia favourablereportor an inconsistencydetectionthat can be used
for issuing a counter-proposal. In response to the call for comments, useenswetby one
of the following: acceptedvhenthey considerthat the knowledgemust go in the consensual
repository, rejected when they do not and challenged when they propose another change.

Here are the performatives that an agentissimeas an answerto a call for commentsThe
answeris providedby the userinitiative (no triggeringmessagesirom the proposalwhich is
storedin the local proposaldirectory (P). This correspondgo the phase3(emission)of the
downwardand upward policies. All answersare sentwrappedinto the reply performative
referringto theinitial call for commentssurrogate.The acceptancgaccept]doesnot require
additional justification.

accept <n,p,@*IP
[ Pt P:=P+{<n,p,@/A>}, s — reply(n,accept) ¢ P

The rejection [reject] must provide a commentexplainingwhy the submissionhas to be
rejected.

[reject] , <n,p,@*1P
P:=P+{<n,p,@/R>}, s — reply(n,reject(r)~ g

The counter-proposal emission only applies to submission (achieve or forward*(achieve)).
divides the initial proposal into two parts: one (k+) which is accepted and the other (k-) which is
refused [challenge]. To these two parts, the user can add another one (k*) to be subthéted to
target base. So, challenging combines voting and submitting.
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<n,forward*(achieve(k)), @3P,
[challenge} P:=P+{<n, forward*(achieve(k)),@/C>}, K-20, K+£QD

A:=Al{<Im,challenge(k-,k+,k*), , >}
s — reply(n,challenge(m,k-,k+,k*)). g

3.3 Automatic parts of individual repositories

Here arethe performativeghat an agentcanreceiveand which are automaticallyprocessed
(for later examination by the user) into the individual repository. Erepecessaryn orderto
let the users decide when they consider the messgdgels are sentto the repository. Thusall
these transactions are buffered by the individual repository in order to be processed(ter on
the “replies” section). This corresponds to phase 2(reception) and 5(reception) of the downwar
and upward policies.

Whenever a proposal is submitted for approval, the proposal is storedaidoal proposal
directory (store-cfc). The user can reply later to the call for comments (accept, reject,
challenge).

g — ask-all(n,p)- s

(store-cfc)
P:=FJ{<n,p,@>}

The first answerconcernsthe notification of registration. Then, the group repository is
stored in the g variable.

b — notify(n,accept)- s <n,register(s,b), , BA
=A—{<n,regqister(s,b),_,_>}, g:=b g=9

(notify-register)A.

Other notifications (errors or issuesof a call for vote) are handledby the following —
technical— rule which only flushesthe A table (however,in caseof individual repositories,
this table could be flushed by the user).

g — notify(n,r) - s

(handle-notify) A=A—{<n >}

<n, , , *IA

At the end of the vote (or during it when the submissionis deniedby its initiator), the
outcomeis broadcasto the votersso they canflush their P table (againthis canbe left to the
users in individual repositories).

[ g — pnotify(n,r) - s <p, | AP,
(handle-pnotify) P:=P—{<n,_,_>} rzchallenge(_,_,_,)

Whenever a proposal is accepted, its contents is stotbd limcal proposaldirectory (store-
proposal).Whenthe group repositoryhasgatheredenoughcommentsijt integratesor not the
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changeinto the repository. The changebeing now consensualjt is broadcastto all the
subscribersit may happenhowever,that the currentview thatthe individual user has of its
repository is not totalloherentwith whatis in the grouprepository.So the userscanrefuse

that new knowledge (just as they can also modify parts of the gepagitorycontentsin their

local repository) which is then stored in a change logbook (L) for further change submission (of
course the users can also select a p in L in order to put it into their repository).

g — tell(p) - s
LO{p}

(store-proposal)

4. The submission protocol

The group repositorymanageshe negotiationfor applying a change(issuingthe call for
comments, receiving the answers, managing the counter-proposals and conamitingcting
the changes)This requiresthe identification of the changeby a uniquenumber,the count of
positive answers, the management of counter-proposals and retractigmepbsal.This also
requires the recording of the process in order to recall the reasorsowleghangeis madeor
not. The group repositoriesblindly apply the negotiationrules given below and the final
decisioncomesfrom the userswho hold the leavesof the architecture When a messageas
issued by a group repository whose subscribersare also group repositories,these last
repositories only dispatch the messageabéa subscribersHere, g denoteshe currentgroup
repository,s denotesone of its subscribers(as messagesender)and G is its own group
repository (if any).

Challenge (p") = Achieve (p")

< Ask-all (p) @

ct (p) Accept (p)

Achieve (p)

Tell (p) A

Figure 5. The automatoncorrespondingo the submissionof proposalp at the scaleof the whole system of
group repository plus subscribers. It reproduces four states of publication submission: initial state (Q), submittec
(S), under review (R), accepted (A).

The protocol is summarised in Figur@$a finite stateautomatonlt is noteworthythat the
protocol is (1)asynchronousso that severalproposalscanbe in different statesconcurrently,
(2) parameterised by proposal p, so that the real situation @dkheés the Cartesiarproductof
automatacorrespondingto all the proposals,and (3) abstractedfrom the status of each
individual repository with regard to the protocol.

The protocol roughly always follows the same policy but the acpern®rmeddiffer. From
now, a performativeinitiated by an individual repository is taken into accountfrom the
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viewpoint of the group repository which receivedtits expressedhroughtwo rules:the first
one deals with thessuingof a call for the proposalandthe secondone dealswith whatto do
when the proposal is accepted. This corresptm@sasesl(reception)and 5(emission)of the
downward policy for the subscribe, achieve, and forward protocols.

4.1 Subscription

The userof a workstationcansubscribeto a consensuatepository. This is achievedvery
simply through the repository definitiaontrollerwhich manageshe descriptionof the group
to which the repositorysubscribegandfor grouprepositoriestheir setof subscribers).This
repository definition enables the communication layer to route queries from one reposi®ry
grouprepositoryandits subscriberslt is intendedthatit also describesthe topics which the
repository is interested in, etc.

When a group repository receives a subscription query, it issues a call for comments toward
the alreadyregisteredsubscribergcfc-register).This call is handledby the usualrules (reject-
reply, accept-reply, challenge-reply).

s — register(n,s,g)» @
C:=Cl{<s,n,!n",register(s),|S|>},
g — ask-all(register(s), n’> S

(cfc-register)

However, if the groupepositoryhasno subscriberjt will alwaysaccepta new subscriber
(reply-register).
s — register(n,s,g)» g
S:=91{s}, g — notify(n,accept())- s,
g —tell(K) - s

(reply-register)

Whenthe subscriptionis acceptedthe group repositoryeraseghe call for commentsfrom
C. Then it adds thaew repositoryto the subscriberset, sendsit a notification of registration,
the whole repositorycontentsand all the currentcalls. As soonas the repositoryis part of a
grouprepository,it receivesthe completecontentsof that repositoryandis entitledto give its
opinion on all the submissions currently under examination.

(accept-register)

s’ — reply(n’,accept)- ¢
g — pnotify(n’,accept())- S,
C:=C—{<s,n,n’,register(s),1>}, S:53{s},
g — notify(n,accept())~ s,
g — tell(K) - s,
C:=C+{<z,m,m’,p,x/x+1>}

H<z,m,m’,p,x3C, E g — ask-all(p,m’)-> s

<s,n,n’,register(s),13C

The interesting point is the submission of knowledge, so let see what happens.
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4.2 Submission

Whena group repositoryreceivesa new proposalto integratein the group repository, it
issuesa call for comments,identified by a uniqgue number (surrogate),towards all the
subscribers(cfc-achieve)which is handled by the usual rules (reject-reply, accept-reply,
challenge-reply).

s — achieve(m,p)- g
C:=ClU{ <s,m,!n,achieve(p),|S|>},
g — ask-all(achieve(p), n}» S

(cfc-achieve)

K?p

However,the group repositoryonly acceptghe submissionsvhich are consistentwith its
current content. Otherwise, it replies by an error.

s — achieve(n,p) g
g — notify(n,error())- s

(error-achieve) -K?p

Oncethe proposalhas beenacceptedby all the subscribersijt is insertedinto the group
repositoryand sentto all the subscribersand readersthroughthe tell  performative(accept-
achieve).

(accept-achieve)

s — reply(n,accept) @
C:.=C—{<s’,n’,n,achieve(p),1>} K:=K+p,

g — pnotify(n,accept()) S,
g — notify(n’,accept())-» s’, g —tell(p)- S

<s’,n’,n,achieve(p),15C

4.3 Calls

The call for commentson a particularproposalis dealtwith in the sameway throughthe
same set of rules. Here is the heart of the consepsuiaicol. The acceptanceare recordedas
long as they do not concern all the subscriltestejectionanswerserminatethe consultation
and thecounter-proposalmodify the initial proposal.This correspondso phase2(emission),
3(reception)and 5(emission)of the downward and upward policies. In eachcase,the initial
proposal is issued through thex-all  performative:

The answers provided by the subscriberscan be found in software engineering
[Narayanaswamy& 92] and other fields. Among them, three cases may happen:
« They all agree that the modification must be accepted thi@amodificationis committed
in the group repository and broadcast to all the subscriber repositories.
* One of them rejects the propogdlenthe changesare not committedand the comments
provided by the rejecter are sent to the submitter (the call for comments is disoaatied
the subscriber repositories).
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* One submitter sends a counter-proposal, thepdhér commentss replacedby a call
for comments aboull the proposalsavailable(thosewho alreadyacceptedhe change,
are asked to consider the new proposal and to answer again).

It also can happen that the submitter retracts the proposadé#disgto the retractionof the

call for comments from all the repositories.

Upon a rejectionmessagédissuedby rejector accept-forward}he proposalis closed,it is

cancelled for all the subscribers which did not answeagdthe answerto the initial proposal
(including the justification) is sent to the sender (reject-reply).

s — reply(n,reject(r)- g
C:=C—{<s",n",n,p,x>},

g — pnotify(n,reject(r))- S,
g — notify(n’,reject(r)) - s’

(reject-reply) <s’,n’,n,p,x1C

An acceptance answer which is not that of the last subscriber to answer isrsicoptiedin
the current call for comments directory (accept-reply).

s — reply(n,accept()} g
C:=C+{<s’,n",n,p,x/x-1>}

(accept-reply) <s’,n’,n,p,x*1C, x>1

When a call for proposalis under processingand the initial issuerwants to cancelthe
proposal.the group repositoryremovesthe proposalfrom the currentcfc directory (C) and
sendsa cancellingmessagdowardsall the subscribergdeny-reply).This correspondgo the
phase 1(reception) and 5(emission) of the downward policy for the deny protocol.

s — deny(n)-
(deny-reply) C::C—{<s,¥1(,n?, ,g>}, <s,n,n’,_, *IC

g — pnotify(n’,deny())-» S

4.4 Forward submission

The forward submissiondeals with the same issue as the initiatives for individual
repositories:submitting somethingto the group repositories.However, group repositories
cannottake initiative for themselvesthe initiative is takenby an individual repository,it is
submittedto vote asusual,and, whenacceptedt is submittedto the group repositoryof the
current one on behalf of all the subscribers.

As for knowledgesubmissionwhena group repositoryreceivesa new proposatlto submit
to its own group repository, it issuesa call for commentstowards the subscribers(cfc-
forward).

s — forward(n,p)- ¢ G#£@, psubscribe(g,B) or
C:=Cl{<s,n,!n,forward(p),|S|>), ©=2. p=subscribe(g,B)
g — ask-all(n’,forward(p))- S

(cfc-forward)
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However, if the group repository does not have any group repository on its own, it issues ar
error messageo the submitter(error-forward). This is only true if the proposalis not to
subscribe to another repository which is dealt with below.

— forward(n,p)- g G=@, ptsubscribe(g,B)
or G£@, p=subscribe(g,B)

(error-forward) > .
g — notify(n,error)- s

Onceall the subscribershave acceptedo forward some proposal,this is notified to the
subscribers and sent to the group repository (accept-forward).

s — reply(n,accept) ¢
=C—{<s’,n’,n,forward(p),1>},

g — pnotify(n,accept)- S,
A:=A0{<!n",p,n",s’>},
g—p(’) - G
When the notification of the final issue of a submission (or an error) is issued from the group
repository, since itoncernsa proposalemittedby the grouprepository,it mustbe notified to
the initial submitter in order for it to clean up its A table.

(accept-forwarde: <s',n’,n,forward(p),15C

(group-handle-notify)

G — notify(m,r) - g
A:=A—{<m,p,n,s>}, g — notify(n,r)-» s

<m,p,n,s*IA

An exceptionto these last rules concernsthe case when the proposalto achieve is
subscription. In such easeG is replacedby B (notify-register),and, when G=@, theremust
be automatic subscription (accept-forward-register).

(accept-forward-register)

s — reply(n,accept)> ¢ <s’,n’,n,forward(register(g,B)),13C,
C:=C—{<s’,n’,n, forward(register(g,B)),1>}, G=0@

g — pnotify(n,accept)» S
A:=AU{<In"register(g,B),n’,s’>},
g — register(n”,g,B)-» B

(group-notify-register)

B — notify(m,accept())- g
G:=B, A:=A—{<m, register(g,B),n,s>}
g — notify(n,accept())» s

<m,register(g,B),n,59A, G=0

4.5 Broadcasting

So far, the messagesvhich triggeredthe rules for group repositorieswere coming from
upward(the subscribers)However, group repositoriescan also be subscriberandthus they
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are subject to the samneessagess the individual repositories The following rules handlethe
messages dhe “automaticpart of individual repositories”section(but the notify ones).They
correspond to the phase 1(reception), 2(emissionpéedeption)of the upwardpolicy. They
are receivedby the group repositoriesand are automatically processedi.e. registeredand
automatically forwarded to the subscribers).

4.5.1 Group call for comments

When a group repositoryreceivesa call for commentsissuedby its group repository, it
relays this call to its subscribers gmabcesse# asusual.However,it notesthat the call does
not concern theepositorybut a forwardingto its group repository.Thus, upon acceptancer
rejection, the notification results in replying to the group repository.

G — ask-all(n,p)- ¢
P:=P1{<n,p,@>},
C:=Cl{<G,n,!Im, forward(p),|S|>},
g — ask-all(m,forward(p))» S

(broadcast-cfc)

s — reply(n,reject(r)» g <G,n’,n,forward(p),x*1C,
C.=C—{<G,n’,n,p,x>}, <n’,p,@>0P
g — pnotify(n,reject(r))-» S
P:=P +<n’,p,@/R>,
g — reply(n’,reject(r))-» G

(reject-forward-cfc)

s — reply(n,accept) g <G,n’,n,forward(p),1*IC,
=C—{<G,n’,n,forward(p),1>}, <n’,p,@>0P
g — pnotify(n,accept)» S,
P:=P+{<n’,p,@/A>},
g — reply(n’,accept)» G

(accept-forward-cfcys

4.5.2 Poll notification

Whenevera proposalissuedby the group repositoryachievesa particular status, this is
notified to the grouprepository.Two casescanarise:eitherthe vote for the currentgroup is
closed, in sucla casethe group hasjust to cleanup its P table (group-handle-pnotifypr it is
not closed(so the proposalis eitherdeniedor rejected)in which casethe call for comments
must be cancelled and the tables cleaned up (broadcast-notify).

(group-handle-pnotif‘y’)G — pnotify(n.r) -~ g <G,n,_,_,_*IC, <n,_,_*IP,

P.=P—{<n,_, >} r£challenge(,_,_, )
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G — pnotify(n’,r) - g <G,n’,n,forward(p),_*IC,
=C—{<G,n’,n,forward(p), >}, <n’, , >0OP
P.=P—{<n’, , >}, -
g — pnotify(n,r)-» S

(broadcast-pnotifyy o

4.5.3 Broadcasting repository content

When the group repository receives,from its own group repository, knowledgethat it
accepted to integrate in this last repositorgsksthe right to do so to the subscribersThis is
for dealing with the protocol whose idea is the following: When g receives from Giaadsks
to everybody if they agree to include it. If this is agreed, then this is added and thenlfeitold.
is not, then the proposal is logged and that is all.

G—tell(_p)- g
L:=LO{p}

(log-tell) -K?p
G —tell(n,p) - ¢

C:=C{<G,n’,!In,tell(p),|S|>},

g — ask-all(n,achieve(p)} S

(cfc-tell) K?

Onceall the subscriberdaveacceptedh tell issuedfrom the group repository, this tell is
added to the group repository and forwarded to the subscribers.

s — reply(n,accept
(accept-tell) C:=C£¥<(G,n,tell?p()),)£>}gf <G,n,tell(p),1*1C

g— pnotify(n,accept())» S,
K:=K+p, g — tell(p) - S

s — reply(n,reject(r)- g

(reject-tell) C=C—{<G .n.te(p) >}, <G,n,tell(p),x*1C
g— pnotify(n,reject(r))-» S,
L:=LO{p}

4.6 Challenge management

Challenge management is very long to describe (and can be skipped on first reackugpe
the rule for challenge management does several things at once. It cares about whangéit the
proposal, issues call for comments, deals with thealdor comments...So the combination
of all the possible exceptions to these tasks must be taken into account.

4.6.1 Basic challenge

However, the idea is very simpdad makesuseof whatis alreadyworking for the regular
votes. The challengesare madealong a separationof the proposalinto two complementary
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pieces: an accepted part (ka)d a rejectedpart (k-). To thesetwo piecesis addeda third part

(k*) which aims at replacing the rejected part.
The consequencesf the challengeare that the initial submissions reducedto its leaststill
acceptable part (k+), that k- is rejected and a new call for comments is issued for k*.

(challenge-reply)

s — reply(n,challenge(n”,k-,k+,k*)}» g <s’,n’,n,forward(achieve(k)),x*IC,
C:=C+{<s’,n’,n,forward(achieve(k/k k+)),x/x-1>}, x£1, knk+z@
g —pnotify(n,challenge(n” k-, k+,k*))- S,
g— notify(n’,challenge(n”,k-,k+,k*))- s’,
C:=CO{<s,n”,!m,forward(achieve(k*)),|S|>},
g— ask-all(forwarf{achieve(k*)),m)- S
The two following rules considerthe casewhen the challengeris the last subscriberto
answer.In sucha case,the k+ partis acceptedThustheserulesarea mix of the former one
and (accept-achieve) and (accept-forward) respectively.

(challenge-accept)

s — reply(n,challenge(n”,k-,k+,k*)}» g <s’,n’,n,achieve(k),18C,
C.=C—{<s’,n’,n, achieve(k),1>}, Knk+z@
K:=K+(knk+),
g —pnotify(n,challenge(n”,k-,k+,k*))» S>},
g —pnotify(n,accept)» S,
g— notify(n’,challenge(n”,k-,k+,k*))- s’,
g— notify(n’,accept())- s,
g —tell(knk+) - S,
C:=Cl{<s,n”,!m, achieve(k*),|S|>},
g— ask-all(achieve(k*),m)» S

(challenge-accept-forward)

s — reply(n,challenge(n”,k-,k+,k*)}» g <s’,n’,n,forward(achieve(k)),15I1C,
C:=C—{<s’,n’,n,forward(achieve(k)),1>}, knk+£@,i>0
g —pnotify(n,challenge(n”,k-,k+,k*)} S,
g —pnotify(n,accept)- S,
g— notify(n’,challenge(n”,k-,k+,k*))- s’,
A:=A0{<!m’, forward"*(achieve(k k+)),n’,s’>},

g — forward*(m’,achieve(kn k+)) - G,
C:=Cl{<s,n”,!m,forward(achieve(k*)),|S|>},

g— ask-all(forwart{achieve(k*)),m)- S

If a vote for k (the previous proposal) arrives while it has been challenged, the vote istiaken
accountjust asif it was a vote for k+ (by the rules reject-reply,accept-replyor accept-*).
However, if this voteis a new challengeijt is alsoconsideredoy challenge-reply(this is the
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reason for the intersection between k and kthig intersectionbecomesmpty, the processs

dealt with in §4.6.3).
This is also a bit different if the proposal came fromghaup baseof the group. In such,a
case the notification goes to this group base.

(challenge-forward-cfc)

s — reply(n,challenge(n”,k-,k+,k*)}» g <G,n’,n,forwardachieve(k)),x*IC,
C:=C+{<G,n’,n,forwardachieve(k/k k+)),x/x-1>}, x£1, knk+£@,i>0
g —pnotify(n,challenge(n”,k-,k+,k*))-» S,
g— notify(n’,challenge(n”,k-,k+,k*))- G,
C:=Cl{<s,n”,!m,forward(achieve(k*)),|S|>},
g— ask-all(forwarf{achieve(k*)),m)- S

Justlike above,if the challengeris the last subscriberto answer,the k+ part must be
accepted. Thus the following rule consider this as a mix of the formeanmdi@ccept-forward-
cfc).

(challenge-accept-forward-cfc)

s — reply(n,challenge(n” k-,k+,k*)) g <G,n’,n,forwardachieve(k)),151C,
C:=C—{<G,n’,n,forward(achieve(k)),1>}, knK+zJ
g —pnotify(n,challenge(n” k-, k+,k*)) S,
g— notify(n’,challenge(n”,k-,k+,k*))- G,
g —pnotify(n,accept)» S,
P:=P+{<n,forwarfachieve(k/k k+)),@/A>},
g — reply(n’,accept) G,
C:=C{<s,n”,!m,forward(achieve(k*)),|S|>},
g— ask-all(forwart{achieve(k*)),m)- S

4.6.2 Notification and table update

In orderto maintainthe A and P tables,the p-notification must be donefirst. The initial
issuersof proposalsare notified of the challengeand their A tablesare modified in order to
accommodaté exactlyasif they hadissueda proposalfor k+. Thesetwo rules replacethe
(handle-notify) and (group-handle-notify) for individual and group repositories respectively.

(handle-challenge)
g — notify(n,challenge(_, ,k+, ))» s <n,forward(achieve(k)), , SA,

A:=A+{<n,forward(achieve(k/k k+)),_, >} knk+z@
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(group-handle-challenge)

G — notify(n,challenge(_, ,k+, )} g <n,forward(achieve(k)),n’,SSIA,
A:=A+{<n,forward (achieve(k/k k+)),n’,s>}, knk+z@
g — notify(n’,challenge(_,_,k+, )» s

Nonethelesghe notification can come from a subscriberbase (becausea subscriberhas
challengedthe initial subscriptionduring the vote process— see (challenge-forward-cfc)).
Then, the base will change all thalls for vote it issuedandalsonotify the initial sender.The
new call for vote (for k*) will come later from the other base. Note that the number of
subscribergo answer(x) is not changedandthatthe rule doesnot dependon it becausehe
initial base has reduced the extent of the proposal but has not accepted it yet.

(broadcast-challenge)

s — notify(n,challenge(_, ,k+, B g <s’,n,n’,forward(achieve(k)),x*IC,
C:=C+{<s’,n,n’,forward(achieve(k/ky k+)),x>}, knk+z@
g —pnotify(n,challenge(_,k/kk+, )) - S,
g— notify(n’,challenge(_,k,k+, )} s’

The subscribersare also notified of the changein the voting process.This allow them to
update their Rablein orderto accountfor the new situation.Again, it is just like if the initial
proposal had been k+.

(handle-pnotify-challenge)
g — pnotify(n,challenge(_, ,k+, )) s <n,forward(achieve(k)), £IP,

P:=P+{<n,forwarfachieve(k/k k+)), >} knk+z@

(group-handle-pnotify-challenge)
G — pnotify(n’,challenge(_, ,k+, )}» g <G,n’, , , ¥IC, knk+zd,
P:=P+{<n’,forwardachieve(k/lknk+)), >} <n’,forward(achieve(k)),_»IP

(broadcast-pnotify-challenge)

<G,n’,n,forward™*(achieve(k)), %IC,
<n’,forward(achieve(k)), SIP,
knk+z@

G — pnotify(n’,challenge(_,_,k+, )» @
C:=C+{<G,n’,n,forward™(achieve(k/k k+)), >},
P:=P+{<n’,forward(achieve(k/k k+)), >},

g — pnotify(n,challenge(_,k/kk+, )) - S

4.6.3 When the initial proposal is rejected

Whenknk+=@ in someof the rulesabove(notethat this canhappenat any moment),the
initial proposalis totally rejected.However,in orderto interactcorrectlywith the aboverules
and to acknowledge the fact tlaathallengehasoccurred,specialrulesare used. They just do
what is done in the basic challenge rules but act just like rejection with regard to K.
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(challenge-reject)

s — reply(n’,challenge(n”,k-,k+,k*))}» g <s’,n,n’,forward(achieve(k)),x%1C,
C:=C—{<s’,n,n’,forward(achieve(k)),x>}, knk+=0
g —pnotify(n’,reject(challenge(n”,k-,k+,k*))}» S,
g— notify(n,reject(challenge(n”,k-,k+,k*))} s’,
C:=Cl{<s,n”,!m,forward(achieve(k*)),|S|>},
g— ask-all(forwart{achieve(k*)),m)- S

(challenge-reject-forward-cfc)

s — reply(n’,challenge(n”,k-,k+,k*))» @ <G,n,n’,forwardachieve(k)),x*IC,
C.=C—{<G,n,n’,forward(achieve(k)),x>}, knk+=0
g —pnotify(n’,reject(challenge(n”,k-,k+,k*)))> S,
g— notify(n,reject(challenge(n”,k-,k+,k*))) G,
C:=CO{<s,n”,!m,forward(achieve(k*)),|S|>},
g— ask-all(forwarf{achieve(k*)),m)- S

The handling of notificatiorn caseof null challengeare not presentechere.As a matterof
fact it consistsin using (handle-notify), (group-handle-notify), (handle-pnotify), (group-
handle-pnotify) and (broadcast-pnotify) instead of (handle-challenge), (group-handle-
challenge), (broadcast-challenge), (handle-pnotify-challeiigeip-handle-pnotify-challenge)
and (broadcast-pnotify-challengegspectively.So these regular rules have to be slightly
modified (by addinga guardto themtestingif the contentis a challengeand knk+=@) since
they compete with the challenge version. (broadcast-challenge) is replaced by (reject-reply).

These rulegor challengingseemdo be cumbersomeincethey almostduplicatethe whole
protocol. Moreover,it would be more conciseto expressthe protocol with challengeas the
centralanswerand accept  (resp. reject ) as a shortcutfor challenge(n,d@,k,9) (resp.
challenge(n,k,2,9) ). This hasnot beenconsiderecherein orderto achievea progressive
and modular presentation of the protocol.

4.7 Miscellaneous

These rules are not vital for the protocol but are included here for the sake of completeness.

4.7.1 Evaluation

Whena repositoryasksfor an evaluation the group repositoryrepliesimmediatelyby the
result of the evaluation of the proposal against its own repository (eval-reply).

s — evaluate(n,p) ¢

eval-noti
( fy) g — notify(n,K?p) - s
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4.7.2 Late messages

Thesemessagesorrespondo the receptionof a messageconcerninga submissionwhich
has alreadyreceiveda status(a vote for a proposalthat has beenrejected,the denial of a
proposalwhich hasachieveda statusor the notification of statusfor a proposalthat has been
denied).They wereleft unspecifiedin the initial descriptionof the protocolwhile it was clear
that they could happen.The LOTOS simulationof the protocol identified them so they are
presented here:

s —reply(n, )- g

(late-reply) <n,_,_,_,_*IC
(late-deny) s —deny(n)-~ g <n,_,_,_, *C
(late-notify) s—notify. )~ 9 . gia

5. Example and trace

In this simple example the repositoryis aninitially empty set of couplesmadeof a letter
(character) and a number (which can also be thought of as a letter indexexf auabers) A
piece of knowledge is such a couple. When confronted to the repository conteetlaiedas
redundanif the pieceof knowledgeis syntacticallycontainedn the repository;it is declared
contradictory if the repository contains a couple with the same letter and a diffeneinér;and
it is declared admissible if no couple with the same letter is in the repasitatent. This could
be further complicated by allowing to replace a number by a greater one but the current setting i
enoughfor demonstratiorpurposes.Repositorieswill thus submit letter-numbercouplesto
other repositories (so they will be noted Letter=number).

Below is a traceof the protocol automatically provided by its descriptionin LOTOS (a
languageespecially designed for describing protocols [Bolognesi& 1987]). The LOTOS
simulatorhaving a restrictedrepresentatioranguage[Pecheur 1997]the whole traceis the
concatenation of three smaller tests whose output has been edited (with regular expressions) a
commented for legibility purpose.

The convention used by tligceconsistsin noting on the right the nameof the rule which
sendsthe messaggso, of course,the rule is triggered by the sender).The descriptionis
abstractedfrom the contentsof the memory (only messagesare traced). Rule namesin
parenthesigire processecdutomaticallywhile thesein bracketsare generatedoy a user. The
initial messages are those whose indentationtigeanargin. The surrogate®©f messagebave
the form reply-with#/in-reply-to# in front of the message. They have been restadtesistrict
minimum. The actions prefixed by a dollar sign ($) are external to the system.

The first track presents the creation of three repositories, one of wigdasip repository.
The two otherrepositoriesvant to registerin the group repositoryand succeedafter voting.
Then, one of them asks the group repository to compare some contents with its contents.

$ create bl
$ create b2
$ create b3
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$ turn-to-group b3

[* simple subscription */

bl - (1))register -> b3 [register]
b3 - (/1)notify(accept)) -> bl (reply-register)
[* subscription plus votes */
b2 - (1/)register -> b3 [register]
b3 - (1/)ask-all(register(b2)) -> bl (cfc-register)
bl - (/L)reply(accept) -> b3 (store-cfc)[accept]
b3 - (/1)pnotify(accept) -> bl (accept-register)

b3 - (/1)notify(accept) -> b2 —

[* simple confrontation */
bl - (2/)evaluate({A=1}) -> b3 [evaluate]
b3 - (/2)notify({}) -> bl (eval-notify)

Subscriber bases

bl b2

\/

Group base b3

Figure 6. Here is a presentation of the connections at that point.

The repository b1l submits some contents (A=lhégroup repositorywhich automatically
issuesa call for comments.The repository b2 offers a counter-proposalA=3) which is
integrated by the grourepositoryto the call for commentsThe repositoryb1 then cancelsts
first proposal and acceptsthe counter proposal which is acceptedand broadcastto the
subscribers.

/* submission with counter-proposal */

bl - (3/)achieve({A=1,D=2}) -> b3 [achieve]
b3 - (2/)ask-all(achieve({A=1,D=2})) -> b2 (cfc-achieve)
b3 - (2/)ask-all(achieve({A=1,D=2})) -> bl —
bl - (/2)reply(accept) -> b3 (store-cfc)[accept]

b2 - (2/2)reply(challenge({A=1},{A=3}{D=2})) -> b3
(store-cfc)[challenge]
b3 - (/2)pnotify(challenge({A=1},{A=3},{D=2})) -> b1
(challenge-accept)

b3 - (/2)pnotify(challenge({A=1},{A=3},{D=2})) -> b2 —
b3 - (/2)pnotify(accept) -> bl —
b3 - (/2)pnotify(accept) -> b2 —
b3 - (/3)notify(challenge({A=1},{A=3},{D=2})) -> b1l —_
b3 - (/2)tell({D=2}) -> bl —
b3 - (/2)tell({D=2}) -> b2 —
b3 - (3/)ask-all(achieve({A=3})) -> b2 —
b3 - (3/)ask-all(achieve({A=3})) -> b1l —

bl - (/3)reply(accept({A=3}) -> b3 (store-cfc)[accept]
b2 - (/3)reply(accept({A=3}) -> b3 (store-cfc)[accept]
b3 - (/3)pnotify(accept) -> bl (accept-achieve)

b3 - (/3)pnotify(accept) -> b2 —
b3 - (/2)notify(accept) -> b2 —
b3 - tell({A=3}) -> bl —
b3 - tell({A=3}) -> b2 —
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The repository bl is turned into a group repository and two new repositoriaadb%) are
created. They subscribe successfully to b1l and the contents of bl is broadcast to them.

[* transformation of an individual repository into a group repository */
$ turn-to-group bl (with A=3 in its K)

$ create b4

$ create b5

[* simple subscription */

b4 - (1))register -> bl [register]
bl - (/1)notify(accept) -> b4 (reply-register)

b1 - tell{A=3,D=2}) -> b4 _

[* subscription plus votes */

b5 - (1/)register -> bl [register]
bl - (4/)ask-all(register(b5)) -> b4 (cfc-register)
b4 - (/4)reply(accept) -> bl (store-cfc)[accept]
bl - (/4)pnotify(accept) -> b4 (accept-register)

bl - (/1)notify(accept) -> b5 —
bl - tell({A=3,D=2}) -> b5 —

Subscriber bases
b4 b5

\/

bl b2

\/

Group base b3

Figure 7. Here is a presentation of the connections at that point.

The repository b5 first compares some contents (B=2) with the contents of the repository bl
Then, it finds that another contents (B=4) is bettersarmitsit to b1. This is acceptedy b4
and includedin bl. Then, the repositoryb5 asksbl to submit B=4 to b3. After a call for
commentsaccepteddy the repositoryb4, this is submittedto the repositoryb3. As usualb3
issues a call for comments and the proposal is rejected by b2.

[* simple submission */

b5 - (2/)evaluate({B=2}) -> b1l [evaluate]
bl - (/2)reply({B=4}) -> b5 (eval-notify)
b5 - (3/)achieve({B=4}) -> bl [achieve]
b1l - (5/)ask-all(achieve({B=4})) -> b5 (cfc-achieve)
b1l - (5/)ask-all(achieve({B=4})) -> b4 —
b5 - (/5)reply(accept) -> bl (store-cfc)[accept]
b4 - (/5)reply(accept) -> bl (store-cfc)[accept]
bl - (/5)pnotify(accept) -> b4 (accept-achieve)

b1l - (/5)pnotify(accept) -> b5 —
bl - (/3)notify(accept) -> b5 —
bl - tell({B=4}) -> b4 —
bl - tell({B=4}) -> b5 —

/* submission to nested group repository, it fails */
b5 - (4/)forward(achieve({B=4})) -> bl [forward]
b1l - (6/)ask-all(forward(achieve({B=4}))) -> b5 (cfc-forward)
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bl - (6/)ask-all(forward(achieve({B=4}))) -> b4 —

b5 - (/6)reply(accept) -> bl (store-cfc)[accept]
b4 - (/6)reply(accept) -> bl (store-cfc)[accept]
b1l - (/6)pnotify(accept) -> b4 (accept-forward)

b1l - (/6)pnotify(accept) -> b5 _
bl - (7/)achieve({B=4}) -> b3 -

b3 - (4/)ask-all(achieve({B=4})) -> bl (cfc-achieve)

b3 - (4/)ask-all(achieve({B=4})) -> b2 —
bl - (8/)ask-all(forward(achieve({B=4})) -> b4 (broadcast-cfc)
b1l - (8/)ask-all(forward(achieve({B=4})) -> b5 —
b2 - (/4)reply(reject(r)) -> b3 (store-cfc)[reject]

b3 — (/4)pnotify(reject(r)) -> bl (reject-reply)

b3 — (/4)pnotify(reject(r)) -> b2 —
b3 — (/7)notify(reject(r)) -> bl —
bl — (/4)notify(reject(r)) -> b5 (group-handle-notify)
bl — (/8)pnotify(reject(r)) -> b4 (broadcast-pnotify)
bl — (/8)pnotify(reject(r)) -> b5 —

The repositoryb2 then submitsa new proposal(B=3) to the repositoryb3 which issuesa
call for comments which ibroadcasby the repositoryb1l to the repositoriedh4 andb5. They
acceptthe proposalwhich is incorporatedn b3. The repositoryb3 then broadcastghis new
contents to the repository b1 which issues a new call for commemtedoporatingB=3 in its
own contents.This is acceptedyy the subscribergb4 andb5) andthen incorporatedinto the
contents of the repository b1l and broadcast to the subscribers.

/* another submission to nested group repository, which succeed */

b2 - (3/)achieve({B=3}) -> b3 [achieve]
b3 - (5/)ask-all(achieve({B=3})) -> b2 (cfc-achieve)
b3 - (5/)ask-all(achieve({B=3})) -> bl —
b2 - (/5)reply(accept) -> b3 (store-cfc)[accept]
b1l - (9/)ask-all(forward(achieve({B=3}))) -> b4 (broadcast-cfc)
b1l - (9/)ask-all(forward(achieve({B=3}))) -> b5 —
b5 - (/9)reply(accept) -> bl (store-cfc)[accept]
b4 - (/9)reply(accept) -> bl (store-cfc) [accept]
bl - (/9)pnotify(accept) -> b4 (accept-forward-cfc)

bl - (/9)pnotify(accept) -> b5 —
bl - (/5)reply(accept) -> b3 —
b3 - (/5)pnotify(accept) -> bl (accept-achieve)
b3 - (/5)pnotify(accept) -> b2 —
b3 - (/3)notify(accept) -> b2 —
b3 - tell({B=3}) -> b2 —
b3 - tell({B=3}) -> bl —

b1l - (10/)ask-all(achieve({B=3})) -> b4 (cfc-tell)

b1l - (10/)ask-all(achieve({B=3})) -> b5 —
b4 - (/10)reply(accept) -> bl (store-cfc) [accept]
b5 - (/10)reply(accept) -> bl (store-cfc) [accept]

b1l - (/10)pnotify(accept) -> b4 (accept-tell)

b1l - (/10)pnotify(accept) -> b5 —
bl - tell{B=3}) -> b4 —
bl - tell({B=3}) -> b5 —

Note that at the beginning, the user initiatbemgo predominatevhile asthe architectural
complexity and the repositories grows, the automatic part becomes more important.

6. Properties

At first sight, the relevant properties for such a protocol are those of:
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(0) having a protocol completely specified;

(1) not having a repository in an inconsistent state;

(2) having the opportunity to submit a proposal at any moment;

(3) having the acceptance of a proposal if and only if each subscriber — at the moment of the

decision — agrees (and its reverse, not having a proposal if some subscriber disagrees);

(4) having an answer (accepted/refused/retracted) to a proposal in a finite amount of time;

(5) being minimal in the number of transactions.

Terminationis not very useful in the caseof the Cos protocol since the systemcould
perfectly be usedwithout end. Rather,(4) statesa local terminationproperty. The simplest
property that can be put forth (0) is the fact tloainy messagessuedcorresponds particular
answer(this is importantbecausesince non recognisedmessagesire ignoredit is easyto
forget some rule):

PROPOSITIONO (intelligibility). For eachmessagesentwith a particular performativeand a
particular type of receiver (group or individual repository), theeeride triggeredby thatkind
of message.

The proof canbe carriedout by simple enumerationlt hasbeenachievedwith the help of a
Lisp simulator abstracting from the memory concerns (but taking condititmaccount).This
work has also been carried out with the (partialy&s specification of the protocol.

The other properties are discussedbelow under additional assumptions.They are
assumptions because the system has no means to enforce them.

ASSUMPTIONS Coy4 is considered here under the following assumptions:

(a) thereis always, in a finite amountof time, an answerto a query to an individual

repository,

(b) thereis no infinite numberof counter-proposal®r a proposal(which is entailedif the

KRL language expressions (k) are non infinitely decomposable),

(c) there is not an infinite amount of subscriptions in a finite amount of time, and,

(d) different proposals examined concurrently are independent.

Eachof the concernedassumptionsare consideredwith the propertiesto which they are
relevant. Obviously, the assumptions(b) and (c) are very reasonableones and are not
discussed. Assumption (a) is difficult to achieve but absolutely necessary for propgsitizsn
is not a propertyof our voting schemebut is commonto any schemededicatedto solve the
“transaction commit problem” in distributed databasesystems(even for majority votes)
[Fischer& 1985]. Time-out are usual watgsovercomeits failure. Assumption(d) is difficult
to achievetoo but necessaryor achievingpropositionl in the currentstateof the protocol. It
will have to be relaxed but can already be enforceddbgctingthe dependencieand buffering
gueriesaslong as a decisionhas not beentaken concerningthe dependanproposals(thus,
weakening proposition 2).

Let aside the problems of message order and parallehsranly causeof non determinism
is the intervention of individual users. It only appearsin case of (1) subscription, (2)
submission and (3) review.
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Submission is the initial performativie. mustbe notedthat a submissionrdoesnot interfere
with the examinationof othersubmissionsThus, the terminationof the review processof a
submission can be considered independently of other submissions.

PROPOSITION1 (Repositoryconsistency)Under assumption(d), the repositoriesassociated
with the group repositories are never in an inconsistent state.

proof. the consistency is a prerequisitéht@ addition of someknowledge(cfc-achievebeinga
prerequisiteio accept-achieveand concurrentproposalsare independen{assumptiond), the
repositories are hence consistent$

PROPOSITIONZ2 (Livenessandfairness).The subscribersan submitproposalgo their group
repository at any moment.

proof. thereis no prerequisitefor submission(achieve,forward), thus any subscribercan
submit anything at any moment. Additionally, a repository which wiangsibscribeto another
onecando it at any momentasfar as it hasnot subscribedo a base(G=@) and it hasnot
initiated another subscription (A=@). ¢

Obviously, the subscription interferes with the review procBssfollowing lemmaallows
the proofs below to consider the new subscriber exéikdyif it were alreadysubscriberat the
beginning of the voting process.

LEMMA (Registrationintegration). The vote of the new subscribers(registrantbetweenthe
initial submission of a proposal and its final vote) are takEnaccountexactlyasif they were
subscribers before the submission.

proof.

Let us seewhat happens~vhen a new subscriberis acceptedWith regardto the current
proposals, three cases can happen:

1) The new subscriber is added before the submission (then it is in S anthtakatount

for the submission — it is thus taken into account in the proofs below);

2) The new subscriber is added during the call. Then this appears between two stages of
call. Throughrule (accept-register} is addedto S and all the countersin the call for
comments undegxaminationare incrementedThus, the opinion of the new subscriber
is takeninto accountby the grouprepositoryexactly if it were there at the beginning.
This is also true when challengescur: the rejectedpart would havebeenrejectedeven
with the opinion of the new subscriberand the acceptedand new parts are still under
examination so the new subscriber is taken into account.

3) The new subscriberis addedafter the call: the proposalhas been either accepted,
rejected retractedor challengedThe subscribelis supposedo acceptthe result of the
vote just as this was the case when it issued the subscription demagd.

The following propositionsconsiderthat the submissionis an atomic submission(i.e. a
submissionwhich is not fragmentedby challenges).This is equivalentto considerthat all
submissions of composite proposals asharthandor severalatomicsubmissiongin sucha
case, no challenge is possible anymore).
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PROPOSITION3 (Consensus). Any submissianacceptedf andonly if all the subscribergat
the moment of its introduction in the repository) accept it.

proof.

if) all the subscribergevenif they arerestrictedto one)receivea call for commentgeither
from anyrule whosenamebeginswith “cfc-", broadcast-cfor accept-registein caseof new
subscribers); if all subscribers agree on the proptsa}all senda reply agreementThe first
|S|-1 reply are recorded Miae rule accept-replyThe |S|threply fires one of the accept-*rules
which accepts the proposal.

only if) the accept-*(and challenge-acceptulesarethe only onesfor the acceptancef a
proposal.They all requirethe agreemenbf all the current subscribers(i.e. that the group
repository has receivedas many acceptreply as they are subscribersn S — and it is not
possible to vote twice due to the conditions on P in the reply rules).¢

PROPOSITION4 (Termination). Under the assumptions (a-d) any submission reastaasof
either accepted or rejected proposal in a finite amount of time.

proof.

First, at the scale of the whole system, this can be proved by induction:

Base case: this is obviously the case for any individual subscriber (assumption a and b);

Inductive case: If atatusof acceptedr refusedis achievedoy everysubscriberjt will be
proved that such a status is also achieved by the group repository;

Thus, since the organisation abgis hierarchical and the leaves are itdividual subscribers,
this induction property isufficient for proving the propertyfor eachgrouprepository.So the
structureof our proofsis (1) the proof of the propertyat a group repository level without
consideratiornof the natureof subscribers(2) the proof at a group repository level which
receives from downward the same solicitation in the same conditions and finally |§8) dtat
the basic level of individuals.

At the initial stage the setA of acceptorss @ while the setB of subscriberss S. At each

further stage (a new message is received), either the message is:

s — accept(n)» g and Bt{s} then A=Al{s}, B=B—{s}, this case can onlye dealtby the
(accept-replyyule which decrementshe voter counter(which then corresponddo |S|-
|Al;

s — accept(n)» g and B={s} then A=S, this casmnonly be dealtby the (accept-*)rules
which considerthe proposalas acceptedas a matter of fact all the subscribershave
accepted;

s — reject(n)- g, this case can onlye dealtby the (reject-reply)rule which considerghe
proposal as rejected: as a matter of fact, one of the subscribers has rejected it;

s — challenge(n;k*,k’) - g then, formally the wholproposalis rejected. However, this
judgement can be refined. It can dmnsideredhat a part of the proposal(k’) is rejected
and, in fact, the challenge has exactly the effect of s — rejest@njor it. It canalsobe
consideredhatthe preservedoart (k*) is acceptedand, again,the challengehasexactly
the effectof s — accept(n)- g for it (and k™ replacesthe initial k). At last, the new
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submitted part (§ can be considered asiaw submissionHence,the challengecanbe
takeneitherasrejectingthe proposalandit hasthenachieveda statusor asacceptinga
subpart of it andejectinganotherone which are dealtwith accordingto the line above,
so if they achieve a status, it is achieved in the present case too.

s — deny(n") - g, this case can onlye dealtby the (deny-reply)rule which considerghe

proposal as denied;

Thus, at each stage, either p is rejectedeptedre-examinedvith challengeror in a state
such that A is the set of acceptors and B the state of those who have to answer.

From hypothesiqa), if thereis no challengeall the subscribersn S will have answered
after a finite amountof time. Thus, the proposalis either acceptedyejectedor includedin a
challenge Sincethereis a finite numberof challengedor a proposal,after a finite amountof
time they will all be examined. They thus will all have a final status of accepted or rejected.

This was with the hypothesis that all the subscribers of a repository behave cortastly.
true of individual subscribers since they reply by accept, reject or challenge in a finite amount
time (assumptiora) and, if they reply by challenge,the numberof successivechallengess
boundedby a finite numbern (assumptionb), after n+1 reply by subscriberghe answeris
either acceptor reject. This is achievedin a finite time. This also holds true for group
repositoriessincethe organisatiorof repositoriesis hierarchicaland the proof aboveshows
that the repository behaves correctly if its subscribers do (note that a subscriber can only answi
once to a call for comments due to the condition on P in the [reply] rules).

So, this propositionholdsfor the achievemenbf submissionof knowledge,subscription
and forward submission.Moreover, the lemmaabove shows that the new subscriptionare
correctly integrated in the voting process (just like if the subscriberstinemesat the beginning
of the vote). The proposition thus holds.¢

The protocol has also been partially described(without the challenges)in LoTos and
checked with a model checking strategy [Pecheur 1997]. This has led to the cookotiamy
detailsin the protocol (takeninto accountin the descriptionabove)and the following main
results:

» detection of deadlocks in case of synchronous use of the protocol;

» detection of messages left unanswered,;

» completedescriptionand formalisation of the managemenbf surrogatesand of the

flushing of the various directories (A, P,...).

Note that somepropertiesare not easily transferabldo majority andintersectionprotocols.
As a matterof fact, intersectionand consensusre monotonouqif subscribersareaddedto a
repository, this can only reduce the amount of knowledge stored) while majority is not.

Under the same assumptions,the Co4 protocol satisfies the requirements of
[Gaspari& 1994]with regardto the users(they should not have to handle communication
deadlocksstarvationissuesand ressourcananagemenssuesexplicitly) in the asynchronous
case if the memory in infinite (as th@thorsassumat). As a matterof fact, the strict protocol
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communications cannot loop because the protocol is organised along the¢yeesabriesand
always proceeds either downward or upward.

7. Discussion and future work

The Co4 protocol as describedaboveis basedon severalassumptionsthat are worth
discussing.They are consideredhere from the more abstractto the more technical. They
provide insight of the improvements of the protocol that can be taken into account.

Consensus vs. other aggregation policiHse choice of a consensus policy (as opposed
majority policy for instance) is deliberate. It can be criticised because achieving consensus is nc
easyat all. However, there are severalreasongfor adoptingthis policy. From the technical
viewpoint, consensus has very good properties: if a subsdibpsout, the repositoryis still
consensuafthis propertyis not sharedoy majority) andif every subscriberhasa consistent
view of the world, then consensus will be consistent. On the practicateitensusasbeen
used as a way to promote dialochetweensubscribersnsteadof electiontacticsand minority
gaggingwhich is not in the ethic of the scientific community. Meanwhile, the protocol could
easily be modified into intersection (no vote is hecessary) or majority vote.

Consensusvs. private spaces Many other systems offer private spacesrather than
consensusThis allows to storein the repositoryproposalswhich are acceptedy only some
subscribergwith adequatdabelling) andto bypassthe consensuapolicy judgedtoo strong.
This should not be necessary in th@yGystem since thidividual repositoriesdo not haveto
containthe consensuabne. On the opposite,we insist on the consensuahspectof the group
basein order for subscribersto discover and acknowledgethe disagreementsnstead of
developing parallel and inconsistent private repositories. The strong policy could be sbjtened
implementing discussion mechanisms such as those of gIBIS [Concklin 88].

Independencdypothesis Hypothesis(d) statesthat the proposalsmust be independent.
This is a very strong hypothesissinceit preventsfairnessto fully apply (one can submita
proposal which forbids other submissions by othdrscribers)lt is also problematicbecause
independence concerns aspects which are not undeorttrel of the protocol. Partialanswers
can be given tehat problem:checkingindependencéeforesubmission checkingconsistency
only after a proposal has been accepted, providing a hook to the developers in order to deal wil
this on the applicationside. However,noneof themis fully satisfactoryandthe protocol has
been presented independently of that. It is noteworthy th&trdrehnationalassemblyshould
have such a way to deal with concurrent and dependant propdsaiseveralamendmentsf
a particular law are considered.

Complexity The protocolrelieson consistencytestswhich are known to be intractablein
many representatiotanguagegand evaluationcan userevision which is far more complex).
This is a matteof trade-off betweenconsistencyexpressivenesand complexity which is out
of the scope of the@ protocol. If one wants to give up consistency, the protadblwork in
the same way by implementing K?k so that it is always satisfied.

Acknowledgements and securifihe current presentation of the protocol does notwligal
issuessuch as security, authentication acknowledgemenand anonymity [Stodolski 1990].
Obviously they will have to be taken seriously if treg required.This doesnot seemto raise
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particularproblemsin the contextof Co4. The call for commentsprocedurecaneasily ensure
anonymous submission and anonymous replies whiladbeptedoroposalscan be creditedto
submitters.

Delay. Hypothesis (a) considers that answamesgiven in a finite amountof time. Thisis a
very weak hypothesiandyet very difficult to ensure.Foreseenmprovementf the protocol
include the addition of time-out, payments and penalties whicbfemeusefulfor constraining
people to satisihypothesiga) and gettingrid of that hypothesisf necessaryby considering
that subscriberavhich aretoo slow will haveto registerat new for instance).However, the
protocolstill doesnot care about social parametersuch as hierarchicor consumer-producer
relationships.

Verbosity The protocol have been described in a form allowing to check rapidly if it is well-
defined. Under that form it is quite verbose (e.g. the submitters of a proposal hateft it
and to vote again in case of forwarll)is plannedto provide a languageor expressindilters
suchthatthe usercandecideto deal automaticallywith someroutine messagese.g. errors,
notifications, call for comments on an irrelevaart of the repository).Thesefilters shouldbe
integrated in such a way that they can be placed also on the group repdsitotighthe same
acceptance protocol. They have already been included in the current implementation.

8. Related works

The Co4 protocol can be characterisedvith regardto three ongoing researchdirections:
softwareagents groupwareand distributeddataservers.An extendedcomparisonwith other
approaches can be found in [Euzenat 1995].

Software agentsThe work on software agentusuallyfocusedon how agentscanmakea
deal (decide to put their force together) rather than how to supervise the behaviour of the agent
The “contract net” protocol [Smith 1980] ssicha negotiationprotocol. This led to theoretical
and practical results about how to negotiate.

Co4 can be compared with SANP [Chang& 1994]. Both protocols are lmsgpkeech-acts
plus a protocol and remain at the protocol level (they do not intend to model the intentians of
messagesenders).This approachallows to designan independenprotocol and to prove it
becausat is not burdenedoy applicationdetails. The differencelays in the domains.SANP
considersa protocolin an openworld of negotiation.Cos boundsthe consideredvorld by a
registration protocol which identifies the actors as groups and/or individual repositories.
Moreover,formalisms(rulesinsteadof automatonyandimplementationgspeech-actledicated
transport layer instead of simple mail) differ. However, if the works are similar, hefie e
properties of the protocol have been emphasised instead of its psychological or social relevanci

In summary,the Co4 protocol has the particularity of focusing on the maintenanceof
repositories and obeying very strict rules while in usadwareagentsthe protocolis opento
manytasksandthus observesnore openrules. However,the presentwork opensinteresting
perspectives by providing built-in protocols whiagents(softwareand human)may decideto
fulfil andwhich canbe supervisecefficiently. Thereis room in softwareagentresearchfor a
very general interaction language wétlilenotationasemanticsndependentrom the protocols
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and libraries of specialised and protocols (using this language) that the agents maipdesgde
when necessary

Groupware In contrast,groupwaredoesnot care aboutthe collaborationbetweenhuman
and software agentsand does not provide, in general,a policy for decision making, for
instance,Lotus Notes or the last versionof Microsoft Word includesthe modification of a
documentoy severalusers.However,the inclusionof thesemodificationsis controlled by a
very primitive policy:

» either there is no control and everyone can modify the document;

» orthe control is the privilege of a particular user which can apply or not the modifications
(with all the burderof consultingother peoplefor clarification or conflict resolutionfor
instance).

Several research projects (e.g. The coordin&tiares& 1988], Treillis [Furuta& 1994]or
Imagine [Haugeneder 1994])investigate mediated communication between humans and
computers accordintp formalisedprotocols.Trellis focuseson the tools for expressinghese
protocols through Petri nets. This system considers voting but in the context of decision making
ratherthan constructingan artefact. An applicationcloserto Co4 hasbeendevelopedin the
context of the Imagine project in ordiermanageappointmentsbut no detailsof the protocols
are given.

Distributed serversand repositories At last, there are two comparablelines of work
concerningdistributed data servers. In the distributed system and databasecommunity,
important studieshave beencarried out in orderto establishvoting (or quorum consensus)
protocols for authorising a modification in a repository [Garcia-Molina& 1985,
Kumar& 1996]. Thisconsistsin requiringthat a majority of tokensagreeson committingthe
modification for it to be accepted regardless to the other voters. This procedure isirofmist
ensureghat the modification is always acceptedsafely, but it cannotbe provedthat sucha
systemworks if one of the token-holderss deficient[Fisher& 1985]. Meanwhile, this work
provides considerable theoretical results onpifupertiesof voting proceduresHowever, it is
different from the Co4 protocolbecausat only coversthe voting aspectand the votes do not
concernthe contentof a modification but the action of modifying (anyoneis allowedto usea
resource in any way as far as no one has previously reserved it).

The secondine of work concernghe modification of knowledgebasesby severalusers.
The ontolinguaserver[Farquhar& 1997]is a systemwhich allows usersto modify a sort of
repository called “ontologythroughthe World-wide web. The aim of the serveris to achieve
consensuvetweenpeopleaboutthe vocabularyof a particulardomain.However,the system
hasno tool for achievingconsensusand the userscan modify the repositorycontenton an
individual basis (with the same primitive policy as Lotus Notes). CGKAT [Martin 1996]
provides a protocol for incrementally constructinga type hierarchy. This last protocol is
provided as a set of algorithms without claim of completenessior proof of correctness.
Moreover, instead of consensus, the system tends to favour the “jardins secre§3) (detbe
users by allowing them to express contradictory data on their sole behalf.
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9. Conclusion

For the purposeof concurrentlybuilding an artefact(an article, a knowledgebase,etc.) an
architecture has been presendéed a protocolhasbeensetout. The protocolis closelytied to
the way of interacting but totally independent from the artefatitus could be easily modified
towards other ways of aggregating the artefacts and other ggbagents(e.g., in a scientific
journal the voters and the subscribersare different). Such a protocol provides a way for
contributors tomodify the artefactthoughenforcingconsistencyand consensusf the choices
made by the contributors. It is aldly functionalandcoversin a uniform way many aspects
of the process (such as registering, cancelling or challenging contributions).

The protocol has been formally expresseth the help of simplerules. The benefitsof the
formal expressionare the ease of understanding,modifying, simulating, testing and
implementatingof the Co,4 protocol. The formal expressionof the protocol allowed to prove
that under particular assumptionsjt enjoys the expectedproperties(anyone can submit a
proposal at any moment, the proposal will reach a state of accepted or rejected irmmboite
of time and a proposal ecceptedf andonly if all the subscriberdiaveacceptedt). The next
formalisation step could be to provide a denotational semantics for the protocol.

But sucha protocolis not anendandit will haveto prove its usefulnesghrough real-life
experiments.

If a consensuaprotocol could be acceptablen particularcontexts,it is not universal.The
Co4 protocol is not a protocol for any purpose.However, it is a first step towards the
connectionof humanand softwareagentsthrougha protocolwhich is monitoredby software
agents able to process automatically the routieesagesSucha technologycanbe appliedto
contractmanagementvith automaticpayment,time-out messagespenalty managemenand
processingof modification-clausesEverythingis possibleif we careto include the human
being in the protocol wherever there are decisions to be made.
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12. Rule index

Rules are presented by their name followed by their triggering message sender and type.

A
2 Tol 0l =T o | TP 18........
ACCEPt-AChIEVE(S,FEPIY(ACCEIL)). .. vttt ettt ettt ettt et 22......
aCCEPt-TOrWArA(S,FEPIY(ACCEPLY) . .. ettt 24......
accept-forward-Cfe(S,FePIY(ACCEPLYY . ... v e e 25.....
accept-forward-register(s,reply(aCCEMALY). . ... . iu it 24.....
aCCEPL-regiSter(S,FEPIY(ACCEPL)). .. ettt ettt 21......
ACCEPL-TEPIY(S,FEPIY(ACCEPLY) - . .ot e ettt et e 23......
ACCEPEII(S,TEPIY (ACCEPL) ) . ettt ettt e 26......
ST 1= = 17.........

B
broadcast-Cle(G,ask-all). ... . ..o e 25.......
broadcast-challenge(s,notify(Challenge)). . ........ou e 29.....
broadcast-pnotify(G,PNOLIY). ... ... e 26......
broadcast-pnotify-challenge(G,pnotify(challenge)) ........coovniiiii e 29....

C
CIC-ACNIBVE(S,ACNIBVE) .. .. e ettt 22.......
CIC-FOrWard(S,FOMWAIT). . ... .t 23.......
(o (o = To R (S (=T [ (= PP 21.......
(o1 Tom (]| [ (= | PR 26........
(o] = =T oo = 19........
challenge-accept(s,reply(ChallENGE)) ... .. e e 27.....
challenge-accept-forward(s,reply(Challenge)).........c.ouo i 27....
challenge-accept-forward-cfc(s,reply(Challenge)) ... ..o 28....
challenge-forward-cfc(s,reply(ChallENgE)) . ... . eeieee e 28.....
challenge-reject(s,reply(Challenge)). . .. ... e e 30.....
challenge-reject-forward-cfc(s,reply(Challenge)). ........coviiiiii i 30....
challenge-reply(s,reply(Challenge)) ... ..c.ouiii e 27.....

D
0101 18.........
0[] )V (=T o)1 0 [T 1) PP 23.......

E
EITOr-aChIEVE(S,ACNIEVE). .. ... e e et 22.......
error-forward(S,FOMWAN). ... 24.......
EVAl-NOLIY(S,EVAIUALE). .. ...t e e 30.......

RR N°3260



46 Jérdme Euzenat
Lo 1D L= TP 17........
F
(0] 0T o 18........
G
group-handle-challenge(s,notify(Challenge))............ou oo 29....
group-handle-Notify(GNOLTY) . ... 24......
group-handle-pnotify(G,PNOLIY). ... 25......
group-handle-pnotify-challenge(G,pnotify(challenge)) ..........ooririiii e 29.
group-notify-register(B,NOtify(ACCEPTYY . ... ..t 24.....
H
handle-challenge(g,notify(ChalleNgE)). ... ....ouirir i e 28.....
handle-NOtifY (G, NOLIY) . ....e e 19.......
handle-pnotify(Q,PNOLITY). ... ... e 19......
handle-pnotify-challenge(g,pnotify(Challenge)).........coriiiii e 29...
L
EoTC e (=T )Y (e (=T 0|V VRPN 31.......
E= Y L= 0 )Y 50 0117 31.......
LT PIY (S, TEPIY). ¢ ettt e e 3l.......
oTo B (=] ({28 =] 1) TP 26........
N
NOtify-register(D,NOtIfY(ACCEPL)). .. . 19......
R
(=T ) (=T 17........
=] o P 18.........
reject-forward-CIC(S,FePIY(FEJECEY) . ... e e 25......
= LT =T oY (=] o] YL (=[x ) P 23......
FEJECE-LEII(S, FEPIY(TEIECE)) . ettt 26.......
=T YR (=10 R L= ST (=TT (=Y PP 21......
S
SEOrE-CIC(Q,ASK-AU1) .. . 19.......
StOre-PropPoSal(Q,Iell). ... ..o e 20.......
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