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Abstract: In this paper, we propose computational methods for the synthesis of controllers
for discrete event systems modeled by polynomial dynamical systems over finite Galois field.
The control objectives are specified as order relations to be checked and as minimization
of a given cost function over the states through the trajectories of the system. The control
objectives are then synthesized using algebraic tools such as ideals, varieties and morphisms.
The applications of these methods to the safety specification of a power transformer station
controller is finally presented.
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Controle par ordre partiel et controle optimal de
systémes a événements discrets modélisés par des
systéemes dynamiques polynomiaux

Résumé : Dans ce rapport, nous proposons des méthodes de calcul pour la synthese
d’automatismes discrets sur des systemes a événements discrets modélisés par des systemes
dynamiques polynomiaux. Les objectifs de controle sont exprimés comme des relations
d’ordre & vérifier ou comme la minimisation d’une fonction de coiit donnée sur les diffé-
rentes trajectoires d’états du systeme. Les objectifs de controle sont alors synthétisés a
I’aide d’outils algébriques tels que idéaux, variétés et morphismes. Les applications de ces
méthodes & la spécification stire du contréleur d’'un poste de transformation électrique sont
alors présentées.

Mots-clé : Systémes a événements discrets, Méthodes polynomiales, Controle, Commande
optimale



Introduction

The main purpose of real-time applications is to control reactive systems for which control
and physical parts are often merged. Thus, different theories dedicated to the control of
discrete event systems had emerged since the 80’s [38, 20, 23, 31]. Usually, the starting point
of these theories is: given a model for the system and the control objectives, a controller
must be derived by various means such that the resulting behavior of the closed loop system
meets the control objectives.

In the Ramadge and Wonham theory of discrete events systems [38, 39, 40|, the physical
model is described in terms of prefix-closed language (often a finite state automaton [41]).
The control of the physical model is then performed by inhibiting some events (called control-
lable events) while the other events can not be prevented from occuring. However, in some
situations, the problem is rather different: the physical model (or the system) emits some
uncontrollable outputs, called signals, to the controller which in turns emits some other si-
gnals to control the model (these signals are controllable and are considered as inputs for
the physical model)[2, 3, 29]. Even if it is possible to mix the two approaches in a single
model, we feel that the two approaches are complementary in applications.

In our case, the specification of the physical model is realized using the synchronous
data-flow language SIGNAL[5, 30|, dedicated to the specification of real-time systems. The
formal bases used in the definition of this language allow us to to check properties on the
system. To this purpose, the boolean part of the program (i.e., the system specification) is
translated into a polynomial dynamical system over Z/37 |1, 28] ! The use of Z/37, instead
of the boolean field Z/97 is motivated by the fact that we want to have the notion of
presence/absence of a boolean signal considering some other signals and not only the value
(true/false). Furthermore, using such algebraic methods and polynomial dynamical system
as a formal model, we are also able to synthesize controllers satisfying various kinds of control
objectives. As SIGNAL is a data-flow language , it is natural for us to use the input/output
approach (however systems defined as finite state automata, like in Ramadge and Wonham,
can also be considered within this framework). The physical model is then represented by a
polynomial dynamical system while the control of the system is performed by restricting the
controllable input values to values suitable for the control goal. This restriction is obtained
by incorporating new algebraic equations to the initial system.

In the historical development of control theory for discrete event systems, control ob-
jectives are usually expressed as invariance, reachability and attractivity of a given proper-
ties[18]. Control equations are then synthesized using algebraic tools such as ideals, varieties
and morphisms. In this paper, we will extend the class of control objectives to two classes
of optimal control objectives. In the first one, order relations between states of the system
implement some kind of preferences between these states. The second approach is more
classical and uses cost functions over bounded trajectories of the system.

To validate our approach, we consider in this paper the application of this control theory
to the specification of the automatic control system of a power transformer station. It
concerns the response to electric defects on the lines traversing it. It involves complex inter-

17,/ 37, denotes the finite Galois field with 3 elements {—1,0, +1} with usual multiplication and addition
modulo 3 (14+1=—1, and 3 =0).
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actions between communicating automata, interruption and preemption behaviors, timers
and timeouts, reactivity to external events, ... The functionality of the controller is to
handle the power interruption, the redirection of supply sources, and the re-establishment
of the power following an interruption. The objective is twofold: protecting the components
of the transformer itself, and minimizing the defect in the distribution of power in terms of
duration and size of the interrupted sub-network.

The remainder of this paper is organized as follows: the first section is dedicated to the
presentation of polynomial dynamical systems and to an overview of the algebraic framework.
The second part deals with the presentation of the synthesis of controllers over polynomial
dynamical systems and an overview of classical control problems. In the third and fourth
parts order relation control and optimal control are presented. Finally, the last section deals
with the application of these methods to the incremental construction of a power transformer
station controller.

1 Polynomial dynamical systems

The first point concerns the choice of the model on which the control will be performed.
We have chosen to represent the system by a polynomial dynamical system, which can
be seen as an equational representation of an automaton. Such a polynomial dynamical
system originates from the logical abstraction of a SIGNAL program. This abstraction is
automatically performed by the compiler. The resulting polynomial dynamical system can
then be for used as formal basis for verification and optimal controller synthesis purpose.
Furthermore using a high level language such as SIGNAL allow us to easily specify the real
time system on which control as to be performed.

1.1 General form of Polynomial Dynamical Systems

A polynomial dynamical system (PDS) over Galois ields[26, 27| (in our case Z/37 ?) may
be specified as a set of polynomial equations of the form:

pl(Xaanl) = 0
S = (1)
(XY, X)) = 0

where XY, X' are vectors of variables in Z/g7 and dim(X) = dim(X') = n.
Such a system will be denoted as:

P(X,Y,X") = 0 (2)

The components of vectors X and X' represent the states of the system and are cal-
led state variables, whereas Y is a vector of m variables in Z/37, , called event variables.
Such a dynamical system is generally implicit, or equivalently, behavioral in the sense of

2the theory is the same for each finite field Z/pZ , with p prime
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J.C. Willems [46|, and no distinction between inputs and outputs is made. A case of parti-
cular interest is when it is possible to reexpress the previous PDS (2) as follows:

X! - P(X,Y)
The first equation of (3), X' = P(X,Y) is called the state transition equation of the
system; it can be considered as a vector-valued function [Pi,..., P,] from (Z/g7 )"™™ to

(Z/37,)". It is composed of all the equations on the state variables, and characterizes the
dynamical aspect of the system. The second equation of (3), Q(X,Y) = 0, is called the
constraint equations of the system. It is a system of equations [@1, ..., Q;]. It comprises all
the equations characterizing the properties of the system involving the current instant only,
call it the static part of the system (invariant for all instants t). Finally, the third equation
Qo(X) = 0 is called the initialization equation of the system. It is a system of equations
[Qo,, - - -, Qo,]- This set of equations defines a set of allowed initial states. If the initialization
equation is not given, all the possible states of the system are initials (i.e., this is equivalent
to state that Qg is identically zero.).

Such a PDS is said to be an explicit polynomial dynamical system. In the following, we
focus our attention on explicit PDS.

Each element (x,y) € (Z/37 )"*™ such that Q(z,y) = 0 is said to be admissible and an
event y is admissible in the state x if (z,y) is admissible. A trajectory (z;, y;)ien, initialized
at (zo,yo) is a sequence (z;,¥;), such that the pair (z;,y;) is admissible and z;11 = P(z;, ¥;)-

Therefore, a PDS can be seen as a finite state transition system. The initial states of
this transition system are the solutions of the equation Qo(X) = 0. When the system is in
a state x € (Z/3z )", any event y € (Z/37 )™ such that Q(x,y) = 0 can trigger a transition.
In this case, the system evolves into state 2’ = P(z, ) (noted 2 2 z).

The composition of two polynomial dynamical systems is obtained in the following way:
let us consider two PDSs S; and Ss, then the composition S;||Sy (assuming that the two
systems have no common state variable) is simply obtained by combining the equations
together. The event variables with the same name in the two PDS are considered as identical
as is usual in mathematics.

1.2 The Algebraic Framework

The theory of polynomial dynamical systems uses classical tools in algebraic geometry such as
ideals, varieties and morphisms. Using this theory we are allowed to transform the properties
of algebraic sets into equivalent properties of the associated ideals of polynomials [26, 27].
Similar work may be found in [19, 14|. Finally, an overview of ideals and varieties is described
in [17].
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1.2.1 Ideals and Varieties

We wish to work with polynomials in several variables, with coefficients in Z/37 . However
we need that each variable X; satisfies the condition X} = X;, expressing that we indeed
consider X; as a variable living in Z/g7 . This is formalized next.

Consider first the ring Z/37 [X,Y] of polynomial functions in several variables X =
(Xi)i=1,.;m, Y = (Y;)j=1,.,m- Then, introduce the quotient ring of polynomial functions
A[X,Y] = Z/37,[X,Y]/<x3_x,y3_v>, where all polynomials X} — X; (resp. Y} —Yj) are
identified with zero, written for short X — X = 0,Y® — Y = 0. Equivalently, A[X,Y]
can be regarded as the set of polynomial functions with coefficients in Z/37 for which the
degree in each variable is lower than 2. We shall also need the A[X]| quotient ring, which
is defined similarly. For example, let P(X,,Y]) = X; +4Y] +2X; * Y] + X}V — 4Y3 be a
polynomial function in the ring Z/37 [ X1, Y1]. Then the corresponding polynomial function
in the quotient ring A[X,Y1] is given by P(X,,Y;) = X1 — X, V] + X?2V).

Let E be a set of events and state variables in (Z/37 )"*™. The set of polynomials such
that:

I(E) ¥ {pe A[X,Y] / V(z,y) € E, pl(x,y) = 0} (4)

is called the ideal of FE in A[X,Y]. This set represents all the polynomials, for which the set £
is a solution. Conversely, to any set of polynomials G, we can associate a set in (Z/37 )",
called the variety of GG, defined as follows:

V(@)Y {(z,y) € (Z/37,)"™ | ¥p € G, p(z,y) = 0} (5)

This set represents all the solutions for a given set of polynomials.
The advantage of using ideals is that there is a direct correspondence between an ideal
and the associated variety. In fact, we can easily prove that:

Property 1 In the quotient ring A[X,Y], for every ideal a of A[X,Y], and every variety
V e (Z/37, )™, we have:

(6)

V(I(V)) =
= (7)

I(V(a))

e <

This implies that relations between varieties can be translated into relations between the
associated ideals of polynomials. Hence, instead of enumerating the elements of sets and
manipulating them explicitly, this approach manipulates the polynomial functions characte-
rizing their set. Then, the relations between different sets (e.g. inclusion or projection) can
be rephrased as operations over polynomials.

1.2.2 Principal generator of an ideal

The previous transformations result in relations between ideals which can be verified using
formal calculus. The Grobner bases [11][12] are a classical tool of effective algebra able to
solve problems of this kind. Grobner bases are general and can be used in any polynomial
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ring, but the computation of the canonical generators can be very expensive even for a low
number of variables [18]. For this reason, we choose to represent an ideal a by a single
generator, called the principal generator of a .

Property 2 let a be an ideal of A[X] and {g1,...,gx} a set of generators of a, denoted by
a=<4¢g1,...,9r >. Then the polynomial function

=010 ...0 % (8)
where the operator @ is defined by: f & f’ def (f2 + f™)?, is the principal generator of a,
meaning that a =< f >.
The link between principal generators and varieties is:

Property 3 Let E € ( Z/37)". A polynomial function f is a principal generator of the
ideal T(E) if and only if, for any element x € (Z/37 )"

{xEE = f(z) =0

By coding ideals with a single polynomial, the ideal computations are reduced to simple
polynomial operations.

Property 4 Let Vi and V; be two varieties of (Z/g7, )™ and g1 (resp. g2) be principal gene-
rator of Z(V1) (resp. Z(V3)), then

1L ViCVa & I(Vi) 2I(Va) & ga(1—g7) =0

2. g1 ® go 1s the principal generator of Z(Vi (Vo) = Z(V1) + Z(Vs)
3. g%g2 is the principal generator of Z(Vi|JVa) = Z(V1) N Z(Va)

4. 1 — g% is the principal generator of Z((Z/37, )™ — V1)

To implement the operations on principal generators, a powerful symbolic calculus system
is available. We represent polynomial functions by ternary decision diagrams (TDD) [27],
a slight extension of Binary Decisions Diagrams (BDDs) [9, 7], which are very efficient in
boolean algebra and other areas. Like for the BDD, we obtain in this way a canonical
representation of the polynomial functions.

1.2.3 Elimination of quantifiers
We are given a an ideal on Z/37 [X, Y], we introduce the ideal Jelimy (a), defined by

delimy (a) = aNZ/37 [X] .

This operation is called the projection of the ideal ¢ on the X component. The projection
can be seen as the J-elimination of variables. In terms of variety,

V(3elimy (a)) = {z/3y, (z,y) € V(a)}

Furthermore, we need to introduce the Velimy operation on ideals:

V(Velimy (a)) < {a/Vy, (z,y) € V(a)}

which can be seen as the V elimination of variables.
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1.2.4 Operations on dynamical behaviors.

To capture the dynamical aspect of a polynomial dynamical system, we introduce the no-
tion of morphism and comorphism. A morphism (often called in other communities posi-
condition) is a polynomial function P from (Z/37 )"t™ to (Z/37 )" (the state transition
equation X' = P(X,Y) of the system, for example). With the morphism P, there is an
associated comorphism P* from Z/g7 [X] to Z/37 [ X, Y], defined by:

for a polynomial p € Z /37, [ X|:

P(p(X)) = P*(p(Xy, s X0))

def

= p(PUX,Y), ... Ps(X,Y)) (9)

where Pi,..., P, are the components of P. In other words, P*(p(X)) is obtained by
substituting every X; in p with the corresponding P;(X,Y).

There are relations between varieties and ideals using morphisms and comorphisms that
are used to perform computations on the properties of polynomial dynamical systems.

Property 5 If E is a subset of (Z/37, )" x (Z/37, )™ and b an ideal of A[X], then
I(P(E)) = P (Z(E)) (10)
V(< P'(b)>) = PTHV() (11)

This section gave an overview of the basic operators which are used by the symbolic
calculus system dedicated to the verification and the automatic synthesis of controllers. In
this paper, we will not explain how verification can be carried out. Using these algebraic
operations, it is possible to check properties such as liveness, invariance, reachability and
attractivity|28, 1]. It is also possible to express CTL [16] formulae as well as propositional
p-calculus formulae [22]. For a more complete review of the theoretical foundation of this
approach, the reader may refer to [27, 25].

Let us now introduce the problem of polynomial dynamical system control.

2 Control of polynomial dynamical systems

Before speaking about control of polynomial dynamical systems, we first need to introduce
a distinction between the events. From now on, we distinguish between the uncontrollable
event variables which are emitted by the system to the controller, and the controllable event
variables which are emitted by the controller to the system.

Considering the distinction between controllable and uncontrollable events, a polynomial
dynamical system is now written as:

QX,Y,U) = 0
S X' = P(X,Y,U) (12)
QO(X) = 0

where X represents the state variables; Y and U are respectively the set of uncontrollable
and controllable event variables. Such a system is called a controllable polynomial dynamic
system.
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Let n, m, and p be the respective dimension of X, Y, and U. The trajectories of a
controllable system are sequences (zy, yt,us) in (Z/37, )" X (Z/37 )™ x (Z/37 )P such that
Qo(zo) = 0 and, for all ¢,

Q(:ct,yt,ut) =0
Tyl = P(ﬂft,@/taut)-

The events (y;, u;) include an uncontrollable component 3, and a controllable one u;. We
have no direct influence on the y; part which depends only on the state z;. On the other
hand, we have full control over u; and we can choose any value of u; which is admissible, i.e.
such that Q(x, ys, ut) = 0. The chosen value determines the next state x;,; and indirectly
influences the possible values for y;, .

To distinguish the two components, a vector y € (Z/37 )™ is called an event and a
vector u € (Z/37 )P a control. This leads to a new notion of admissibility: an event y is
admissible in a state x if there exists a control u such that Q(z,y,u) = 0; such a control is
said compatible with y in z.

The behavior of such a controllable PDS is the following: at each instant ¢, given a
state x; and an admissible y;, we can choose some u; which is admissible i.e., such that
Q(z4, yt,us) = 0. A polynomial dynamical system S can be controlled by first selecting a
particular initial state xq and then by choosing suitable values for uq, us, . .., Uy, . ... Different
strategies can be chosen to determine the value of the controls. In our case, we will only
consider static control policies (i.e., the value of the control u; is instantaneously computed
from the value of z; and ;). Such a controller is called a static controller.

Formally, the static controller is a system of two equations:

CX,Y,U) = 0
{C(S(X) ) Z 0 (13)

where the equation Cp(X) = 0 determines initial states satisfying the control objectives
and the other one describes how to choose the instantaneous controls; when the controlled
system is in state x, and when an event y occurs, any value u such that Q(z,y,u) = 0 and
C(z,y,u) = 0 can be chosen.

The behavior of the system S composed of the controller is then modeled by the following
system:

QX,Y,U) = 0
X! = P(X,Y,U)

So:{ CX,Y,U) = 0 (14)
Q(X) = 0

However, not every controller (C,Cp) can constitute an acceptable controller. First, the
controlled system S¢ has to be initialized ; thus, the equations Qy(X) = 0 and Cy(X) =0
must have common solutions. Furthermore, due to the uncontrollability of the events Y, any
event that the system S can produce must be admissible by the controlled system S¢. This
remark leads to the definition of acceptable controller:
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Definition 1 An acceptable controller for a system S

QX,Y,U) = 0
s:{ x' = P(X,Y,U)

is given by an initial constraint equation Co(X) = 0 and a control equation C(X,Y,U) such
that:

1. The initial constraints Co(X) = 0 and Qo(X) = 0 have common solutions ;

2. for all the states x which can be reached during the evolution of the controlled system,
any uncontrollable event y admissible in x for the initial system S is also admissible
for the controlled system Sc.

We recognize here the notion of controllable language introduced by Ramadge and Wohnam
in [39].

We now illustrate the use of the present framework for solving a particular classical
control synthesis problem we shall reuse in the sequel. A dynamical system is said to satisfy
a state safety property E if for every instant n, the current state x, belongs to some set
of “good states" E. To guarantee invariance of a given set of states E, the controller is
computed using the following method:

introduce the operator pre, defined by: for any set of states F,

pre (F) = {ze(Z/3z)" /Yy € (Z/3z)™, 3Selimy(Q((z,y,u)) =0
= Ju, Q(x,y,u) =0 and P(z,y,u) € F}

Consider now the sequence (E;);cn defined by:

{ Ey, = FE
Ei—i—l == Ezﬂ p;@ (E)

The sequence is decreasing. Since all sets E; are finite, there exists a j such that E;; =
E;. The set E; is then the greatest control-invariant subset of F. In practice, we transform
this computation into an equivalent one over principal generators (g;)ien. and g; is then the
principal generator of £j.

Finally, Cy(X) = g; and C(X,Y,U) = P*(y;) is an admissible feed-back controller and
the system S¢ : S+ (Cy, C) verifies the invariance of the set of states E. Consequently, using
the same methods, we are able to ensure attractivity, reachability or recurrence of a set of
states. For more details about this kind of control, the reader could refer to |18, 29].

However, many properties of discrete event system cannot be stated with the help of static
relations. for example if we want a signal y never to take the same value two consecutive
times, it must satisfy the relation Vn, y,,1 — ¥, # 0. Such relations are called dynamic
relations, or locally testable properties. These kinds of properties leads to a dynamical
controller. The mean idea is to extend the order of the initial system so that the initial
control objective is reduced to a static control control objective for the new system. We will
come back to this kind of control in section 5.2.1.

After this brief presentation of classical control objectives, the next section will describe
some new kinds of control objectives specified by order relations over the states of the
systems.
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3 Partial Order Control problem

In the historical development of control theory, control objectives are expressed as invariance,
reachability and attractivity of the models. Then control equations can be synthesized [18|
as presented in section 2. However expressing control objectives as partial order relations
is motivated by the fact that some control objectives cannot be expressed as traditional
objectives. These control objectives are more concerned with the way to reach a given logical
goal, rather than with the goal to be reached. Sometimes, these control objectives can be
expressed as an order (or pre-order) relation between the states of the system. Furthermore,
in the previous section the obtained controllers are not deterministic, in the sense that for
a given state and an admissible uncontrollable event fired, different controllable events can
be chosen by the controller. Therefore, in order to obtain explicit control laws over the
controllable event variables, this new kind of control objectives must encompass classical
control objectives.

3.1 Order relation controller synthesis

In this section, we suggest a general method for the synthesis of a controller for a control
objective modeled as a partial order relation. Let S be a PDS as the one described by (12)

QX,Y,U) = 0
S X' = P(X,Y,U)
QO(X) = 0

Let us suppose that the system evolves to a state x, and that y is an admissible event at
x. As the system is generally not deterministic, it may have several controls u such that
Q(z,y,u) = 0. Let u; and uy be two controls admissible for the pair (z,y). Then the system
can evolve into two different states z; and x, such that

Ty = P(xayaul)
9 = P(x,y, us)

The goal of the controller is to choose between u; and us, in such a way that the system
evolves into the state which is minimal for some given order relation >. Since the set of
states is finite, each order relation can be translated into an equation such as: Ry (z,z') =
0z >a.

A strict order relation between the different states is computed, defined as:

-1 e (z=2) et -(a = x). (15)
The translation of (15) into polynomial equations is then given by:
R, (z,2") = Ry(z,2") ® (1 — Ru-(2',2)) =0 (16)

A controller can then be computed using the function R, . The possible initial states are the
maximal states (for the order relation R, ) among all the solutions of the equation Qy(X) = 0.
Such computation is performed as follows:
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Let I = {z / Qo(z) = 0} be the set of initial states, then the maximal states (according
to the order relation R, ) are obtained by removing, from the set of states I, all states for
which there exists a smaller state for the order relation R, :

Lpee = IN{z / 2" €I, > a} .
Let @y be the generator of the associated ideal, then I,,,, is generated by

Qomaz(X) = Qo(X) @ {1 — Jelimx/(Qu(X") ® R-(X, X))} (17)
To force the system to choose the best control, we now introduce the following definition:

Definition 2 A control u, is said to be better compared to a control us, if and only if the
state x1 = P(x,y,uy) is greater than the states xo = P(x,y,us) for the order relation R, .

In other words, the control chooses, for a pair (z,y), an admissible control which makes
the state = evolve to the state which is maximal for the relation R, (note that there can
exist more than one maximal state). The controller of the system is then provided by the
following polynomial relation:

{RIX,Y,U) =0} & {VU €(zZ/37),(QX,Y,U)=0= P(X,Y,U) - P(X,Y,U")) }
This yields for R the formula:

R(X,Y,U) = Velimy([(1 - Q(X,Y,U))(R-(P(X,Y,U), P(X,Y,U")))] ,
and the controlled system is:

X' = P(X,Y,U)
Q(X,Y,U)
R(X,Y,U) =

Q0rmaz(Xo)

This section explained the method used to synthesize a static controller for a given plant
modeled by a PDS and a control objective expressed as an order relation over the states. The
following section is devoted to the presentation of various useful order relations (or pre-order
relations). The use of these examples will be illustrated on the transformer power station
application.

Sc: (18)

o O O

3.2 Some useful examples of order relations

Different kinds of order relations (or pre-order relations) can be used to express properties
over the states. This section presents a non exhaustive catalog of them. We also show how
it is possible to use cost functions over the states or the events to express order relations.
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3.2.1 Minimally restrictive constraints on uncontrollable events

Let us now assume that the system S is in a state x and receives the event y; then the system
can choose any control such that Q(x,y,u) = 0. Let u; and us be two possible controls, and
x1 and x5 the corresponding successor states. As defined in 3.1, we have:

{Zl = P(xayaul)
To = P(x,y,ug)

Then a minimally restrictive control can be synthesized by adopting the following strategy:
let Ad; and Ady bet the sets of admissible y events in, respectively, x; and z,. Using
the principal generator of the constraints equations over the uncontrollable event variables

denoted Q'(X,Y) = Jelim,(Q(X,Y,U)), we get

{ Ady = {ye(Z/3z)" ] Q'(z1,y) =0}
Ady = {ye€ (Z/3z)" ] Q'(zq,y) = 0}

We now specify our order relation depending on the following three different cases:

1. Ady C Ad,: there is more spontaneous evolution in x5 than in ;. The controller must
choose the control us rather than u,.

2. Ady C Ad;: there is more spontaneous evolution in z; than in x,. The controller must
choose the control u; rather than us,.

3. u; and uy are not comparable. The controller can choose either u; or u,.

We will now translate the above strategy into an order relation between the states of the
system. It is possible to define this order relation in terms of ideals and principal generators.
The result is a polynomial function R, such that x > 2’ if and only if every admissible event
in the state 2’ is also admissible in the states x:

Vy € (Z/3z)", Q(',y) =0 = Q'(x,y)=0
and,
-2 & R (X,X')=0, where Ry(X,X')=Velimy((1-Q'(X",Y))Q(X,Y)).

By applying the methods described in section 3.1, we can synthesize a controller such that
the controlled system respects the control strategy of minimally restrictive constraints on
uncontrollable events.

3.2.2 Maximization of the number of state variables equal to 1

Let (Xi,...,X) be a subset of the set of state variables X; d; and dy be two tuples of this
subset of (Z/37 ), k < n, where the integer n represents the number of state variables.

{d1 = (21,...,7;)
d2 = ( .. z
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Definition 3 We say di 3 ds if and only if
Vie[lk], f=1=a;=1,
this is a preorder relation.

To express this preorder relation, we need to introduce the polynomial function ¢ from
(Z/37,) x (Z/37,) to Z/37 such that

8(z,y) = (z(z + 1)(1 - y))* . (19)

It is straightforward to show that 6(z,y) = 0 < {(x = 1) = (y = 1)}. The previous preorder
relation defined by the definition (3), can then be expressed in polynomial terms:

k
di Jdy & T(dy,dz) =0 with T(dy,ds) = @6(XZ-2, X}) and @ defined in section 1.2.2

=1

In order to extend this preorder relation to all states of the system, let us consider two
states of the system z; and o, such that z; = (x1,d;) and zo = (23, ds), where d; and d,
belong to (Z/37 )¥. Thus, z; 3 x5 if and only if d; 3 dy. Finally,

Ro(21,29) = 0 & 21 I 29 with Ry(21,29) = T(Jelimx,,,..x,)(71), Felimx, ,,..x,)(72))

By applying the construction described in section 3.1, it is possible to synthesize a control-
ler which chooses, in a state x, one of the best controls for the relation R5. In other words,
such a control leads the system in a state where the number of state variables equal to 1, for
a given subset of X, is maximal. An example of this partial order objective will be given in
section 5.2.2.

Thoughit is always possible to express priorities over the states using algebraic order
relations, it is sometimes more useful to express directly the priorities using numerical cost
functions, we investigate this next.

3.2.3 Numerical order relations

Let X = (x1,...,X,) be the state variables of the system. Then, a cost function is a map
from (Z/g7 )™ to N, which associates to each z of (Z/37 )" some integer k.

Now consider a PDS S such as the one seen in the section 3.1. We assume some cost
function c is given. We then have the following definition:

Definition 4 A state z; is said to be c-better than a state xo for the PDS S (noted x1 >, x3),
if and only if, c(xq) > c(z1)

In order to express the corresponding order relation as a polynomial relation, let us
consider

kmaz = Supze(Z/?,Z )n(C(l‘))

The following sets of states are then computed

INRIA



Ai={z € (Z/3z)" | c(x) = i},Vi €0, ..kmaz]

These sets A; form a partition of the global set of states. Consequently, we can express
the following property

Ty me sy & FE0, . kmaz), 1 € Ai =29 € UA]. (20)
j=t

Let go, ..., g, be the principal generator of the ideals associated to the sets Aq,..., A,.
The order relation >, defined by the property (20) can then be expressed as polynomial
relation:

n n

rca' & Re (X, X') = 0 where R (X,X') = [{0 - aCON] J(a:(X))}

i=1 j=i

As this order relation is now expressed as a polynomial relation, we are able to use the
method described in section 3.1 to synthesize the corresponding controller. Some numerical
order relation examples will be given in section 5.2.2.

Remark 1 To compute efficiently such order relations, it was important to rely on the ADD
developed by [10] or by [15].

In this section, the use of cost function is only considered to minimize (resp. maximize)
a cost for one step of control. In the next section, we will generalize this method over a
bounded states trajectory of the system. This kind of control is named optimal control

4 Optimal Control

Although it is very popular in classical control theory, optimal control is a new approach for
DES, which has emerged in the nineties. This approach was motivated by the fact that some
control objectives could not be expressed as traditional objectives (invariance, attractivity,
temporal logic). The graph theoretical formulation of the optimal control problem for a class
of DESs represented by automata was first given by Sengupta and Lafortune [44, 45] and a
supervisory optimal control by Lin [32], whereas Ionescu [21] presented in an optimization
method for a system specified with a temporal logic. Passino and Antaklis [36, 37| have
associated a cost with every state transition of a DES and examined the optimization in
respect of an event cost function. They use the A* algorithm to perform the controller
synthesis computation. Other work in this area can be found in [24, 8, 13, 31].

In this section, the optimal controller synthesis problem for polynomial dynamical systems
is presented. It involves constructing a controller which is able to choose a sequence of inputs
that will transfer the polynomial dynamical system from a set of initial states to a given set
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of final states while minimizing a cost function. In this section, we assume that all the events
are controllable (for notational simplicity); that means that there is no perturbation. The
control strategy is defined as follows. A cost is attached to each control variable (in our
approach, we recall that a control is a vector of controllable variables. It is then possible to
have synchronization between different controls). To be more general, a cost is also attached
to each state. Finally, the optimal control strategy is based on dynamical programming [6].
A real application example of this is given in the application section.

4.1 The optimal controller synthesis problem for polynomial dyna-
mical systems

Since, in this section, we only consider the case where there is no perturbation, the polynomial
dynamical system can be rephrased as follows:

X" = PX,U)
QX,U) =0
Qo(Xo) = 0
In more usual terms, this defines the dynamical system
.TZ'+1 = P(l‘z, Uz)
Qo(ze) = 0
Now we are given a set A; of initial states, and a set X, of final states. A walid control
sequence of the system is then a sequence of controls uy, . .., u,, which transfers the system
from one of the initial states to one of the final states:
Uy ,— Un
X;D1g = 1, =5 ... AT Tp1 SR T, € Xy (set of final states), (22)
where n; is the first hitting time of A, for the considered valid control sequence.
The cost of a trajectory s, = (zo,...,Z, f) associated to the corresponding valid control
sequence s, = (g, - .., Uy f,l) is defined as follows:
nf nyg—1
def
Olspsa) = D @) + ) d(w) (23)

Thus we wish to minimize (23) subject to (21,22). This is achieved by computing backward
recursively the value function, following a variant of the Bellman principle [4]. The actual
implementation of this is described next.

4.2 Optimal controller synthesis

This section outlines a computational method for synthesizing control equations which will
force the system to evolve from an initial set of states X; to a final set of states Xy with
a minimal cost. Finally, the various stages of the algorithm are described in this section.
Problem (23,21,22) is indeed a time invariant finite horizon problem, since the final instant
ny is a first hitting time. Hence one should expect a time invariant value function together
with a time invariant controller, we calculate both next.
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4.2.1 Optimal value function computation

First, we compute a value function Vj,;,(z), the minimal cost, for a given admissible control
sequence and initial state x, to reach Xy. To this end, we consider a sequence of value
functions (V;);en, initialized by:

{Vo(ac) = d'(z) forz € X

= oo forx & X (24)

This sequence of value functions is updated by backtracking from the final states to the
initial states. This is described now in terms of our framework.

Set Xy = X. In a first step, we compute the set of states from which A} can be reached
in one transition.

= {zxe(Z/3z)" ]/ u,Q(z,u) =0= P(z,u) € X}
To each state of A7 is attached the cost:

Ve e X, Vi(z) = min{Vy(z),"(z )—i—u/Qn}le {d(u) + Vo(P(z,u))}}

Let us now assume that we are at iteration ¢, then

{ Xy = {z€(Z/3z)" / 3u,Qz,u) =0= P(z,u) € X}
Xip1 = Xil—l—l U (25)
Vz € Xy, Vi(z) = min{Vi(z), " () + ming, qeu=0){c (u) + Vi(P(z,u))}}

If a cost has already been computed (in a previous step), then this cost is compared with
the new one, and the minimum is taken. This way cycles on states can be considered.

It is easy to see, that Vi € N, V;(z) > V;;1(x). Since V; has values in N, there exists a k
such that Vi1 = Vi Vo € (Z/37 )" (note that, in this case, we also have Xy = &}). This
is our Viyin(z) value function. If Vi, (2) < +00 and x € A, then z is a valid initial state.

This description of the algorithm provides us directly with an efficient implementation
using both ADD and BDD technologies, see [33] for details.

4.2.2 Control strategy

The classical way to recover the (time invariant) feedback control from Bellman recursion
(25) would consist in keeping a table providing, for each state x, the optimal controls u if
any. In our case this would result in combinatorial explosion. Instead, we shall regard the
value function Vp,;,, computed using (25), as specifying a preorder relation on the set of
states, and then we shall reuse the techniques of section 3.

Using the preceding notations, for a given state x and associated set {ui,...,ux} of
admissible controls, the pair (x,u) is said to be preferred to the other pairs (x,u;), if and
only if

Vu' € {uy, ..., ur}, d(u) + Viin(P(z,u")) > ¢ (u) + Vin(P(z, 1)) |

i.e., we set:

(x,y) = (2, y) & cou(z,u) > cou(2’, ), wWith cpy(z,u) = Viin(P(z,u)) + ' (u)  (26)
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Using the same methods used in section 3.1, we are able to synthesize the control equations.
First, relation (26) is translated in terms of varieties and ideals. As was done in section
3.2.3, we introduce the sets Ay, Ay, ..., Ax,... € Z/37 [X,U]3, such that

Vi € [Lokmaa], 4i = {(z,u) € (Z/37 )™ | coulz) = i} .

Let g; be the principal generator of A; then

n

(z,u) = (2',u') if and only if i € [0, .., kmaa), (z,u) € A; = (2',4') € UAJ :

j=t
whence the following formula to represent relation (26) :
(z,u) = (@ v') & R(X, X, UU) =0
where R (X, X', U,U") = J[{(1 - a:(X,0)(] J(es(xX", U}
i=1 j=i

Ry (z,z,u,u") = 0 means that, in a given state z, the trajectory initialized in x with the
control u will have a smaller cost than the one with the control u’. The control equations
are then given by:

R(X,U)=0& VU € (Z/37 )%, (Q(X,U)=0= R.(X,X,U,U") = 0).

Hence R(X,U) = Velimy[(1 — Q(X,U"))(R~(X,X,U,U"))]. The controlled system is, fi-
nally :

X" = P(X,U)
. QX,U) =0
7 ) RX,U) =0
]maz(XO) =0

where Ip,q,(Xo) is the set of initial states with a minimal cost, i.e., such that:

Vmin(Imaz (XO)) S Vmin(QO (XO))

4.3 Example

This section gives an example of the optimal control synthesis problem for a polynomial dy-
namical system represented here by the figure (1) (for convenience, we choose an automaton
representation).

The circles represent the states, the arrows the labeled transitions. The set of initial
states is here reduced to the two states X; and Xy. The set of final states, X, contains the

3kmaz is the maximum of the value function Vi,
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Figure 1: Example: initialization of the value function V;

states X7 and Xg. Finally, the initial cost attached to the events and states are described
by the following table:

events ||a | b | c|d
c 1121314

states || X0 | X1 | X2 | X3 | X4|X5| X6| X7| X8
c" 1 1 1 1 1 1 3 3 2

In figure (1), the value function Vj, at the first step of recursion (24), is represented in the
different boxes. Then all the states have an infinity cost, except for the final states which
have their own costs. The figure (2) represents the automata after the computation of the
value function V,;,: Then the cost attached to each state and put in the box is the minimal
cost for a trajectory initialized in thes states. A fake arrow represents the optimal control
which will be chosen by the controller if the system evolves into this states.

Figure 2: Example: cost attached to each state by the value function Vi,

Finally, as controller only allows the optimal trajectories, the controlled system is reduced
to the simple automaton represented in figure (3).
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Figure 3: Example: admissible trajectories of the controlled system

4.4 Optimal control with perturbations

If the polynomial dynamical system has uncontrollable event variables, the computation of
the value function V;, is quite different. In fact, we cannot minimize directly the cost of
uncontrollable events. We take a minmax game theoretic approach. The computation of
the value function is then realized by taking, for a given state x, the maximal cost for the
admissible uncontrollable event, and for this pair (z,y), by choosing the control with the
minimal cost.

As for the case with no perturbation, the computation of Vi, is realized by backtracking
from the final states to the initial states:

X’i’—l—l = {'T € (Z/3Z )n / a(ya u)a Q(-T, Y, U) =0= P(.T, Y, u) € XZ}
X1 = ‘i\f‘il+1 U
Vo € Xy, Vip(z) =V

where

VzminV}a: , () + max  {c + min d(u) + Vi(P(z,y,u
Mio), @)+ max {e)+  min {0+ ViPloyu)})

Then control synthesis is quite similar to the one developed in the previous section.

4.5 Examples of optimal control

In this section, we briefly mention some examples which illustrate the use of optimal control.

1. First, the optimal control theory can be used to perform an excursion of minimal
duration from the set of initial states. To synthesize such a controller, we attach to
each event a cost equal to one. The final states are taken identical to the initial states.
By computing the value function V,,;,, we attach to the initial state the minimal number
of transitions which is necessary to come back to one of the set of initial states. This
kind of control could be useful to perform quickest resetting of a system when some
external event is sent to the system, by a human operator for example.
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2. Alternatively, let us consider a control objective expressed as a safety property, modeled
by a polynomial F'. Suppose now that there does not exist a solution to this control
synthesis problem. If this property is a crucial safety property and must be nevertheless
satisfied, using the optimal control, we are able to compute a controller (C, Cy) which
makes the system evolve to the set of states where the property is satisfied. At this
point, if a transition makes the system evolve to a state where the safety property is
violated, the controller is activated and forces the system to come back to the “good
states” at a minimal cost (e.g., minimal duration).

Q(X,Y,U) =

X! =

Co(X) =

C(X,Y,U) % (1 - F(X,Y,U)?) =

5 _ (X,Y,U)

OONUO

It is straightforward to see that the controller is active if and only if the safety property
is violated (i.e., F(X,Y,U)* = 1). This kind of control objective could be called
restricted safety property.

3. We can also compose two (or more) optimal control synthesis problems. Suppose that
the system is initialized in a set of states A, and that the first goal to achieve is to
reach the set of states A} with a minimal cost. Suppose now that once the goal is
achieved, the system must come back to the set of states Aj. In order to perform both
goals, we first compute a controller C; which ensures the first goal for the system S. A
second controller ¢; which ensures the second goal for the system S is then computed.
Finally by composing the two controller C; et Cs in the following way, we obtain a
controlled PDS which achieves the global goal.

X' = P(X,Y,U) G = f(G)
5 _ QX,Y,U) = 0 QG X,Y,U) = 0
*T) 1-@)xCy(X,Y,U) = 0 (1+G)*02(XYU) = 0
Xo(X) =0 fo(G) =0

where (G is a new state variable, which is equal to 1 when the system tries to achieve
the first goal and is equal to -1 when the system tries to achieve the second goal.

5 Application to the power transformer station controller

5.1 The power transformer station description

The purpose of an electric power transformer station is to lower the voltage of power so that
it can be distributed in urban centers. The kind of transformer we are interested in receives
high voltage lines, and several medium voltage lines come out of it and distribute power
to end-users. For each high voltage line, a transformer lowers the voltage. In the course
of exploitation of this system, several kinds of electrical defects can occur (three types of
electrical defects are considered: phase PH, homopolar H, or wattmetric W), due to causes
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internal or external to the station. In order to protect the device and the environment,
several circuit breakers are placed in a network of cells in different parts of the station (on
the arrival lines, link lines, and departure lines). These circuit breakers are informed about
the possible presence of defects by sensors at different locations on the lines.

5.1.1 Propagation of Power and Defect

We discuss in this section some physical requirements of the power network located inside
the power transformer station controller. Concerning the propagation of the power, it is
obvious that the power is “visible” from the different cells if and only if all the upstream
circuit-breakers are closed. As consequences, if the link circuit-breaker is opened, the po-
wer distribution is cut and then no defect can be seen by the different cells of the power
transformer station.

The visibility of the defect by the sensors of the cells is less obvious. In fact, we have to
consider two major properties:

On one side, if a physical defect, considered as an input of our system, is seen by the
sensors of a cell, then all the downstream sensors are not able to see some physical defects.
In fact, the appearance of a defect at a certain level (the departure level in the picture (5)
for example) makes increase the voltage on the downstream lines and induces the masking
of all the other possible defects.

On the other side, if the sensors of a cell at a given level (for example the sensors of
one of the departure cells as illustrated in picture (6)) are informed about the presence of a
defect, then all the upstream sensors (here the sensors of the arrival cell) detect this same
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defect. As a consequence, the arrival cell starts handling the defect while this would not be
necessary.
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Call ™ Arrival
Circuit-Breaker
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o
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Figure 6: The propagation of the defect

5.1.2 The controller of the power transformer station

The controller of the power transformer station can be divided into two parts. The first
part concerns the local controllers (i.e., the cells). We chose to specify each local controller
in SIGNAL, because they merge logical and numerical aspects. We only give here a brief
description of the behavior of the different cells. The other part concerns more general
requirements to be checked by the global controller of the power transformer station. Their
specification will be further described in the following.

The local controllers: Each circuit breaker controller (or cell) defines a behavior begin-
ning with the confirmation and identification of the type of the defect. In fact, a variety of
defects are transient, i.e., they occur only for a very short time. Since their duration is so
short that they do not cause any danger, the manoeuvre of the circuit-breaker is inhibited.
The purpose of this confirmation phase is then to take the time to let the transient defects
to disappear spontaneously. If the defect is confirmed, the handling consists in opening and
closing the circuit-breaker during a given delay for a certain number of cycles. The circuit-
breaker is opened in consecutive cycles with an increased opening duration. At the end of
each cycle, if the defect is still present, the circuit-breaker is reopened. Finally, in case the
defect is still present at the end of the last cycle, the circuit-breaker is opened definitively,
and control is given to the remote operator.
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The specification of a large part of these local controllers has been performed using the
SIGNAL synchronous language and verified using our formal calculus system, named SIGALI
|28]. In this article, we are not interested in the description and validation of this part of
the power transformer station controller. For a more complete review of the description and
verification of the departure cell, the reader may refer to [34, 35, 28|.

In the following section, we will be interested in the description of more general require-
ments for the controller which involve the interactions between different circuit-breakers.

Some global requirements for the controller. Even if is quite easy to specify the local
controllers in SIGNAL, some other requirements are too informal, or their behaviors are too
complex to be expressed directly as programs.

One of the most significant problems concerns the appearance of two defects (the kind
of defects is not important here) at two differents departure cells, at the same time. Double
defect is very dangerous, because it implies high defective currents. At the place of the
defect, this results in a dangerous path voltage that can electrocute people and other living
creatures. The detection of these two defects must be performed as fast as possible as well
as the handling of one of the defects.

/l Arrieal
-y
Circuit-Braaker

; ; departure

‘; },/Cimuit-areaker

i

Figure 7: The double defect problem

Another important aspect is to know which of the circuit breakers must be opened. If the
defect appears on the departure line, it is possible to open the circuit breaker at departure
level, or at link level, or at arrival level. Obviously, it is the interest of users that the circuit
be broken at departure level, and not at a higher level, so that the fewest users are deprived
of power.

We also have to take into account the importance of the departure circuit-breaker. As-
sume that some departure line, involved in the double defect problem, supplies with electri-
city an hospital. Then, if the double defect problem occurs, the controller should not open
this circuit-breaker, since electricity must always delivered to an hospital.

In order to take into account these requirements, with the purpose of obtaining an optimal
controller, we choose to rely on our optimal control theory. We will now describe how such
controllers can be synthesized.
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5.2 Incremental specification of the power transformer station
controller

We have seen in the previous section, that one of the most critical requirements concerns the
double defect problem. Assume that we have already a polynomial dynamical system coming
from the logical abstraction of the physical model specified in SIGNAL. This one is composed
by four departure circuit-breakers, two arrival circuit-breakers and one link circuit-breaker.
The physical model takes also into account the power and defect propagation described in
section 5.1.1. The obtained polynomial dynamical system S is represented by more than 60
states variables, 14 controllable events and 21 uncontrollable events.

5.2.1 Logical Control Objective

In this section, we assume that the circuit-breakers are ideal in the sense that they imme-
diately react to actuators (i.e., when a circuit-breaker receives an opening demand, then at
the next instant the circuit-breaker is opened, as well as for a closing demand). With this
assumption, the double defect problem can be rephrased as follows:

If two defects are picked up at the same time by two different departure cells,
then at the next instant, one of the two defects (or both) must have disappeared.

In order to synthesize the controller, we assume that the only controllable events involve the
opening and closing demands of the different circuit-breakers. The other events concern the
appearance of the defects and can not be considered as controllable.

The specification of the control objective is performed as follows. After transla-
ting the physical model into a polynomial dynamical system S, we introduce a polynomial
double defect which is equal to 1 when two defects are present at the same time, and -1
otherwise. We are then able to compute the set of states, where two defects are present
at two consecutive instants. This is performed by computing the following polynomial:
Errory = double_ defect, A double_defect,_,. The solutions of this polynomial (i.e., when
Errory = 0) are the set of states where two defects are present at two consecutive instants.

The problem of controller synthesis is now to ensure the invariance of the set of
states no_ double_ defect, which is the complementary of the set of states Error. Applying
the algorithm, described in section 2, we are able to synthesize the controller, given by
the pair (C1, Cy), which ensure the invariance of the set of states no double defect for the
controlled system S¢, = S + (Cy, Cy).

5.2.2 Partial order control objectives

However, even if the double defect problem is solved, different requirements have not be
taken into account. The first one is induced by the obtained controller itself. Indeed, several
solutions are available at each instant. For example, when two defects appear at a given
instant, the controller can choose to open all the circuit-breakers, or at least the link circuit-
breaker. This kind of solutions is not admissible and must not be considered. The second
concerns the importance of the departure lines (possibility to supply with electricity an
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hospital for example). The first controller (Cy,Cy) does not look at this kind of problems
and can force the system to open the bad circuit-breaker.

As consequences, two new requirements must be added to the first one in order to obtain
a real controller:

1. The number of opened circuit-breaker must be minimal
2. The importance of the lines (and of the circuit-breakers) has to be different.

These two requirements introduce a quantitative aspect in the control objectives which
can not be solved using traditionnal techniques. We will now describe the solutions we
proposed to cope with these problems.

1. The number of opened circuit-breaker must be minimal: In order to compute a controller
which ensure the first requirement, two possible methods can be used.

First, let us assume that the state of a circuit-breaker is coded with a state variable
according to the following convention: the state variable n°i is equal to 1 if and only
if the corresponding ciruit-breaker n°: is closed. C'B is then a vector of state variables
which collects all the state variables which encode the state of the circuit-breakers.
Following the method described in section 3.2.2, we are able to maximize the number
of state variables of C'B equal to one.

Let us consider the system S¢,. We then introduce an order relation over the states
of the system: a state x; is said to be maximal compared to a state x5 (z; 3 zo*) if
and only if for their corresponding sub-vectors C'B; and CBy, we have CB; 1 CBs.
This order relation is then translated in an algebraic relation R5 and by applying the
construction described in section 3.1, we obtain a controller (Cy, C'y) for which the
controlled system S, = (S¢, + (Cq, C'y)) respects the control strategy.

However, this order relation is in fact quite strong. Let us suppose that the system
evolves into a state x. Assume that the controller are able to choose between two
different controls which make evolve the system into the states x; and x5 with CB; =
(-1,1,1,1,1,1,—-1) and CBy = (1,-1,—1,—1,—1,—1,—1) as sub-vectors of z; and
Z9. Considering the order relation J, CB; J CB, if and only if the state variables
equal to 1 in C'B, are equal to 1 for CB;. In the present case, C'B; and C'B; can not be
compared using this order relation. This way both are allowed by the controller, and it
can make evolve the system into a state where all the circuit-breakers are opened except
one. In order, to solve this problem, we need to explicitly introduce the numerical
aspect.

Using the same hypothesis as the above one, let § be a function from (Z/g7 )™ to N
which associates to a state x = (21,22, ..., 2,), the number > | a(z;), with a(z;) = 1
when x; = 1 and x; € C'B, 0 otherwise.

This cost function leads to an order relation which is less restrictive than the last one,
in the sense that this order relation takes into account the number of state variables

4where the order relation J is defined in section 3.2.2
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equal to 1 and does not only compare the value of each of the state variables (see section
3.2.3 for the computation of the algebraic order relation). Using the cost function, it
is then possible to compute a controller , (C’y, C"y), which will choose at each instant
the controls which will make evolve the controlled system, S¢r, = (S¢, + (C's, C'y)),
into the state where the number of closed circuit-breaker is maximal.

To finish with these requirements, we now have to take into account the importance of
the circuit-breakers. The last obtained controller can always choose to open the link
circuit-breaker.

2. The importance of the lines (and of the circuit-breakers) is different.

As for the previous requirement, we will use a cost function to encode the importance of
the line (in fact the both requirements will be taken into account by this cost function).
We simply have to encode the fact that the more important is the circuit-breaker, the
more important is the cost affected to the state variable which encodes the circuit-
breaker. The picture (8) summarize the way we attache the cost.

The cost affected to each state variable in this figure corresponds to the cost when
the corresponding circuit-breaker is opened. When it is closed, the cost is equal to 0.
The cost of a global state is simply obtained by adding all the circuit-breaker costs.
With this cost function that it is always more expensive to open a circuit-breaker at a
certain level than to open all the downstream circuit-breakers.

) enLLInK) = 14
cD(_Arr]]:&,l /l COL_AMND) =4

r 17 1T 17

cd_depl) =1 cX_oap2) =2 cOLdepd) =1 ¢l _depd =

Figure 8: Cost attached to each circuit-breaker

Finally, we can remark that the cost affected to the state variable which encodes the
second departure circuit-breaker (encoded by the state variable X)) is bigger than
the others because the corresponding line supplies with electricity an hospital.

Using the same method as the one described for the first requirement, we obtain a
controller (C3, Cjpn;r) which is sufficient to solve our problem.

5.2.3 Optimal Control objective

Thus the last controller we have obtained solves the double defect problem. However, we
have assumed that all the circuit-breakers are ideal. In the reality, it is never the case. In
fact, the response time of each circuit-breaker is different (we have to take into account the
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quality of the circuit-breaker). We then have to introduce in our specification the fact that
the response time of certain circuit-breakers of the power transformer station is longer than
for some other ones. The double defect problem has now to be expressed as follows:

If two defects are picked up at the same time by two different departure cells,
then one of the two defects must be handled as fast as possible

In order to perform the synthesis of such a controller the idea is the following: as in
section 5.2.1, we introduce the polynomial double defect, which is equal to 0 when two
defects are present at the same instant. Now, we also have to take into account the two
other requirements (maximum of closed circuit-breakers and the importance of the lines).
For that, we will reuse the cost function of the second item in the previous section. Assume
that the initial set of states of the system corresponds to the set where the polynomial
double_ defect is equal to 0, and that the final set of states is the set where double defect is
equal to 1 or -1. Then, using the optimal control theory described in section 4, we are able to
compute a controller (C3, Cy), which will force the controlled system to choose the minimal
trajectory which makes the system evolve from a state where two defects are present, into
a state where less than two defects are present. Assume we have computed this controller,
then the final controlled system is given by the following set of equations:

QX,Y.U) =

X! =

Co(X) =

C3(X,Y,U) * (1 — double_defect(X,Y,U)?) =

5 _ (X,Y,U)

OONUO

The controller (C3,Cp) is only active when two defects are present
(i.e.double_defect(X,Y,U)?> = 0). Then, when this polynomial becomes null, the
controller is activated and forces the system to come back to the “good states” (i.e.where
double_ defect(X,Y,U)? = 1) at a minimal cost. This kind of control objective is similar to
the restricted safety property described in section 4.5.

6 conclusion

In this report, we have shown the usefulness of control theory concepts for the class of
polynomial dynamical systems over a finite Galois field. As this model results from the
translation of a SIGNAL program (not presented here), we have a powerful environment to
describe the model for real-time data-flow system. Even if classical control can be performed,
we showed that using the same algebraic framework, order relations and optimal control
synthesis problem can also be performed.

The order relation controller synthesis problem covers different areas of control. It can
first be used to synthesize control objectives which relate more to the way to get to a
logical goal, than to the goal to be reached, but can also be used to obtain explicit control
laws for the controllable events (by using a strict order relation for example), considering a
previous classical control synthesis problem. Concerning the optimal control, its application
covers a large area including the TA plant synthesis problem. These methods have finally
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been successfully applied to the incremental construction of a power transformer station
controller.

The theory of polynomial dynamical systems over finite Galois field deserves much more
research. One issue is the control under partial observations as carried out in [32] or in
a slightly different domain the control of implicit non-deterministic polynomial dynamical
systems. Some other perspectives concern the synthesis of fault tolerance controllers like in
[42, 43| or the synthesis of controllers with control objectives expressed as properties that
depend on the behavior of numerical variables.
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