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Abstract: We present in this paper a theoretical analysis that relates an irregularity
measure of a fitness function to the so-called GA-deception. This approach is a continua-
tion of a work that has presented a deception analysis of Holder functions. The analysis
developed here is a generalization of this work in two ways : we first use a “bitwise regularity”
instead of a Holder exponent as a basis for our deception analysis, second, we perform a
similar deception analysis of a GA with uniform crossover. We finally propose to use the
bitwise regularity coefficients in order to analyze the influence of a chromosome encoding on
the GA efficiency, and present experiments with bits permutations and Gray encoding.
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Les coefficients de régularité bit a bit comme outil
d’analyse de déceptivité pour un Algorithme Génétique

Résumé : Nous présentons ici une analyse théorique qui permet de relier une mesure
d’irrégularité d’une fonction de fitness a une notion de difficulté (ou déceptivité) pour les
Algorithmes Génétiques (AG). Dans des travaux antérieurs nous avions développé une ana-
lyse de la déceptivité des fonctions Holdériennes, la présente analyse en est une généralisation
selon deux voies : premiérement nous employons la “régularité bit & bit” au lieu d’un exposant
de Holder comme mesure d’irrégularité a la base de I'analyse de déceptivité, ensuite nous
étendons ’analyse de déceptivité & un AG avec croisement uniforme. Cette approche nous
permet de proposer I’emploi des coefficients de régularité bit a bit comme outil d’évaluation
de 'influence du codage des chromosomes sur 'efficacité de I’AG. Nous produisons quelques
expériences sur les permutations de bits et le codage de Gray.

Mots-clé :  Algorithmes Génétiques, optimisation, régularité bit & bit, analyse de décep-
tivité, fractales, fonctions Holdériennes.
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1 Introduction.

Theoretical investigations on Genetic Algorithms (GA) and Evolutionary Algorithms (EA)
in general concern mainly convergence analysis (and convergence speed analysis on a locally
convex optimum for EA), influence of the parameters, and GA-hardness analysis. For GA,
our main concern here, these analyses are based on different approaches :

e Proofs of convergence based on Markov chain modeling [6, 3, 1, 20].

e Deceptive functions analysis, based on Schema analysis and Holland’s original theory
[14, 8, 9, 11], which characterizes the efficiency of a GA, and allows to shed light on
“GA-hard” functions.

e Some rather new approaches are based on an explicit modelization of a GA as a
dynamical system [16, 22].

Deception has been intuitively related to the biological notion of epistasis [5], which can
be understood as a sort of “non-linearity” degree. It can also be related, to the so called
“fitness landscape” analyses (see for example [19]). In any ways, it basically depends on :

e the parameter setting of the GA,
e the shape of the function to be optimized,
e the chromosome encoding , i.e. the "way” of scanning the search space.

In a previous work [17] it has been proven that some tools, that have been developed in
the framework of fractal theory, can be used in order to refine a deception analysis of Genetic
Algorithms. This work has mainly related an irregularity measure (Holder exponent) of the
function to be optimized to its deceptiveness. We first recall in section 2 these results,
that allow to model the influence of some of the GA parameters. The main hypothesis of
this previous analysis is that the fitness function can be considered as the sampling of an
underlying continuous Hélder function. In section 3 we will then present a generalization
of this work that considers another regularity measure of the fitness function, the bitwise
regularity, and which does not support the Hoélder hypothesis anymore.

The GA modeled in this framework is the so-called canonical GA, i.e. with proportionate
selection (roulette wheel selection), one point crossover and mutation, at fixed rates p, and
P all along the GA run. This analysis fist suggests that a simple bit reordering as an
encoding change may decrease deception ; experiments are presented in section 4 that show
the validity extents of this analysis. In section 5 we then present a similar theoretical analysis
for a canonical GA with uniform crossover, which is an operator that is largely used in real
world applications.

Besides the intuitive fact that it relates the irregularity of the fitness function to its
“difficulty”, one important application of this theoretical analysis is that it provides a mean to
“measure” (of course to a certain extent, due to the intrinsic limitations of deception theory)
the influence of the chromosome encoding. We present in section 6 some experimentations
with the Gray encoding that prove the interest, of such an approach.

RR n3274



4 Benoit Leblanc, Evelyne Lutton

2 Background and previous work.

In this section we quickly remind the definitions of schemata, deception and Holder expo-
nents.

2.1 The canonical Genetic Algorithm.

In the frame of our study, we will restrict ourselves to the case of the canonical GA (also
called simple GA), which aims to find the maximum of a real positive function (called the
fitness function) defined on the space of binary strings (also called chromosome) of size I:

f:o={0,1}} - R*
The CGA has the following steps:

1. Creation of an initial population, a set of individuals that are represented by a point of
Q. The binary representation of an individual is its genotype while its corresponding
point in the search space is its phenotype. The correspondence genotype/phenotype is
an encoding/decoding, that may not always be a bijection.

2. Computation of the fitness value for each individual.
3. Selection of N individuals to build a parental pool.

4. Successive applications of the crossover and mutation to the parental pool resulting in
the creation of the population of the new generation. Back to 2 if a stopping criteria
has not been reached (generally a given number of generations).

5. End. The individual having the highest fitness value is extracted from the final popu-
lation as the solution to the problem.

The selection step is based on a random shot with replacement of individuals in order
to build the parental pool. Each individual has a selection probability equal to its relative
fitness value (this methods is called the Roulette wheel selection):

fitness(q)
YoiLy Fitness(j)

The crossover, applied with a probability p, on couple of individuals, mixes two chromo-
somes of the parents in order to create the two new offsprings : a position on the chromosome
is randomly chosen between 1 and (I— 1) (each one with equal probability), then the strings
are exchanged from this point. This is the one point crossover (see figure 1).

The mutation is then applied to all resulting new individuals. It acts in changing the
value of each bit or gene of the binary string with a given probability p,,, usually very low.

P(i) =

INRIA
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Parents Offsprings

N ]

L[

Cross point

Figure 1: One point crossover.

2.2 Schemata.

Schemata has been widely studied in the field of GA, and are the basis of the deception
analysis. A schema corresponds to a subset of the space Q! = {0,1}" (the space of binary
strings of length [ for a GA using binary encoding), or more precisely a hyper-plan of Q!. An
additional symbol "*’| representing a wild card (’0’ or ’1’) is used to represent a schema. For
example, if [ = 4, the strings 7; = 0101 and i3 = 1101 are the two elements of the schema
H = %101. The order of a schema, O(H), is defined as the number of fixed positions in H,
and the defining length, 6(H), as the distance between the first and the last fixed positions
of H. A fundamental theorem about schemata is the following:

Theorem 1 (Schema theorem, Holland [14])
For a given schema H let :

o m(H,t) be the expected number of representatives of the schema H in the population
P(t) (t indexes the number of the generation): m(H,t) = |H N P(t)].

o f(H,t) be the mean fitness value of the representatives of H in the population P(t) :

f(H,1) = |Hm( > f)

i€ HNP(t)

o f(t) be the mean fitness value of the individuals of P(t) :

= 7y & 10

i€ P(t)

e p. and p,, be respectively the (one point) crossover and mutation probabilities.

Then :

m(H,t+1) > m(H, )] % ’)t) [1 = pc@ — O(H)pm

RR n3274



6 Benoit Leblanc, Evelyne Lutton

2.3 Deception analysis.

A famous consequence of the schema theorem is that the schemata having a short defining
length, a small order and a mean fitness better than the population mean fitness will be
more and more represented in the successive generations (such schemata are called building
blocks, [10]). This remark leads to the conclusion that if the global optimum of the fitness
function f is the intersection of such good building blocks, a GA will easily find it. On the
contrary, if the intersection of these building blocks is a secondary optimum, the population
will preferably converge onto it, missing the global one. In this situation the GA will be
considered to have failed! and f will be called deceptive.

More formally, Goldberg ([8], [9]) defined the static deception: The selection results in
an expected greater mean fitness for the set of individuals selected for reproduction, than for
the preceding population. But this mean value will be changed by the application of genetic
operators. It follows that the GA can be considered as attracted toward the optima of a
function f', defined for each point of Q! as its expected fitness value after the application
of crossover and mutation. The function f will be called deceptive for a GA with a given
parameter setting, if the global optima of f' and f differ. This function may be calculated
with the help of the Walsh basis:

Definition 1 (Walsh polynomials)
They form an orthogonal basis of the set of functions defined on U :

i) = JT(-1)77 = (~1)2umomei )

Where x, and j, denote the values of the t** bit of the binary decomposition of © and j.

The projection of a function f on this basis is:

2l 2l—1

f@) = 3 wits(a) with wy = o 3 f(ah(a)

=0

The coefficients w; are called Walsh coefficients and are strongly related to schemata.
Roughly, a given w; is related to schemata having fixed bits at the position where j has
'L’ in its binary decomposition. Consequently, the adjusted Walsh coefficients (“adjusted”
according to genetic operators) may be calculated (see [8, 18]):

6(J)

wj = w;(1 = pe= = 20mO(j)) (2)

1Only in an optimization perspective. Recast in a more general context, the success of a GA may not
only be related to its ability to find a global optimum at each trial, but rather to rapidly find good solutions.

INRIA
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Where O(j) denotes the number of ’1’ in the binary decomposition and §(j) the distance
between the first and the last '1°.

2l_1

@) =) wit(z) (3)

§=0
Defining the two following sets (near optimal sets of f and f') for a given e¢:
Ne={z€[0.2'] / |f(z) - f*|< ¢}
and

=

N ={ze[0.27/|f(z) - f*| <€ = F—wo

e}

the definition of static deception follows [9]:

Definition 2 A function-coding combination is statically deceptive at the level ¢ when
N¢— N! #£0.

2.4 Deception analysis on Holder functions.

The work presented in [17] aims to characterize the deception of a given function f, consi-
dered as the binary encoding of the sampling of a Holder function on the interval [0, 1]:

Definition 3 (Holder function of exponent h [7])
Let (X,dx) and (Y,dy) be two metric spaces. A function F : X — Y is called Holder
function of exponent h > 0, if for each z,y € X such that dx(z,y) < 1, we have:

dy (F(z), F(y)) < k.dx(z,y)" (4)
for some k > 0.

Although a Hoélder function is always continuous, it needs not to be differentiable, and
if it is Holder with exponent h, it is Holder with exponent h' for all ' €]0, h]. Intuitively,
we may characterize a Holder function of low exponent h as more “irregular” than a Hélder
function of higher h.

It is possible to consequently establish a relation between A and |f — f’|. To reach this
point the following basis is used :

Definition 4 (Haar polynomials)
They form an orthogonal basis of the set of functions defined on QO :

1 for (2m)2"" " <z < (2m +1)207 771

Hoaim(z) = -1  for 2m+ 1)2#‘171 <z <(2m+ 2)21*‘171 (5)
0 otherwise in {0,.. ., ol — 1}

RR n3274
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With ¢ € [0..(1 — 1)], m € [0..(2¢ — 1)] and j = 27 + m € [0..(2' — 1)]. The projection of f
on this basis is:

2l—1 9l_q

1
f(@) =) hjHj(z) and h; = oi=7 ZO f(z)Hj(x) (6)
7=0 =
As the Haar coefficients may be bounded :
Vj=29+m, |h;|< 22—h(q+1) (7)

the following theorem has been proved [17]:

Theorem 2 Let f be the sampling on l bits of a Hélder function of exponent h and constant
k, defined on [0,1], and let f' be defined as in (8). Then:

vz € {0,...,2" =1} |f(z) - f'(z)| < k.B(Pm, e, 1, h)

with
Do oon |27 -1 (1-2M@eM 1) — 7M1 - 27"
B(pm,pc,l,h) = 1= 12 9—(h+1) + (2—h _ 1)2
—h
+p’"m 142727 —1-1)]

We can see that if B grows, f has more and more chances to be deceptive. Without going
into details, B is a function of 4 real parameters having the following behavior :

e B is decreasing with respect to h.
e B is increasing with respect to p,,, and p..

e B increases when [, when | is small, reaches a maximum for a value [,,,,,, and decreases
for I > lmaz-

3 A bitwise regularity characterization.

The previous analysis is based on an irregularity characterization with respect to an un-
derlying distance that is the Euclidean distance on [0,1]. This approach is straightforward
for fitness functions defined on R, and in the general case it is always possible to consider
the fitness function as the sampling of an underlying one-dimensional Holder function. It
is however less evident in this latter case that the Holder exponent reflects in a simple way
the irregularity of the fitness function (it may appear for example more irregular than it
is in a multidimensional space). This is the reason why we present in this paper a similar
irregularity analysis but with respect to the Hamming distance on the set of binary strings.
Another justification is also that is is easier to represent the action of genetic operators with
respect to the Hamming distance.

INRIA
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3.1 Bitwise regularity coeflicients.

A grained Holder exponent may be defined for a box of size £ centered on z, B.(z), of the
{0,1}! space: & being expressed with respect to a distance proportional to the Hamming
distance, for example: d(z,y) = +.du(z,y) and B.(z) = {y € {0,1}//d(z,y) < ¢}:

_ logp (B:(z))
ac(@) = loge
u is a measure of Be(z), for example:
n(Be(z)) = sup {|f(z) - f(y)I}
y€DB.(z)

log |supyep, (o) {|/(z) — F(¥)I}
loge

then a.(z) =

In the continuous case, the local behavior of f may be captured as € — 0, as we are
dealing here with a discrete space, we can fix ¢ at the smallest positive value, i.e.: % The
box B.(z) may also be defined with respect to a particular “coordinate”, i.e. a fixed bit
position (I — ¢ — 1), and for the Hamming distance between x and y:

1
Bi = {y c{0,1}} / d(z,y) = 7 and y, x differ only on the (I — ¢ — 1)** bit}

with B! : “oriented” boxes of size 1. For these particular boxes:
1

log |supyepe (o) {|f(2) — F(y)I}

—logl

a(z) =

An irregularity characterization with respect to these boxes is then:

_logsup{|f(x) — f(y)| / =, y differ only at position (I —¢—1)}
N —logl

19— inf aof
= ey @)

We thus propose to compute the following coefficients, that naturally represents what we
can call a bitwise regularity measure of the function f:

Definition 5 (Bitwise regularity coefficients) Let f be a function defined on Q! :

Vge{0,...,1-1}, C; = Sélgl{lf(m) — f(@i_ )1}

with -”U;—q—1 and z differing only with respect to one bit at the position (I —q—1).2

2The less significant bit being at position 0.

RR n3274
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In other terms, the C, coefficient represents the maximum fitness variation due to a bit
flip at the position (I — g — 1).
Therefore, we can show that :

C
Vj=27+m, |h]|S7q

In the same way as in [17], with the help of the Haar basis, the following theorem has been
established (see appendix A for a demonstration):

Theorem 3 Let f be a function defined on QU with bitwise reqularity coefficients (Cy)geqo,....1-1}»
and let f' be defined as in (3). Then Vz € Q! :

-1 q . -1
@) - @) < 2 ooy (PR s Y Gyta ) (¥
q=0

q=0

Furthermore, this result still holds when the order of the C, values is reversed, so the final
bound is the one minimizing the preceding expression (see appendix B for a demonstration).

We also have to note that the bits do not have the same role in this bound expression.
In fact their relative weight is strictly increasing with respect to the index ¢g. Sorting them
(either in increasing or decreasing order) would then minimize this bound, suggesting that
the simple change of coding consisting in a bits permutation would make the function easier.
This feature can be explained by the fact that the one point crossover disrupts more easily
a combination of a few genes spread at each extremities of the chromosome than if these
genes were grouped at one extremity. Reordering the bits in order to sort the bitwise
regularity coefficients is then equivalent to group the most “sensible” genes at one extremity
of the chromosome. Some experiments presented in the section 4 partially support this
interpretation.

3.2 Bitwise regularity coefficients compared to Holder exponent.

If we suppose that the fitness function f is the sampling on [ bits of a Hélder function of
exponent h and constant k, defined on [0, 1], the bound of theorem 3 is lower than the bound
of theorem 2.

One can easily show, (see appendix C), that:

C, < k.2 (athh (9)

as we have: o P
|hj| < 7‘1 and |hj| < 5.2-<q+1)h

and as the bound on |f — f’| is a linear function of the bounds on the |h;|, it follows
immediately that the bound of theorem 3is the lowest (see the figure 2 for a visual comparison
of the bounds of Haar coefficients). Moreover, the estimation of the bitwise regularity
coefficients is computationally cheaper than the estimation of the Holder exponent and its
associated constant k.

INRIA
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1.2 T T T T T
Haar coefficients —
Holder bound -----
Bitwise regularity bound -----
1 i
0.8 {+ -
0.6 H i

1 1 1
0 50 100 150 200 250 300

Figure 2: Haar coefficients of a Weierstrass function with Holder exponent h=0.5

4 First experiments.

The following experiments have been performed with the canonical GA. For each fitness
function tested, the GA is ran many times and the following performances are recorded for
each generation:

1. Average of the population mean fitness values.
2. Average of the best individual fitness values.
3. Proportion of the runs whose population contains a global optimum.

In the title of the figures displaying these performances, they are referenced as “Mean”,
“Maximum” and “Proportion” followed by the name of the function.
The following GA parameters are also specified for each function:

l encoding size (number of bits)
N | population size
Gen | number of generations for a run
Runs | number of runs
pe. | crossover probability
Pm | mutation probability

RR n3274
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4.1 Weierstrass functions

The fitness functions are the sampling of Weierstrass functions [7]:
Wio(z) = 3052, 6 Dsin(biz)  withb>1and 1 < s <2

The Holder exponent is directly given by h = (2 — s). For the present case, we set b = 5.

2 T T T T T T T T T
Weierstrass dimension 1.7 —

15 B

l -
0.5 H

0
-0.5 -

'l 1 1 1 1 1 1 1 1 1

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

Figure 3: Weierstrass function with Holder exponent h = 0.3

The tests are performed with h = 0.75 (W75), h = 1.5 (W50) and h = 0.2 (W20). The
sampling domain is [0, 1], and the classical encoding is the usual mapping:

Qb - 0,1]

-1

1 .

b(l_l)b(l_g) - ..b() - r = ? E bi.ZZ
i—0

The figure 4 displays the C, values obtained for different values of A with a 16-bits sampling
(recall that Cy corresponds to the bit by5 and Cy5 to by). The exact values are not important
(they must be compared to the function maximum), and only the relative importance of the
C, are relevant. We can see that they are more or less decreasing, and they tend to be of
the same order as s tends to 2.

INRIA
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15 g

i ;
10 12 14 16

Figure 4: C, values for W75, W50 and W20.

l N |Gen | Runs | P, | pm
16 | 512 | 100 100 | 1.0 | 0.005

W75 | Wh0 | W20
B, | 0.254 | 0.776 | 6.96
B, | 1.0 1.94 | 9.85

Table 1: Parameters and bound values for W75, W50 and W20.

The second encoding is derived from the first one with a permutation of the bits in order
to increase the value of the bound (8):

b(l—l)b(l—S) ...bibg .. -b(l—4)b(l—2)

Table 1 displays the parameters of the runs and the bound values: B, stands for the bound
corresponding to the classical encoding and B, stands for the bound corresponding to the
modified encoding. For all the functions, By, is higher than B, and the tests displayed in
figures 5 to 7 show that a GA with the classical encoding show the best performances, as
predicted (“C1” stands for the classical encoding and “C2” for the modified encoding).

RR n3274
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Proportion

Figure 5: Performances on W75.
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Figure 6: Performances on W50.
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06 L L L L 225 L L L L

0 20 40 60 80 100 0 20 40 60 80

Mean Maximum

40 60 80 100

Proportion

Figure 7: Performances on W20.
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4.2 Function M2.

This function, from [12], is also the sampling of a continuous function defined on the interval
[0,1] (see figure 8):

Vr € [0,1], M2(z) = 6_2(1"2)(Ia-%'l)Qsin6(57rx)

09 - 4

08 A

07 4
06 B
05 4
04 1
03 4
02 b
01 4
0 L L L L L L L 1 I
0.2 0.3 0.4 05 0.6 0.7 0.8 0.9

0 0.1

N

e

Figure 8: Function M2

1

0.9

0.8 -

07

0.6 -

0.5 -

04

03

0.2

01

0

L L L L L L
0 2 4 6 8 10 12 14 16

Figure 9: Bitwise regularity coefficients of function M2.
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The C, coefficients are displayed in figure 9. The same encodings as for the Weierstrass
functions are tested. As for the Weierstrass functions the bound of the modified encoding
B, is higher than the bound of the classical encoding, and the performances presented in
figure 10 show that the GA performs better in the last case, as predicted.

T
c1—

c2

L L L L
10 15 20 25

Maximum

c1—
C2 -

03

Proportion
l N |Gen | Runs | P, | pm
16 | 200 | 100 40 1.0 | 0.005

GA parameters

30

L L
30 35

B.

B

0.676

2.03

Bound values

Figure 10: Tests on function M2.

40
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4.3 Function EPI6.

We constructed this function in order to create a strong dependency between genes (such
functions are called epistatic [5]). It is the sum of 6 sub-functions EPI defined on 4 bits:

_ i —bi) if by =0
EPI(bsbabiby) = { o E?:o b if by = 1
Each sub-function has one global optimum (EPI(1111) = 4) and a local optimum with
respect to the Hamming distance (EPI1(0000) = 3). The bitwise regularity coeflicients C,
are then (4,1,1,1). EPI6 being the concatenation of 6 functions EPI, its C, coefficients
are (4,1,1,1,...,4,1,1,1). EPI6 has then one global optimum and (26 — 1) = 63 local
optima.

The bound for the modified encoding is lower than for the original one. We would then
expect an improvement of the GA performances, but as we can see in figure 11, this is not
the case. A possible explanation is that the second encoding breaks the proximity between
the “control” bit and its “controlled” bits, then the relation between these 4 bits is more
often disrupted by the one point crossover. This counter-example highlights the limits the
limits of the previous deception analysis, that only takes into account the bitwise behavior
of the fitness functions and that does not take into account “epistatic” behaviors.

RR n3274



20

Benoit Leblanc, Evelyne Lutton

c1—
€2 -

100

L L L
20 40 60

Maximum

c1—
C2 -

Proportion

Mean
Il | N |Gen | Runs | P, | pm
24 | 512 | 100 | 100 | 1.0 | 0.005

GA parameters

L
80 100

L
80

B.

Bm

20.7

14.3

Bound values

Figure 11: Tests on function EPI6.
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5 Deception analysis of a GA with uniform crossover.

As we have seen, the bound on |f — f'| derived from the bitwise regularity coeflicients C,
depends on their relative order, due to the use of the one point crossover. The aim of
this section is to establish analogous results for the uniform crossover [21], for which this
positional bias no longer exists.

5.1 Definition and implications for schemata and deception.

The uniform crossover no longer relies on the use of crossing points. It produces a more
uniform “mixing” of the genetic material : each gene of an offspring is randomly and in-
dependently chosen (with probability 1/2) from the two parents chromosomes. The other
offspring inherits the complementary genes (the figure 12 illustrates this principle).

Parents Offsprings

Figure 12: Uniform crossover.

The schema theorem may be adapted for this operator: with the one point crossover,
the probability of schema disruption pg is bounded :

< —7
Pi=77

In the same manner, we can bound the disruption probability for the uniform crossover by
observing that once the first fixed bit of the schema is allocated to one of the offsprings, the
schema will always survive if all other fixed bits are allocated to the same offspring.

SEONY

We then have the new bound for the schema theorem for a GA with uniform crossover :

O(H)-1
m(H,t+1) > m(H, t)@ [1 — Pe (1 - @) ) — O(H)pm] (10)
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As for the one point crossover py is conservatively set to (M) , if we set py to the upper

-1
bound (8), then the new adjusted Walsh coefficients are:

1 O@)-1
w;:wj 1—p.|1— (5) *2pm0(j)

5.2 Implication for the bounds on |f — f'|.

(11)

If we include the previous modification in the calculation of the bound of the theorem 2 we
get the new expression (see appendix E for a demonstration):

Theorem 4 Let f be the sampling on l bits of a Hélder function of exponent h and constant
k, defined on [0,1], and let f' be defined as in (3). Then:

vz e {0,...,2" 1} |f(z) — f'(z)| < k.B(Pm, Per 1, h)

with
2—h(2—hl _ 1) 2—h

oo 7 tPm (o-h 1) [1+27"@27" —1-1)] (12)

B(pm7p67l7h) = pC

Furthermore, the bound (8) calculated for the uniform crossover (see appendix D for a
demonstration), leads to the following theorem :

Theorem 5 Let f be a function defined on QU with bitwise reqularity coefficients (Cq)gef0,ii-1}»
and let f' be defined as in (3). If we consider the set S of permutations defined on the set
{0,...,1— 1}, thenVz € Q! :

-1 1-1
|f(z) = f'(2)] < min {pc D Co-r(gy +Pm Y Comr(g * (g + 1)} (13)
q=0 q=0

We immediately see that the permutation that minimizes the upper bound is the one that
sorts the C,-1(,) in decreasing order.

Practically, if it is possible to get the C, values (or good estimations), it is hard to
draw conclusions from the value of the bound (13). But if we consider the effect of an
encoding change on it, it is interesting to see if its variation is experimentally correlated
to the performances of the GA. Intuitively, the hypothesis is formulated as follows: if an
encoding change (such as a Gray code) induces a decrease of the bound (13), the GA should
perform better with this new encoding, and conversely. We present experiments with the
Gray code in the next section.
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6 Experiments with uniform crossover.

The notations are the same as in section 4.
The Gray code is a largely used encoding change:

K: Q' -0 | K(z)=g with

) muy if i=(-1)
7 (2p) XOR ;) if (I-1)<i<0
6.1 Function f;.

This function is one of the De Jong Five-Functions Test Bed [15], turned into a maximization
problem: F1(X) = (maxz(f1) — f1(X)), with:

3
A =3 (X(i))2 with —512< X® <512

1=1

This function is 3-dimensional and each component is defined on 10 bits. Four different
mappings from Q'° to [-5.12, 5.12] have been experimented. Let z be any of the X () coded
on 10 bits bgbg Ce b1b0 :

e Codel: a classical signed integer binary encoding, mapped to [—-5.12,5.12]:

8
1 )

— = (—1)be 29p.
€T 100( ) jz:; b

e Code2: an unsigned binary integer encoding, mapped to [—5.12,5.12] :

9
1 .
- 27p, — 512
=100 JZO i

e Code3: same as Codel but with Gray encoding for bgby . .. b1 bg.
o Code4: same as Code2 but with Gray encoding for bgbg . . .b1bg.

In figure 13, we see that the bound is increasing with each new encoding, and that the
performances of the GA decrease as predicted, though it is measured only through Mean
and Mazimum. The runs that found the global optimum were very rare, since a lot of
solutions have a fitness value very close to the optimum (due the absence of scaling, the GA
is unable to distinguish them).
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50 L L L L 774 L L L L
0 20 40 60 80 100 0 20 40 60 80 100

Mean Maximum

Proportion

l N |Gen | Runs | P, | pm
30 | 128 | 100 100 | 1.0 | 0.005

GA parameters

Encoding | Codel | Code2 | Code3 | Coded
Bound 131 210.3 | 235.2 | 313.6

Bound values

Figure 13: Tests on function F1.
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6.2 Function f,.

This function is also one of the De Jong Five-Functions Test Bed, turned into a maximization
problem: F2(X) = (maxz(f2) — f2(X)), with:

Fo(X) =100 % (X1)2 - X2 4 (1 — x(D)?

with X9 € [-2.048,2.048].

It is a function defined on a 2-dimensional space, whose components are coded on 12 bits.
The same 4 encodings as for F'1 are tested. The performances are displayed in figure 14.

Once again, a lot of points have fitness values very close to the optimum, so the ratio of
populations containing it is more or less random. In fact, it would require far more than 4
digits to distinguish the M azimum performances.

The Mean performances follow, in order, the predictions of the bound, except for the
comparison between Code2 and Code3, for which the bound increase is the lowest, and the
performances are roughly identical.

6.3 Function M2.

This function was introduced in the first experiments (section 4).
Two encodings are tested :

e Codel: a classical unsigned integer encoding mapped to [0,1]
e Code2: Gray version of Codel.

Here the Gray encoding induces an increase of the bound and a decrease of the perfor-
mances as predicted (see figure 15).

6.4 Function M7.

This function extracted from [4], is massively multimodal and deceptive. It is composed of
sub-functions defined on 6 bits, which reach their maximum value for two mirror strings.
Here we used 3 of them (I = 18).

Two encodings are tested :

e Codel : the classical encoding.
e Code2: Gray version of Codel.

Here the Gray encoding induces a decrease of the bound and an increase of the perfor-
mances, as predicted (see figure 16).
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Figure 14: Tests on function F2.
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Figure 15: Tests on function M2.
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Figure 16: Tests on function M7.
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6.5 Function EPI6.

This function has been defined in the first experiments (section 4).
Two encodings are tested :

e Codel : the classical encoding.
e Code2: Gray version of Codel.

Here the Gray encoding induces an increase of the bound and a decrease of the perfor-
mances, as predicted (see figure 17.

6.6 Function W20.

This function was introduced in the first experiments (section 4).
Two encodings are tested :

e Codel : the classical encoding.

e Code2: Gray version of Codel.

Here the bound slightly increases but the performances of that GA seem to be slightly
better (see figure 18.

6.7 TFunction FBM50.

This fitness function is a sampling of a Fractional Brownian Motion [7] of Holder exponent
h = 0.5. The encodings are the same as for M2.

The decrease of the bound is very small, compared to the previous tests, (and except for
the Mean at the end of the 50 generations), the performances slightly increase as predicted
(see figure 19.
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Figure 17: Tests on function EPI6.
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Figure 19: Tests on function FBMS50.
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7 Conclusions.

The tests presented in section 6 show that the bound calculated from the bitwise regularity
coefficients is a quite reliable tool to compare encodings as long as its variations are significant
enough : when the bound variations are high, the GA behaves according to the predictions,
when they are low (as for Code2 to Code3 of functions F'2, for functions W1.8 and FBM50)
the GA behavior is less predictable.

These limitations can be explained in many ways. The one that seems to us the most
appropriate is of the same nature as the Static Building Blocks Hypothesis, pointed out
in [13]. If we consider cautiously the calculation of f’, which is the basis of the static
deception analysis, we note that it is assumed that each allele is equally represented at each
position. This viewpoint (detailed in appendix F'), should be considered with care in order
to continue the work presented here and suggests that a dynamical modelization of the GA
behavior would be more appropriate. The nonuniform Walsh-schema transform [2] could be
the basis of such an improvement.
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A  Bounding |f — f'| with the C, coefficients.

From the definition of the Haar functions, we can write for j =27 +m:

1 (2m+1)*2'7971 -1 (2m~+2)*2'7971 1
hj = o7 > f(z) — > f(z)
z=(2m)*2(1—q—1) z=(2m+1)x2(l—g—-1)

Furthermore, we notice that if z € {(2m) = 2!=971, ... (2m + 1) x 2!=9=1 — 1} its binary
profile belongs to the schema S5, ,, -

S;;_{_m :mq_l...mOO*...*
Where my_1 ... mg denotes the binary profile of m: m = Zg;ol my; * 2%,
In the same way, if z € {(2m + 1)« 217971 . (2m + 2) * 217971 — 1}, then its binary
profile belongs to the schema Sy, ., :

Soapm = Mg_1... Mol *...%

We notice that for each element z in Sj,,,, corresponds a z)_ g—1 10 Sye,, differing only
with respect to position ({ — g —1) (0 for z and 1 and z;_,_,). Then we can write:

1
hi=g5— Y fl@)—flzy)
ZES;q+m
And from the (C,) definition, we get :
Vi=2"+m, |h;| < L yi-a-10
J= ’ 7 — 21—(1 q
vi=2tm, |yl < D

From the expression of the corrected Haar coefficients, given in [17]:

hom = hgagm |1 - llic1 (1 L1t (qzq_ 2)2q) o4 g)}
g-1 297!
_ﬁ 1;0(1 -2+ ; h2q+21:01 me2t+(1—my) 2% +72(u+1)
q-1
—Pm Zh2q+m+(1—2mt)2t
=0
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we obtain, after a few calculations:

v = Byl < €y | 5o s (14 20— 1) + 5l 4 0)

(=5

From [17], we know that :

-1
1f(z) = F'(@)] < |hoatm, = Braym,|
=0

With m, = E(5%;). We finally obtain :

=7

@) - @l < 2 Yo (FEEE) 4 Y00

q=0 q=0
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B Encoding change: bits permutation.

We consider here the class of permutations o on the integers {0,..., (I — 1)} and note o(z)
the integer whose binary profile is the permuted binary profile of z.

B.1 Implications for the Haar and Walsh basis.

We define HJ, ., as:
41 for o7Y(z) € St

HSy m(z) =4 —1 for o' (z) € Squpm (14)
0 otherwise

(See appendix A for the definitions of S5, ,, and Sj,..,,.) Then we have:
HEy (@) = Hoorm (07 (2))
The (H J’-’)je {0...21—1} functions also form a basis for the functions defined on Ol

20 if {=j=214+m

Z Hi(z)Hj () - { 0 otherwise

ze!
~ B 29 if i=5=294m
= Z H;(o 1(;,3))}[]-(0 ) :{ 0 otherwige
ze)!
. 20 if i=j=20+m
= 2{; Hi(2)Hj(z) = { 0 otherwise
TE

The associated coefficients are :

2l—1

G = 57 O [@)H] (@)
z=0

And in the same way as we obtained (see appendix A) hgapm < %, we also get :

- Co-1(q)
bram S =50
For the Walsh basis, we directly have:
-1 o
e @) = [ @
t=0
-1

INRIA



Bitwise reqularity coefficients as a tool for deception analysis 39

B.2 Expression of Haar-o coeflicients as a function of the Walsh
coefficients and conversely.

We first establish the expression of the Haar basis in the Walsh basis. From [17], we have:

_ 1 1—-1 Mk _
Hyaym(o (z)) = 5 2(71)21:0 L N Caai €))
k=0
1 291 -
H§q+m(x) = 2_q Z (—I)tho me t\PU(Qz—q—1+k21—q)(.’E)
k=0

Conversely, from [17], if we note:

i=2"1"1142k) et ke[0;27—1]

we get :
291 q_lk
Vil @) = 3 (—1)2em0 ™ Hya (07 ()
m=0
291 .
Voip(z) = D (—1) 2= "™ HE, ()
m=0

Following the same calculations as presented in [17] (appendix C), we finally get identical
expressions, up to the subscript o:

29-1 1
o o~ myks
h = D Wegaramip(1paky) (1) &=

k=0

= i

o N miki
Woty =55 D Mg (1) Zes
m=0
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B.3 Implications on adjusted coefficients and the bound on |f — f'|.

As in [17](appendix D), we may establish the adjusted coefficients hJ " as a functions of the
h¢ coefficients. The calculations are identical (up to the o subscript) until the following
expression :

291
o 1 §(o(27171(1 + 2k g
Miam=gs 212 2 0000 14 2)
291 oot .
N B (1) Zrio (et mOR:
m!'=0

We remind that 6(i) denotes the distance between the first and the last '1’ in the binary
expression of j, and O(j) the number of ’1’. Then, in order to continue the calculations in
a same manner as in [17], the following properties are sufficient :

§(o(@) = ()
O(e(®) = 0O()

For every 4, the number of "1’ bits is invariant for any permutation, so the second equality
is always true. But the distance 6(z) is preserved only if the permutation preserves the
relative order. Such a permutation is the permutation that reverse the order (o(l —1) =
0, c(l—2)=1, ..., 0(0) =1—1). Consequently, the theorem 3 only still holds if we apply
this mirror permutation.
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C Bound for the C; coefficients with & and k.

One can make the assumption that any fitness function may be defined with the help of a

function F such as: '
integer(x)
ol

Vze !, f(z)=F (
1-1 _
With integer(z) = Zmz %2
i=0
and  F:[0,1] —» RT Hblder with exponent h and constant k.
Recall that:

Cy = sup{|f(z) = f(@1-4-1)I}

zeQ!

Moreover Vz € QF :

(@)~ f(@)_y1)| = ‘F (ntgiﬁ) e (%N

And if we note X, = min{integer(z), integer(z;_, ,)} we have:
X X, + 271
@) - Sl =|F(5) - (T )]

X X
() -r (G ere)

F being a Holder function of exponent h and constant k, we can write:
|f(z) — f(w{_q_1)| < k2-(athh
sup{|f(z) = f(zi_, )} < kw2 (¥Dh
zeQ!

Thus:

c, < ko~ (a+1)h
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D Bound for |f — f'| with the C, coefficients for uniform
crossover.

We first establish the new bound on |h;-’l - h;-"l |. From the appendix B.2, for all permutation
o, if we note (j =27 +m) and (i = 217971(1 + 2k)), we have:

29-1

o' ! myiks
hj = Z w::-(2l—q—1+(1+2k))(_1) =0
k=0
291 -
meks

Waty =g Z B (1) 200
For the uniform crossover the adjusted Walsh coefficients are (that do not depend any more
on 6(5)):

1\ -1

w; =wj [1—-p.|1- (5) — 2pmO(5)

Then we get :

: — T 1\ (e @7 4 (142k)) -1
Toem = D Woata(aaiy (1) S M [1 o (1 R <5> )

—_2pm0(0(2l_q_1 + (1 +2k)))]

Furthermore, we have: O(a(217971 + (1 + 2k))) = 02971 + (1 +2k)) = O(k) + 1

, 27-127-1 ) f;g(mﬁmg)kt 1 O(k)
Movm = 3 O B T 1= p. (1— (3) ) -2emt0+)

k=0 m’'=0
1 29-1 1 O(k) 201 .
' 4 my mé ks
oo B[ () ] E s
k=0 m/=0
29-1 29-1 1 O(k) .
a a my m; ks
294+m = Z h2’1+m’ Z [1 — Pc (1 - <2> ) — 2pm(0(k) + 1) (71) t:O( +my)
m’ 0 k=0
And finally :
h3aym = h3a4m(1 = pe —2Pm)
2791 291 O(k) B
1 a1 m +m,’_l k
B 3w 3 (3) (B
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29-1 29-1

2 a1 ,
pm Z h‘2f1+m’ Z O t:o(m*+mt)kt

m'=0

The term depending on p,, is calculated in [17]:

q—1
o q a
hapm (—2Pm (1 + 5)) — Pm Z h2q+m+(1—2mt)2t
t=0
If we note:
()Y CyEioms
Pq ! — - me mt
mm)=3 (3)
k=0
Then :
29t 1 > ke
1 t=0
P(Q+1) n _ _ _ (mi+my) ke
mm)= 3 (3 (1)
k=0
g9+l k ity
1 a 1 t=0 "t g—1 ’ ’
= X (3) (5)77 B pmenin
k=0
29_1 0 Eq_lkt
1 1 =0 a1 my+my) ks mg+m’)*
= 2 () ()7 Ry
k=0
99+1_3 1 Sk,
1 1 t=0 L e m! )
R () o
k=24
291 =ty
2
k=0
e+l _1 =1y
1/1 =0 NG AL mg+m!
=3 3 (3)7T TRt Cayme
k=29
1 '
= pq(m7m1)+5(71)(mq+mq)pq(m’my)
1 '
PO (mm!) = P1(m,m) (1 i §<—1><"”+"’“)>

We also have: |
PYm,m') =1+ 5(71)("“’"'”3)
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Thus:

P(m, m') = H T

q—1 qg—1 1
= I 5 II 3

t:O/mt;ém; t:(]/mtzm;

=0 7 t=0/my=m,

If we note dg (m, m') the Hamming distance between m and m' (dg(m,m') = Zt =0/me#m) 1),
we finally have:

Pi(m,m') = 1 gdu(mm)

24
The expression of kg, +m thus becomes:
27-1 g—1
o' o dg(m,m
294m = h2a+m(1*1’c 2pm 1+ Z h2‘1+m’ 2q3 a ) pmzh2‘1+m+(l—2mt)2t
=0
We now have to bound |hgs .. — ASaym|:
7 291
|h3atm = h3apm| =| A0y (Pe + 2Pm (1 + 5)) - Z h2‘1+m’ 3dH(m ™)
q—1
+ Pm Zhg‘1+m+(1—2mt)2t |
=0
271
|hgq+m 2<1+m| < |h2‘1+m|(pc + me(l + )) + Z |h2q+mr|—q3dH(m’m)
m’ 0
g—1
+ Pm Z |h3a mat (1-2m.)2¢|
=0
Now we know from the appendix B.2 that :
C,-
Vne{0,...,29— 1}, |hfu,n| < %

Thus:

’ Co.—l q (. 0. -1 m,m o—1
1 = ho ] S =5 L (pe+ 2 (14 5))+ 22 0 Z -3 g, z —— 0
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Setting s = 3%#(™m') we may write:

29-1

Z 2i?)dy(m,rrb’) —
q

m'=0

Thus:

R 12

|hg‘1+m - hgﬂ+m| < Cofl(q) [Pc +pm(1 + Q)}

Finally, reporting this to |f — f'|:

-1
1F(@) = /(@) <Y 1hugm, — hSaym,|
q=0

-1

q=0

1£(z) = f'(@)| < pe Y Comt(g) + Pm D Co-1(g)(1 +q)

-1

q=0
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E Bound for |f— f'| with the (h, k) coefficients for uniform
crossover.

Under uniform crossover, we have (see appendix D):

29-1
o q Pe L g (m,m!
harsm = Byl < 10S0gml (pe+ 2P0+ D))+ 2237 harsm| ;3% ()
m/=0
q—1
+ me|h2‘1+m+(1—2mt)2t|
t=0

Furthermore from [17] we know that :

Vi=294m, |hgasm|< 22—h(‘1+1)

Then :
291
_ K Y 9—h(g+1) 4 Mo—h(g+1) — _— gdr(m,m’)
|h2‘1+7n 2‘1+m| S 22 (pc + 2p7n(1 + 2)) + p622 2(1 Z_:O 2(1 3
q—1 k
Zo—h(g+1)
T Pm Z 2
=0
Now (see appendix D):
2.1
_ gdu(m,m') _ oq
> Lamm) _y
m'=0
Then :
/ k o—higt1) q konat) L) Eo-nigtn)
|h2'1+m - 2‘1+'m,| < 52 (pc + 2pm(1 + 5)) +p652 +pm§2 *q
harsm — Hyaiml < K [27HD (e 4 (1 4+ )
And finally :

-1
If @)= @< D |hSurm, — hoym,|
q=0

-1
[f(@) ~ f'@)] < kY 27" (pe 4 pu(1 + )
q=0
-1 -1
If(z) = F'(@)] < kxpexd 27" 4 ksp,, « > 27MHD(1 4 q)

q=0 q=0
—h(o—hl —h
1@ - r@ls koG g (1 @ - - 1)
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F The adjusted Walsh coefficients calculation revisited.

We focus here on the calculation of the adjusted Walsh coefficients that define the functions
1" [9]- We recall that for a schema h, the schema average fitness is:

FR)y= > wjv;(B(h)) (15)

j€J(h)

with J(h) ={j : 3 : h C h;(j)}, and:

_J 0 if h;=0,%
s ={ § 3 12
Attention is paid to the expected value of involved Walsh coefficients when disruption occurs
for the schema h. Any schema A' that shares fixed position with h may replace it (we note

Jp(h') = jp(h), where j, denote the partition number of a schema). If we look at each term
of the summation in 15, Goldberg wrote this expected value (that we note w¥) as:

wi=w; Y. (8 (16)

R :jp(h')=3p(h)

And as:
$;(B(h)) =0
B :jp(h)=jp (k)

one comes to the conclusion that the average value of the Walsh coefficient after crossover
disruption (that we note wf) can be considered as null. However, it has to be noticed that
the simplification (16) (that makes the calculation possible) is valid only when the allele
frequencies are equal for each position. A rigorous expression (but much more difficult to
estimate!) would be:

wh=w; > (BR))P(h, b)) (17)

k' :jp(R')=ip(h)

where P.(h,h') denotes the probability to obtain the schema A’ after the disruption of the
schema h. If we use the expression 17, this expectation is null only if the P, are equal.
This assumption make sense only in a population where all alleles are equally represented
at each position (as we would expect for a randomly generated population), but it becomes
invalid as the bits frequencies evolve during the GA run. This is one of the reasons why this
definition of deception is called static deception.
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