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Preuve et Calcul Formel: une version certifiée de
I’algorithme de Buchberger

Résumé : Ce papier montre sur un exemple non trivial qu’il est possible, avec les tech-
nologies actuelles, de conjuguer preuve et calcul formel. Nous présentons une preuve de
I’algorithme de Buchberger développée sous 'assistant de preuve Coq. L’algorithme defini
dans Coq peut alors étre efficacement compilé et utilisé pour le calcul formel.
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A certified version of the Buchberger’s algorithm 3

1 Introduction

The community that is doing mathematics on computer is split in two. On the one hand,
there are people that are mainly interested in computing and solving. They have developed
very efficient tools, computer algebra systems, to perform their computations. Computer al-
gebra systems can either be general-purpose such as Axiom[14]|, Maple[3] and Mathematica[23]
or dedicated to specific areas such as Gb[8] and Macaulay[1], just to cite systems connected
with Grobner basis. These systems have been really successful. They are used on daily
basis by applied mathematicians and engineers. They are also used heavily for educational
purposes. On the other hand, there are people that are mainly interested in the proving
activity. They have also developed tools, theorem provers, to mechanize proofs on computer.
Theorem provers range from fully automatic systems such as Nqthm[2] and Otter[24], to
mostly interactive ones such as Coq[12], HOL[10], Mizar[20], and Nuprl[5], through systems
that try to find a good compromise between automation and interactivity such as Isabelle[1§]
and PVS[21]. In our opinion, theorem provers have had less impact than computer algebra
systems. The main reason is that, while computer algebra systems have quickly surpassed
the computation power of human beings, theorem provers are still (and perhaps will always
be) far from proving what any mathematician can easily prove. Nevertheless, there have
been attempts to develop large fragments of mathematics within theorem provers. One of
the first attempt has been the Automath project [16]. Some recent efforts include Jackson’s
work on computational algebra [13], Harrison’s work on real analysis [11], and Shankar’s
work on Godel’s theorems [22]. Finally the largest current attempt is, without any doubt,
the Mizar project [20].

There would be obvious benefits in having a framework where both proving and compu-
ting are possible:

- Algorithms in computer algebra systems are usually equiped with little knowledge of
their applicability and correctness. It is a well-known fact that, because of misuse or
implementation errors, one should always double-check the results given by a computer
algebra. This problem is even more crucial for general-purpose computer algebra
systems where the library of algorithms is mostly developed by the user community.
It is a bit deceiving that extensions of the system can be performed without giving
some evidence of their correctness. Adding a proving component to computer algebra
systems would make it possible to state and prove properties about algorithms.

- Theorem provers usually come with very little computation power. This makes it
difficult to complete proofs for which some computation steps are needed. Even simple
mathematical facts such that the primality of small numbers are often hard to establish
inside a prover.

- Finally for educational purposes, it would be ideal to have a system where one could
define mathematical objects and then both compute and prove properties about them.

Building such a system from scratch would require an important effort. A more pragmatic
approach consists in complementing an existent system. If we look at computer algebra
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4 L. Théry

systems, the situation is somewhat difficult. The languages of general-purpose computer
algebra systems have not been designed with the idea that people would like to reason
about them. For example, the language used by Maple has no notion of local variables
inside a procedure. Thus, stating properties of algorithms tunrs out to be very difficult.

If we look at theorem provers, the main problem is efficiency. While most theorem provers
allow us to define algorithms, executing them is inefficient because it is performed inside the
prover in an interpretative way. Writing efficient compilers inside a prover is still an open
question. An alternative solution is for the system to be able to translate its algorithms in
another programming language that has a compiler.

Our approach follows the second line. We have chosen the theorem prover Coq to do our
experiments. Coq appears an appropriate choice. First of all, it is a prover based on type
theory, so it manipulates objects with a rich notion of types. The Axiom system has shown
the suitability of types to describe mathematical objects in computer algebra. Second, Coq
proposes an extraction mechanism that, given an algorithm defined in the system, generates
an implementation in the language Ocaml [15] that can be efficiently compiled.

Is this solution practical? What is the effort involved in trying to certify standard
algorithms for computer algebra systems? It is to answer to these questions that we decided
to work on the proof of correctness of the Buchberger’s algorithm. We started from a five
page description of the algorithm in a standard introduction book [9]. The goal was simple:
to develop enough mathematical knowledge in Coq for stating the algorithm and proving
its correctness.

The paper is organized as follows. In Section 2 we introduce the Buchberger’s algorithm.
In Second 3 we sketch its proof of correctness. In Section 4 we present Coq and explain the
main steps of our development. Finally we draw some conclusions and discuss future work.

2 The Buchberger’s algorithm

The Buchberger’s algorithm is a completion algorithm working on polynomials. Given a list
of polynomials it returns a completed list that has a particular property. Before presenting
the algorithm, we first need to define some basic notions [9].

2.1 Polynomials and usual operations

In the following we consider usual polynomials of dimension n over an arbitrary field
(A+a,—ar*as/h,0a,10). When illustrating definitions with examples, we are usually conside-
ring polynomials of low dimension (n = 2 or n = 3) over the real numbers (A = R).

A polynomial is composed of a list of terms. Each term is composed of a coefficient and
a monomial. The set of coefficients is A. The set of monomial is denoted by M,, where
n is the dimension. The set of terms and polynomials are denoted by T4 s, and Pa u,
respectively. To give a concrete example, consider the following polynomial ‘2y3 + 5zy* — 3.
Its first term is composed of the coefficient ‘2’ and the monomial ‘y®’ while the last term is
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A certified version of the Buchberger’s algorithm 5

composed of the coefficient ‘-3’ and the null monomial ‘z%y°’. In the following we note the
null monomial 1,7, and 0 the null polynomial.

We consider two operations over these polynomials: addition and multiplication by a
term. Adding two polynomials consists in merging the list of terms by adding the coefficients
of terms with the same monomial. For example, adding the two polynomials ‘2y3 + 5zy* — 3’
and ‘z* — 22y* + x — 2’ gives the polynomial ‘z? + 2y® + 32y* + x — 5. Multiplying a
polynomial by a term consists in multiplying each term of the polynomials by the term.
We multiply two terms by simply multiplying pairwise their coefficients and monomials. So
for example, multiplying the polynomial ‘y® — zy? — 3’ and the given term ‘22’ gives the
polynomial ‘2z2y® — 22%y? — 622", In the following, we overload the symbol .’ to denote
both multiplication of monomials and multiplication by a term.

2.2 Ordered polynomial

An order <jz, over monomials is a binary relation that is
- transitive: Ymy, ma, mg € M, (m1 <, ma Ama <pg,, m3) = my <pg, M3
- irreflexive: Vm € M,,, ~(m <pz, m).
An order <y, over monomials is total if
Vmy, my € My, (my <ar, ma) V (Mo <pr, mi1)V (mg =my)

An order <y, over monomials is well-founded if there exists no infinite decreasing sequence
of monomials:

(Vk € Nymy € M) = k1 € N, (mp, = Mpy41) V (Mi, <ar, Miq+1)
An order <y, over monomials is said to be admissible if
- the null monomial is minimal for the order: Vm € M,,, ~(m <, 1, )
- the order is compatible with monomial multiplication:

VYm,n,s € M,, m <y, n=sm <y, SN

A standard order is the lexicographic order. We first choose an arbitrary ordering <, on
the variables representing the dimension z,, <, Tn_1... <, T2 <, 1. Then, we define the
lexicographic order <, as:

11 .12 J1 .02

Vmy,mg € My, my = x]'xy’ ... <p 7' @57 ...z =my

<~

Al <n,iy <jl/\(Vk<l, Tk :jk)
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6 L. Théry

It is easy to check that this relation is a total, well-founded and admissible order.

Given an admissible well-founded total order <, over monomials, it is possible to
represent a polynomial as an ordered list of terms, such that the list of corresponding
monomials is ordered, i.e. each monomial in the list is greater than the ones at its right. For
example, the polynomial 222y + 2zy* + 5’ is ordered with respect to the lexicographic order
where y <, z. In order to stress the ordered representation of the polynomial, we use the

symbol +. So, when needed, the previous polynomial will be written ‘222y+2zy*+5°. In
the following, <, always denotes an admissible well-founded total order over monomials.

2.3 Normal form

Given the definition of polynomials, it is possible that polynomials carry terms with null
coefficient. Equality over polynomials is then understood as the equality without paying
attention to terms with null coefficient. To give a more algorithmic account of this notion,
we can first define the function nf that computes the normal form of a polynomial by
removing terms with null coefficient:

- nf(0) =0;
- Vm € My, ¥p € Pa s, nf (0am+p) = nf (p);
-VYa€ A, VYm € M,,Vp € Pau,a # 0, = nf(amjrp) = aminf(p);
It is then possible to state that:
Vp,q € Pam,, p=q < nf(p) =s nf(q)

where the equality on the right is the simple structural equality.

2.4 One step division, reduction and irreducibility

We first define division over monomials. Since the division is not total, we first define a
relation divP py,,:

Vmy,ma € My, divPy, (m1,me) <= Imz € M, mi = mz.mo
Then the division over monomials /y, is defined as:
le,mg e M,, diUPM" (ml,mg) =>mp = (ml/Man).mg

This division can be lifted to polynomials, so we get the one step division §, defined as
follows :

Vmyi,mg € My, divP y, (m1,ma) =
va17a2 (S A7 vp].?pQ S PA,M”7 asz ;é Oa =
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(a1m1 -T_pl)/p(G/?mQ 4>'172) =P1— (a1/1a2)(m1/M" m2)-p2

Given a set of polynomials S, it is now possible to define the reduction relation —¢ as the
smallest relation such that:

- Vp1,p2 € Pam,, Vt € Tam, P1 —g P2 =>ttpr —gttps
- Vg, my € My, divPy, (my,m) =
‘v’al,ag S A, Vpl,pQ € PA,MT” as ;é 0, =

(agmo ‘;pz) €S =>am ‘ipl —g (a1mq -i'p1>/p(a2m2 :LPQ)

We can now define the reflexive transitive closure of the relation —¢. The relation —¢ is

defined as the smallest relation such that:
- Vp€ Pam,,p—5p
- Vp1,p2,p3 € Pam,, ;1 =g P2 = D2 =& ps = p1 =& ps
We can also define the predicate of irreducibility irreducibleg as follows:
irreducibles(p) <= Yq € Pau,,~(p =g q)
This leads to the reduction —§ defined as follows:

p—%5q < p—1qNirreducibles(q)

2.5 Spolynomials

Given two monomials, there exists a least common multiplier. For this, we simply take the
maximal exponent in each dimension. For example, we have lem/(z%y, 2y%2°) = 229?23, We
define the function Spoly as follows

- Vp € Py um,, Spoly(p,0) =0
- Vp € Pa,um,, Spoly(0,p) =0

- Vm € M, ¥p,q € Pa,u,, Spoly(p,0.m+q) = Spoly(p, q)

- V¥m € My, ¥p,q € Pa,u,, Spoly(0um+p,q) = Spoly(p, q)

- le,mg S Mn, ‘v’al,ag c A, Vpl,pg S PA,M.,”
((p = army J—pl)/\(q = aamsy -T—pg)/\al # 0, a2 # 0,) =

Spoly(p, q) = ((Lapar)lem(mi, mz2) fm, m1)-p1 — (Lo haz)lem(ma, ma) i, m2).p2
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8 L. Théry

In the last case, the polynomial lcm(m1,ms) represents the smallest polynomial that can
be divided by both polynomials p and g¢:

lem(m1,m2) =1 @1 = —(lajwar)(lem(my, m2) /o, m1)-p1

lem(m1,m2) =51 ¢2 = —(1aha2)(lem(my, ma) i, m2).p2

The function Spoly corresponds to their difference: Spoly(p,q) = ¢2 — @1

2.6 Polynomial ideals

A polynomial ideal is a set of polynomials I that is stable under
- addition: Vp,q€ I, p+q € I,
- multiplication of a term: Vp € I, Vt € Ty p,,, t.p € I.

Given a set of polynomials S, the ideal <S> generated by S is the set of polynomials p such
that
3k € N,p = ) _ti.p;such thatVi < k,t; € Ta m,andp; € S.
i<k
It is easy to check that this set is an ideal. Finally a set of polynomials S is said to be a
basis of an ideal I iff <S>=1.

2.7 Grobner basis and the Buchberger’s algorithm

To be able to decide whether or not a given polynomial belongs to an ideal is an impor-
tant property that can be used to solve a large number of interesting problems concerning
polynomials. We say that a set of polynomials S is a Grébner basis iff

Vp € Paum,,p E<S><— p—5%0

In other words, a Grébner basis is characterized by a generated ideal whose only irreducible
polynomial is 0. Thus, to check if a given polynomial belongs to an ideal generated by a
Grdébner basis, one simply needs to reduce it to an irreducible polynomial and then check
if this polynomial is 0 or not. A general result by Hironaka states that, given any ideal
generated by a set of polynomials, there exists a Grobner basis that generates the same
ideal. Buchberger’s contribution was to give an explicit algorithm for computing a Grobner
basis corresponding to the initial set of polynomials.

In the presentation of the algorithm below, we manipulate sets of polynomials as lists.
The set of set of polynomials is represented by Pz, list. We also use [] to denote the empty
list and the notation [p|L] to represent the list whose head is the polynomial p and whose
tail is L.

We first define the function SpolyL that takes a polynomial and two lists of polynomials
and returns a list of polynomials:

INRIA



A certified version of the Buchberger’s algorithm 9

- SpolyL(p, L1,[]) = L1,

- SpolyL(p, Ly, [q|L2]) = [Spoly(p, q)|SpolyL(p, L1, Ls)).

This function simply adds to the first list the spolynomials formed by the polynomial and
each polynomial of the second list.

The second function SpolyProd computes a reduced set of all possible spolynomials formed
from a list of polynomials:

- SpolyProd([]) =],
- SpolyProd([p|L]) = SpolyL(p, SpolyProd(L), L).
The third function nfL normalizes each element of a list, removing zero polynomial:
- nfL([) = [,
- nf(p) # 0 = nfL([p|L]) = [nf(p)|nfL(L)].
- nf(p) = 0= nfL([p|L]) = nfL(L).

We have now enough material to present the algorithm. Among its parameters is an
arbitrary function reducef that takes a polynomials and computes an irreducible polynomials
such that:

Vp € Pa,m,p —§ reducef (S, p)

For the moment, assume that such a function exists. The algorithm is a completion that
takes two arguments, namely the initial list and the possible candidates to complete the
basis:

- buchf (Ly,[]) = L1,
- nf(reducef (L1,p)) # 0 =

buchf (L1, [p|Lz2]) = buchf ([nf (reducef (L1, p))|L1], SpolyL(nf (reducef (L1,p)), L2, L1))

- nf(reducef (L1, p)) = 0 = buchf (L1, [p|L2]) = buchf (L1, Ls).

If the candidate list is empty, the basis is returned (first case). If the head of the candidate
list does not reduce to zero, it is added to the basis and the spolynomials computed by
SpolyL are added to the completion list (second case). If the head of the candidate list
reduces to zero, recursively calls are made with the tail of the candidate list (third case).

RR n~° 3275



10 L. Théry

3 The proof of correctness

The correctness of the algorithm can be expressed by two theorems. The first one ensures
that the result of the algorithm does not change the generated ideal:
Theorem BuchfStable:

VS € Py u, list, <S>=<buchf (nfL(S), SpolyProd(nfL(S)))>

The second one states that every member of the ideal reduces to 0:
Theorem BuchfReduce:

VS € Pa,um, list, Vp €S>, P = }uchi(nfL(S),SpolyProd(nfL(S))) O

The theorem BuchStable is a direct consequence of the three following lemmas:
Lemma RedStable:

VS € Pa,u, list, Vp,q € Pam,, p =5 ¢ = (p €<S> < g €<5>)
Lemma NfStable:
VS € Pa,u, list, Yp € Pa,u,, (p €<5> <= nf(p) €<5>)
Lemma SpolyStable:
VS € Pa,u, list, Vp,q € Pa,u,, (p €S> A ¢ €<5>) = Spoly(p,q) €<5>

The theorem BuchfReduce needs much more work to be proved. The first step is to prove
the three following lemmas:
Lemma RedCompMinus:

VS € PA,Mn liStv va q,7 € PA,an
p—q—gr=3p1,q1 € Pam,, p—EmAg=Eanr=p—q
Lemma Red Minus0:
VS € Py, m, list, ¥p,q € PA,Mn,p—q—>§ 0= 3r € Py um,, p—»}' r/\q—fg r

Lemma RedDistMinus:

VS € Pa,u, list, ‘v’p,q,rePA,Mn,p—>SqiE!sGPA’Mn,p—T—»}' s/\q—r—>:'§ S

To prove the first lemma we just look at the term that has been reduced in p — ¢ and we
use associative and distributive properties of addition and multiplication by a term. The
second lemma is proved by induction on the length of the reduction using the first lemma
in the induction case. The third lemma is proved with techniques similar to the first one.

The next step is to show that in order to get the theorem BuchfReduce it is sufficient to
prove that the reduction is confluent:

Vp,q,r € Paum,, P =5 qApP—5T=>q=T1

Here is the proof:

INRIA



A certified version of the Buchberger’s algorithm 11

- We take an arbitrary element p of <S> and want to prove that p —% 0.

- By definition p = ZKk t;.p; with Vi < k,t; € Ta,u, and p; € S for some k.
- We proceed by induction on k.

- For k = 0, we have p = 0 so the property holds.

- Suppose that the property holds for | < k.

- By defining ¢ = >, _,_; t:.pi, we get ¢ — 0 by induction hypothesis.

- We have p — ¢ = typy, with pj, € S. It implies that p — g —1 0.

- By applying the theorem Red'Minus0, we deduce that there exists an 7 such that
p—>§randq—>§ r.

- We know that the reduction is confluent and that ¢ reduces to 0. It implies that r
reduces to 0. So we get p —¢ 0. O

We are now ready for the main step of the proof. In order to prove that the reduction is
confluent, we show that it is sufficient that every spolynomial formed with polynomials of
the basis reduces to 0:

(Vp,q € S, Spoly(p,q) —5 0) =—5 confluent

We first define an order <, over polynomials based on the order over monomials as the
smallest relation such that:

- Vte TA,an ‘v’pe PA,an 0 <p t-?—p
- Yai,a2 € A, Ym € M, Vp,q € Pau,, p <p g = almip <p agmiq

- Vaq,a2 € A, Ymi,ma € My, Vp,q € Py ar,, M1 <u,, M2 = a1my +p <p aoma+gq

This defines a total well-founded order. Given this order, we can prove two useful lemmas:
Lemma StructLess:
Vt€Tam,, VP € Paym,, p<pt+p

Lemma RedLess:
VS € Par, list, VD,q € Pam,, D =5 q=>q<pD

Note that the theorem RedLess and the fact that <, is well-founded ensure that the reduction
always terminates. Now we have enough material to start the proof that the reduction is
confluent:
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As the order <, is well-founded, we prove that the reduction is confluent by induction
on <, by taking as the main hypothesis that:

Vp,q € S, Spoly(p,q) =5 0
Consider an arbitrary p, and suppose that

Vg € Pyom,, q<pp= (V1,8 € Pa, (g 5T ANg—5 ) =1 =25)

We take two arbitrary reductions of p: p =% r and p —% s and prove that r = s.
If p is irreducible, the property clearly holds r = p = s.
Otherwise, consider p; and p, such that p =g p1 =5 r and p =g ps =% s.

Because p1 <, p and p2 <, p, it is now sufficient to prove that there exists a p3 such
that p1 =% ps and p» —% p3 to get r = p3 = s by induction hypothesis.

We do a case analysis on the nature of the reductions p —¢ p; and p —g ps. There
are four possible cases:

1. Suppose p = tjrq —g tjrql =p; and p = tjrq —g tjrqg = po.

- Since ¢ <, P, ¢ =g q1, and ¢ —g g2, we get reducef (S, q1) = reducef (S, q)
= reducef (S, ¢2) by induction hypothesis.

- It follows that p; —3 t+ reducef (S,q) and po —% t+ reducef (S, q).

- It is then sufficient to take ps = reducef (S, t+ reducef (S, q)).

2. Suppose p =g phpen =p1 and p = t-;q —g t-T—qg = pa.
- By definition of the one step division, there exists a polynomial g3 such that
Phet =q— g3
- Since ¢ —g g2, by applying the theorem RedDistMinus, there exists a polynomial
qa such that p; = ¢ —gs =& qu and ¢» — g3 = ¢

- It is easy to check that g — g3 = p2 g1, 50 P2 =1 qa.
- Tt is then sufficient to take ps = reducef (S, q4)-
3. Suppose p = tiq —g tiql =p and p =g qfpg2 = pa-
- This case is just the symmetric of case 2, so the property holds.
4. Suppose p —g ppq1 = p1 and p —g pjpg2 = pa-
- p, 1, and ¢, are non zero polynomials, so p = am+p/, ¢ = almljrq{, and

>
go = asms + ¢, for some a, a;,as € A, some m, m1, mas € M,,, and some p', 1, g5 €
Py -

INRIA
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- ¢1 and go divide p, so m1 and mso divide m. We deduce that there exists ms such
that m = mg.lem(ma, my).

- Using the definition of the one step division, we get that
pr—p2 = (0" = (ahar)(mfr, m1)-q1) — (P — (afoaz) (M, m2)-43)
- By simplifying the previous expression, we get:
p1—p2 = (ams3)((1awaz)(lem(ma, m1) s, m2)-Go—(Lawar)(lem(ma, ma) fu, m1)-¢1)

- By definition of the spolynomials, we get p; — p2 = (amg).Spoly(gs, 1)
- Using the main hypothesis, we have Spoly(g2,¢1) =% 0, so we get pl —p2 —% 0.

- By applying the theorem Red'Minus0, there exists a polynomial ps such that
Y41 —>§ P4 and ps _’—51'— 2%
- It is then sufficient to take ps = reducef (S, py).

- In all four cases, we are able to find such a polynomial p3, so the property holds. O

Now in order to prove the theorem BuchfReduce, it is sufficient to show

Q = buchf (nfL(S), SpolyProd(nfL(S))) = Vp,q € Q, Spoly(p,q) —¢ 0

This property is not immediate because the function SpolyProd does not generate all the
possible spolynomials but only a reduced set. The following two lemmas:
Lemma Spolyld:

Vp € Pa,u,, Spoly(p,p) =0

Lemma SpolySym:
Vp,q € Pa,um,, Spoly(p,q) = —Spoly(q, p)

ensure that the reduction to 0 of the reduced set implies the reduction of the complete set.
This ends the proof of correctness.

4 Formalizing the proof in a theorem prover

What has been presented in Section 2 and 3 follows the proof development we have done
in Coq. However we have avoided to present elements that were too specific to Coq. So
we believe that the same definitions and those proof steps could be used to get the proof
of correctness in any theorem prover like Nuprl, HOL or PVS, that allows the definition of
recursive functions. In that respect we hope that what has been presented in the previous
sections is a good compromise between the need for the proof to be human readable and
the necessary detailed formalization due to mechanical theorem proving. In any case, it is a
useful and important exercise to go from a textbook proof like the one in [9] to a proof that
is suitable to mechanical theorem proving.
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14 L. Théry

In this section, we first give an overview of the system Coq and show how some of the
definitions in Section 2 can be entered into the system. Second, we provide some more
quantitative information on the proof development, trying to summarize the difficulties we
encountered in the formalization. Finally, we show some running examples of the extracted
algorithm.

4.1 Coq

Rather than giving a complete introduction to Coq, which can be found for example in
[12], we introduce the basic notions of Coq using the definition of the algorithm in Section
2.7. Coq is a prover based on type theory. The isomorphism of Curry-Howard shows the
correspondence between propositions and types, proofs and terms. A proposition is then
represented in Coq by a type and a proof is given by a term that has the given type. Coq
uses the calculus of construction, a higher order lambda-calculus, to express formulae and
proofs. Type theoretic theorem provers are constructive by nature. They see the proof
of the proposition A = B as a function that, given a proof of A, returns a proof of B.
The calculus of construction has been extended to the calculus of inductive construction to
handle inductive constructs. The user interacts with Coq with what is called the vernacular
that allows the user to structure the development.

The first example we give is the definition of a polymorphic list. This definition is very
similar to what would be done in a functional language a la ML:

Section PolyList.
Variable A: Set.

Inductive list : Set :=
nil : list
| cons : A -> list -> list.

End PolyList.

The first line defines a new section. The second line declares an arbitrary type A. Writing that
this new type is of type Set simply indicates that this type represents objects by opposition
to the other base type Prop that represents propositions. The next line is defining a new
datatype list to represent lists of objects of type A. The definition is inductive and a list
is itself an object. It has two constructors nil and cons. The first constructor represents
the empty list while the second constructor takes an element and a list to form a list. This
definition being inductive, inductive theorems are automatically generated. For example,
the one for induction over lists for an arbitrary predicate P is:

Check list_ind.
list_ind
(P:1list->Prop)
(P nil)->((a:A) (1:1ist) (P 1)->(P (comns a 1)))->(1:1list) (P 1)
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which printed more nicely gives:
Theorem list_ind:

VP:list — Prop, (Pnil) = (Va: A, Vi:1ist, (Pl) = (P (consal))) = (Vl:1ist, (P1))

The last line of the definition of a polymorphic list closes the section. Closing the section
generalizes all the constructors that use variables. Thus, after the section, 1ist is of type
Set — Set and nil and cons can now be parameterized by an arbitrary type A. Their types
are respectively VA : Set, (1ist A) and VA : Set, A — (list A) — (list A).

In order to define the function SpolyProd, we assume we have already a type poly to
represent polynomials and a function spoly to compute spolynomials:

Parameter poly: Set.
Parameter spoly: poly -> poly -> poly.

We can now define the first function SpolyL:

Fixpoint SpolyL[p:poly; L1, L2:(list poly)]: (list poly) :=
Cases L2 of
nil => L1
| (cons q L2) => (comns poly (spoly p q) (SpolyL p L1 L2))
end.

In Coq every function must terminate. The termination of the function SpolyL can be
automatically deduced by the system because the last argument of the recursive call is a
strict subterm of the initial last argument. Note also that only objects are matched when
pattern matching terms (so we write ‘cons q L2’), while we need to add explicitly type
information when constructing terms (so we write ‘cons poly ..’). A possible alternative
provided by Coq is to replace types that can be inferred by the symbol ‘7.

The function SpolyProd is defined in a very similar way. Termination of this function is
also automatically deduced by a simple structural argument:

Fixpoint SpolyProd[L:(list poly)]: (list poly) :=
Cases L of
nil => (nil ?)
| (cons p L) => (SpolyL p (SpolyProd L) L)
end.

It is now possible to do some computation using the system. We define three arbitrary
polynomials and ask to compute the associated list of spolynomials:

Parameters pl, p2, p3:poly.
Compute (SpolyProd (cons ? pl (cons ? p2 (cons 7 p3 (nil 7))))).

The answer of the system is the expected one:
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= (cons poly (spoly pl p2)
(cons poly (spoly pl p3) (cons poly (spoly p2 p3) (nil poly))))
(list poly)

In order to formalize the Buchberger’s algorithm, we first need to define some extra para-
meters:

Parameter reducef:(list poly) -> poly -> poly.
Parameter zeroP: poly -> bool.
Parameter nf:poly ->poly.

A first attempt to define the Buchberger’s algorithm is the following:

Fixpoint buchf [pair:(list poly) * (list poly)] : (list poly) :=
let (11, 12) = pair in
Cases 12 of
nil => 11
| (comns p 12) =>
if (zeroP (nf (reducef 11 p))) then
(buchf (11, 12))
else
(buchf ((cons 7 (nf (reducef 11 p)) 11),
(SpolyL (nf (reducef 11 p)) 12 11)))
end

Unfortunately the termination of this function is far from being obvious. So the system
refuses the definition. The termination of this function is given by a lexicographic order
on pairs of lists of polynomials. The order on the left argument of the pair is deduced
from a weak version of Dixon’s lemma. This lemma states that in every infinite sequence
of monomials M, there exists at least one monomial M; that divides another monomial M;
such that ¢ < j. It follows that inserting in a list of monomials a monomial that it is not
divisible by any of the other monomials is well-founded. This gives a well-founded order on
lists of polynomials by just taking the leading monomials of each polynomials. The order
on the right argument of the pair is the simple structural order on lists.
Let us suppose that we have already defined such a lexicographic order in Coq:

Parameter lexPair:
(1ist poly) * (list poly) -> (list poly) * (list poly) -> Prop.

Since the termination of the function ‘buchf’ cannot be deduced automatically by the system,
we first tell the system that we are going to define a function of a given type:

Definition buchf: (list poly) * (list poly) ->(list poly).
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With this line, we enter into the proof mode where we are challenged to show that there
exists a function with such a type. We can then use the tactic Realizer to provide directly
the witness function’:

Realizer <(list poly)> rec buchfx :: :: {lexPair}
[pair: (1ist poly) * (list poly)]
let (11, 12) = pair in
Cases 12 of
nil => 11
| (cons p 12) =>
if (zeroP (nf (reducef 11 p))) then
(buchfx (11, 12))
else
(buchfx ((cons ? (nf (reducef 11 p)) 11),
(SpolyL (nf (reducef 11 p)) 12 11)))
end.

Here the witness function is the function buchfr. We explicitly give the order lexPair that
proves termination. Once the witness has been given, we apply the tactic Program_all to
construct step by step the function using the realizing function as a guideline. We are then
left with three goals to prove:

3 subgoals

a : (list poly)*(list poly)

(well_founded (list poly)*(list poly) lexPair)

subgoal 2 is:
(lexPair (11,10) (11, (cons poly ri1 10)))
subgoal 3 is:
(lexPair
((cons poly (nf (reducef 11 ri1)) 11),
(Spolyl (nf (reducef 11 r1)) 10 11)) (11, (cons poly rl 10)))

We first need to prove that the order lexPair is well-founded. This is straightforward
because the order is a lexicographic composition of two well-founded orders. The second
goal needs a proof that the argument of the recursive call of the then part is smaller than the
initial argument with respect to the order. This is obvious because the second component
of the first pair is structurally smaller than the one of the second pair. The third goal
corresponds to the recursive call of the else part. The polynomials ‘(nf (reducef 11

1To make the code more readable, we did not write all the type information needed for this function to
be accepted by Coq
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p) )’ is not the null polynomial so its leading monomial is not divisible by any of the leading
monomials of the polynomials in 11 since it is irreducible by 11.

Once the three goals have been proved, we have defined the function we wanted. Unfor-
tunately this is not enough to be able to reason on this function. With the current version
of Coq it is very difficult to do symbolic computation with functions defined with an ar-
bitrary order. The usual technique to overcome this problem is first to define a predicate
that represents the function. Predicates are more easy to manipulate than functions. The
predicate version of the previous function buchf is the following;:

Inductive BuchP: ((list poly) * (list poly)) -> (list poly) ->Prop :=
BuchPO: (L1:(list poly)) (BuchP (L1, (nil poly)) L1)
| BuchP1:
(a:poly) (L, L1, L2: (list poly))
(zeroP (nf (reducef L1 a))) = false ->
(BuchP
((cons poly (nf (reducef L1 a)) L1),
(SpolyL (nf (reducef L1 a)) L1 L2))
L)->
(BuchP (L1, (coms poly a L2)) L)
| BuchP2:
(a:poly) (L, L1, L2:(list poly))
(zeroP (nf (reducef L1 a))) = true -> (BuchP (L1,L2) L) —->
(BuchP (L1, (cons poly a L2)) L).

Second, we define the function buch with a refined type:

Definition buchf:
(pair: (list poly) * (list poly)) -> {q:(1list poly) | (BuchP pair q)}.

The last type should be read as the set of polynomials q such that ‘BuchP pair q’ holds.
So we impose that the result must verify the predicate.

Now applying the same realizer plus the tactic Program_all generates six goals: the
previous three ones, plus three new ones to prove that the result of the function verifies the
predicate. These three new goals are directly solved by the application of one of the three
constructors BuchP0, BuchP1, and BuchP2. The advantage of having the refined type for the
function is that we get for free the following theorem:

VLi, Ly : (1ist poly), (BuchP (Lj, L) (buchf (L, Ls)))

Thus, every property proved for the predicate can be lifted to the function.

4.2 The proof development

The previous section has shown that with little effort it is possible to enter algorithms in
Coq. The main constraint imposed by the system is that every algorithm should come along
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A certified version of the Buchberger’s algorithm 19

with a proof of its termination. However, those only interested in the computational aspect
of the algorithm can always skip this phase and state the termination as an axiom. Even
when using axioms, it is still possible to extract algorithms, compile them and execute them
in Ocaml.

The benefit of having defined the algorithm in Coq is that it is now possible to state and
prove properties about the algorithm. Note that the simple fact of having entered the algo-
rithm into a typed language means that we have already proved some of its properties. For
example, if poly represents the type of ordered polynomials, defining the addition of polyno-
mials as a function of type poly -> poly -> poly already shows that adding two ordered
polynomials will always give a polynomial that is ordered. So data are never corrupted.

Two properties of the Buchberger’s algorithm are important: termination and correct-
ness. The former states that the algorithm always terminates. The later states that, whe-
never the algorithm terminates, it returns a Grébner basis. The proofs of termination and
correctness can be done at any arbitrary level of detail. We may either axiomatize a certain
number of basic properties and show that termination and correctness logically follow from
them or be more ambitious and want to prove these theorems from the very definitions. The
second approach is intellectually the most satisfying but also the most involving. As we were
experimenting with proving properties of computer algebra algorithms, we have chosen the
second approach mainly to evaluate the amount of work the complete development would
represent.

We started the development by defining polynomials. In a first approximation, we de-
cided to skip the definition of monomials and terms. So, we just axiomatized terms. Our
main concern was to make sure that the proofs on polynomials would be properly abstracted
from terms, i.e no information about the concrete representation of terms should be used in
the proofs about polynomials. The development has been structures in three main parts:

1. The development of generic polynomials is composed of five modules. The module
porder defines the notions of polynomials as lists of terms and of ordered polynomials
using an arbitrary order. Then the modules seq, splus, smultm_lm, and sminus define
respectively equality, addition, term multiplication, and subtraction over polynomials.

2. The development of the algorithm itself contains five modules. The first two modules
spminus and sreduce define respectively the one step division and the different notions
of reduction. The module def_spoly defines the notion of spolynomials and prove that
the reduction is confluent if all the spolynomials reduce to zero. The module NBuch
defines an abstract version of the algorithm proving all the results with the help of
some hypotheses. Finally, the module Buch instantiates the result of NBuch proving
the different hypotheses.

3. The final part of the development is the instantiation. It is composed by three modules.
The module Monomials defines monomials. The module pair defines terms as pairs of
coeflicients and monomials. The module instan glues all the different modules with
the instantiation.
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Module Lines | Definitions | Theorems | Lemmas | Ratio
porder 359 8 18 15 8
seq 359 8 17 8 10
splus 726 5 37 1 16
smultm_1m | 201 1 19 2 9
sminus 500 4 25 2 16
Totaly 2145 26 116 28 12
spminus 380 2 19 0 18
sreduce 1439 16 34 9 24
def_spoly | 1135 10 45 3 19
NBuch 455 13 26 0 11
Buch 1334 15 68 0 16
Total, 4743 56 192 12 18
Monomials | 408 12 18 4 12
pair 701 11 72 0 8
instan 943 18 11 0 32
Totals 2052 41 101 4 14
| Total | 8940 | 123 | 409 [ 4 [ 15 |

Figure 1: Quantitative information on the development

Figure 1 gives some quantitative information on the development. The columns correspond
respectively to the number of lines of the module, the number of definitions, the number of
theorems, the number of lemmas, and finally the ratio between the number of lines and the
different objects defined or proved. Note that these figures do not include two important
contributions that we have been using in the proof. A theory of lexicographic exponentiation
derived from [17] is provided within the Coq system. It contains the main result needed
for proving that reductions always terminate. A contribution of Loic Pottier [19] gave us a
non-constructive proof of the Dixon’s lemma?. As explained before, this gives us indirectly
the termination of the algorithm.

The proof development is around 9000 lines, so it represents an important effort. The
proof has been carried out over a period of one year as a part-time activity. We estimate
that it represents a six-month full time effort. When we started, we thought the proof
could be carried out in three months. Our first mistake was to underestimate the amount
of work needed to formalize polynomials and the usual operations. The second lesson we
have learned is that a special care has to be given to the organization of the development.
Having a good set of definitions and basic properties is crucial when doing proofs. With
a bad set of basic properties it is always possible to prove the new properties we want to
prove, but the proofs end up to be unnatural and unnecessarly intricate. This implies that

21t is the only non-constructive part of our proof.
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the development does not grow linearly, while it is very often necessary to reorganize and
reformulate definitions and theorems to increase reusability and productivity. The other
problems that make the proof more difficult than expected are more technical and mostly
specific to Coq. Below we recall the three most important ones that deal with modularity,
equality and automation.

The entire proof development uses an arbitrary ring of coefficients. Thus, it is necessary
to abstract the ring inside the development while leaving the possibility to instantiate the
different results to a particular ring outside the development. This is a well-known problem
of modularity for which solutions have been proposed and implemented in other provers (see
for example [7]). Coq proposes such a mecanism for abstraction and instantiation but only at
the level of a section. Hypotheses inside a section are automatically generalized outside the
section. Unfortunately it is impossible to keep the development inside a single section. First
of all, the development is naturally organised in independent components. Second, having a
large proof file is very quickly unmanageable since every single modification requires for the
entire file to be reevaluated. We overcame this problem by duplicating each module by hand
to take into account the two possible usages of the module inside or outside the development.
This is clearly an ad-hoc and very tedious solution but it gave us the necessary modularity.
The conclusion of our experiment is that modularity is clearly a must if we want to be able
to handle large proof developments.

The second difficulty comes from the fact that we are using an explicit equality over
polynomials. There are two main reasons why we need to define such an equality. First,
our polynomials are not canonical, they may contain zero terms and we want to consider
as equal those polynomials that only differ for zero terms. Second, we also want to take
into account a possible equality =, over the elements of A. Using an explicit equality and
not the structural one makes proofs harder mostly because we have lost the possibility to
replace equals by equals. In order to regain substitutivity, we first need to prove a theorem
of compatibility for each function and predicat. For example, if =, denotes our equality
over polynomials, it is necessary to prove the theorem:

PL=p Qa\P2=pqG2=>pP1+DP2=pq1+q

to be allowed to replace polynomials in additions. Then proofs often get polluted with
tedious steps of manipulation of the equality. In mathematics, the usual trick for avoiding
this problem is to implicitly work with quotients. Coq provides no real support to handle
explicit equality. This is a problem not only for provers based on type theory and we do not
know of any theorem prover that gives a proper solution to this problem. Still we believe
that a real benefit could be gained in providing such a capability to provers.

The last difficulty concerns the automation of the proof. If we look at Figure 1, the
average of 15 lines per definition or theorem shows that proofs are often reasonably short,
so this seems to indicate that a lot of automation has been used. This is not the case. We
have made very little use of automation. We mostly use the tactic Auto that simply takes a
database of theorems and checks if the goal is a simple consequence of the database and the
assumptions using the modus ponens only. It is difficult to evaluate what would be gained if
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we were doing the proof in a prover that provides more automation. Nevertheless, we believe
that a specific class of goals we have encountered could largely benefit from automation. In
the proof development, we first introduce terms. After that, we define the predicate opoly
that checks if a list of terms is ordered. We then construct the type of ordered polynomials
as being {p:term list | (opoly p)},i.e. the lists of terms such that the lists are ordered.
In Coq, the members of a type {p:A | (P p)} are encoded as pairs whose first components
are elements of A and second components are proofs that the predicate P holds for the first
element of the pair. In a proof that manipulates ordered polynomials, it is often the case that
we get several subgoals which require to prove that a polynomial is ordered. Proving such
subgoals is trivial most of the time but having to repeatedly prove them becomes quickly
annoying. There is no simple way to automate that task, mostly because these goals are
treated as any other subgoals. It would be nice if the prover could treat them differently from
the ‘more substantial’ goals. This is the approach developed for example by the prover PVS.
Checking if an element belongs to a refined type is considered as extension of typechecking.
So special heuristic are used to solve these constraints automatically.

4.3 Extracting the algorithm

Once the development is finished, not only we have the proof of correctness of the formaliza-
tion of the algorithm but it is also possible to automatically extract an implementation. The
self-contained version of the algorithm gives a 600 line long Ocaml program. The examples
below use an instantiation of the algorithm with polynomials of dimension 6 over Q with the
usual lexicographic order (a > b > ¢ > d > e > f). Instantiating the implementation
gives us 4 functions:

1. gen: int -> poly creates the generators, i.e. (gen 0) = a, ..., (gen 5) = f,
(gen 6) = 1;

2. scal: int -> poly -> poly multiplies the polynomial by an integer;
plus: poly -> poly -> poly adds two polynomials;

mult: poly -> poly -> poly multitplies two polynomials;

ovol

buchf: poly list -> poly list computes the Grébner basis of a list of polyno-
mials.

We also write a prettyprinter in Ocaml to make the outputs of computation more readable.
In the following, we present an interactive session with the toplevel Ocaml. Command lines
are prefixed with # and terminate with two semicolons. We first define local variables to
represent generators:

# let a = gen 0;;
val a : poly = a
# let b = gen 1;;
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val b : poly = Db
# let c = gen 2;;
val ¢ : poly = ¢
# let pl = gen 6;;
val pl : poly = 1

We then construct the three n-cyclic polynomials for n=3:

# let r0 = (plus a (plus b c));;

val r0 : poly = a +b +c

# let r1 = (plus (mult a b) (plus (mult b c) (mult c a)));;
val rl : poly = ab +ac +bc

# let r2 = (plus (mult a (mult b c)) (scal (-1) pl1));;

val r2 : poly = abc -1

We can now compute the Grébner basis:

# buchf [r2;r1;r0];;

- : poly list = [abc -1 ;
ab +ac +bc ;
a +b +c ;
-b~2c -bc"2 -1 ;
b~2 +bc +c~2 ;
c~3 -11]

Now for n=4, we have 4 polynomials:

# let d = gen 3;;
val d : poly = d
# let r0 = (plus a (plus b (plus c d)));;
val rO : poly = a +b +c +d
# let r1 = (plus (mult a b)
(plus (mult b c) (plus (mult c d) (mult 4 a))));;
val rl : poly = ab +ad +bc +cd
#let r2 = (plus (mult a (mult b c¢)) (plus (mult b (mult c d))
(plus (mult ¢ (mult 4 a))
(mult d (mult a b)))));;
val r2 : poly = abc +abd +acd +bcd
#let r3 = (plus (mult a (mult b (mult c d))) (scal (-1) p1));;
val r3 : poly = abcd -1

and the computation of the Grébner basis gives:

# buchf [r3;r2;r1;r0];;
- : poly list = [abcd -1 ;
abc +abd +acd +bcd ;
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ab +ad +bc +cd ;

a +tb +c +d ;

-b~2d -2bd~2 -d~3 ;

b~2 +2bd +d~2 ;

bcd~2 -bd~3 +c~24"2 +cd~3 -d~4 -1 ;
bc -bd +c~2d"4 +cd -2472 ;

-bd"4 +b -d°5 +d ;

c~3d"3 +c~2d"4 -cd -d"2 ;

c~3d~2 +¢c~2d~3 -c -d ;

c~2d"6 -c~2d"2 -d~4 +1 ]

The answers of the system to the two previous computations of Grébner basis were imme-
diate. This is not the case anymore for n=>5. The computation had to be aborted after one
hour of computation and a process of more than 100Mb! This is not too surprising: the
version of the algorithm is clearly too naive to perform well on large examples.

5 Conclusion and future work

While working on this development we had clearly the feeling to be at the frontier of proving
and computing. Even if we were mostly in the proving world trying to state properties about
polynomials, we were also able to test and compute with these very same polynomials. We
have described some of the problems we have encountered. The mechanism for defining
functions is not yet powerful enough to allow the user to enter arbitrary functions easily.
Also, the module system has to be further improved to handle parametric structures properly.
Still we believe that this experiment shows that we are not so far from being able to mix
proving and computing.

It is interesting to contrast the 9000 lines of the proof development with the 600 lines of
the extracted Ocaml implementation of the algorithm. Proving requires much more effort
than programming. This is not a surprise. It also indicates that the perspective of developing
a completely certified computer algebra system is unrealistic for the moment. Nevertheless,
our claim is still that there is much to be gained in developing computer algebra algorithms
in a system where it is possible to reason about them. The task of proving can always be
simplified by stating a suitable set of axioms.

The work we have done on the Buchberger’s algorithm is far from being finished. We first
need to clean up the development in order to propose it as a reusable library of polynomials
in Coq. Second, our algorithm is a textbook version of a real algorithm. We are aware
that we still need to give evidence that with our approach we can obtain an algorithm
that can be compared with what is proposed in general-purpose computer algebra systems.
In that respect, it is worth noticing that correctness becomes a really important issue for
optimized versions of the algorithm. The main optimization consists in avoiding to check
the reducibility to zero of some spolynomials. A common implementation error is to be
too aggressive in the optimization and discard spolynomials that are in fact not reducing
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to zero. Even in that case, the algorithm can still behave well because the generation of
spolynomials is heavily redundant. For this reason, it is far from being obvious whether the
implementation error could be spotted by simple testing.

Moreover, we would like to investigate the possibility of obtaining automatically or semi-
automatically a textbook version of the proof of correctness of the algorithm directly from
our development. In [6], a method is proposed to automatically produce a document in
a pseudo-natural language out of proofs in Coq. Applying this method to our complete
development seems very promising.

There are also several ways in which this initial experiment can be extended. First of all
it would be very interesting to see how the same proof looks like in other theorem proving
systems. It would give a more accurate view of what current theorem proving technology
can achieve on this particular problem. Also, it is important to complement this initial
attempt with experiments on other standard algorithms. It is clear that tackling different
algorithms will give rise to other interesting problems.

Finally the correctness is not the only property we would like to mechanically derive
from the algorithm. Time and space complexities are quantities we would like to be able to
reason about. There have been some proposals for doing this inside a theorem prover (see
for example [4]) but, as far as we know, there has been no concrete attempt to show that
the proposed solutions are practical.
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