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Abstract: In this paper we consider Maxwell’s equations together with a dissipative non-linear
magnetic law, the Landau-Lifchitz-Gilbert equation, and we study long time asymptotics of solutions
in the 1D case in an infinite domain of propagation. We prove long-time convergence to zero of the
electromagnetic field in a Fréchet topology defined by local energy seminorms: this corresponds to
the local decay of energy. We then introduce that the set of stationary states for the Landau-Lifchitz-
Gilbert equation and prove that it corresponds to the attractor set for the distribution of magnetization
whose presence is one of the characteristics of ferromagnetic media.
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Comportement aux temps longs
d’une couche ferromagnétique 1D

Résumé : Nous considérons dans ce rapport les équations de Maxwell couplées avec une loi de
comportement magnétique dissipative et non linéaire, la loi de Landau-Lifchitz-Gilbert, et nous nous
intéressons dans le cas monodimensionnel au comportement asymptotique des solutions pour les temps
longs. Nous montrons la décroissance locale vers 0 du champ électromagnétique, résultat directement
lié & la décroissance locale de I’énergie. Nous introduisons ensuite ’ensemble des états d’équilibre pour
I’équation de Landau-Lifchitz-Gilbert, et nous montrons qu’il s’agit en fait d’un ensemble attracteur
pour la distribution d’aimantation.

Mots-clé : Equations de Maxwell - loi de Landau-Lifchitz-Gilbert - décroissance locale de 1’énergie
- comportement asymptotique aux temps longs - théorie de Liapunov.
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1 Introduction

1.1 Definition of the problem

Ferromagnetic materials possess a spontaneous magnetization whose interaction with the magnetic
field provides to this type of medium interesting absorbing properties with respect to electromagnetic
waves. That is why the use of such materials as absorbing coatings for scatterers is of real importance
for stealth technology. The present paper is a contribution to the mathematical theory of electroma-
gnetic scattering by such objects. One of the main characteristics of ferromagnetic materials lies in
the fact that their constitutive law, namely the relationship between the magnetic field H and the
magnetization M, is non linear and non local with respect to time. This equation is the Landau-
Lifschitz-Gilbert equation that can be written pointwise in the form:

M = ~vHpx M+ ﬁMxM (1.1)

where Hr is the total magnetic field defined as
Hy = H+ H;+ H,(M) , (1.2)

each of these contributions being defined as:

H is the magnetic field;
y Hs = Hs(x) is an exterior static field (given); (1.3)
H,(M) = — K P(M) is a field of anisotropy.

In (1.3), x = (z,y,2) denotes the space variable, ¢t denoting time; K denotes a positive coefficient,
constant in time but that may depend on x, and P(M) is the orthogonal projection in IR*® on the
plane orthogonal to some unit vector p, called the easy axis (this direction, which is linked to the
cristallic structure of the material, may also depend on x):

P(M)=M—(p-M)p. (1.4)

Let us mention that in (1.1), 7, the gyromagnetic factor, is a universal constant while «, the damping
factor, is a phenomenologic coefficient which depends on x. Therefore, for our applications, a pro-
pagation medium will be determined by H;, o, K, as function of x (and by the initial distribution of
magnetization My, see (1.7)).

Here, we are interested with the coupling of (1.1) with Maxwell’s equations in some domain
(typically an exterior domain, if one thinks of applications to scattering problems) with boundary
' = 09). We assume that space and time variables are scaled in such a way that the constants 7, eg
(the electric permittivity) and u (the magnetic permeability) can be taken equal to 1. One then has
to solve :

E(x,t) — curl H(x,t) =0,
§ H(x,t) + curl E(x,t) + M(x,t) =0, x€N, t>0. (1.5)

M(x,t) = Hp(x,t) x M(x,t) + WM(X, t) x M(x,t),

\

with a perfectly conducting boundary condition on I" with unit normal vector n

EX’n|r= 0, (16)
INRIA
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and initial conditions on IR _:
E(x,t =0) = Eo(x) , H(x,t=0) = Hyo(x) , M(x,t=0) = My(x) (1.7)

From a mathematical point of view, even the existence and uniqueness result for system (1.5) ap-
pears to be a very difficult question (see [4],[5]). Another natural question that we wish to address here
is the following one: is it possible to describe the asymptotic behavior of the solution of system (1.9)
for large time 7 In the case of linear materials, the answer to this question has been known for a long
time ([9], [10], [11]): the electric and magnetic fields tend locally to 0. This result is known as the
local decay of energy. A more subtle question is an estimate of the rate of decay ; this question is
deeply related to the geometry of the obstacle ([18]).

In the case of non linear media, there are much fewer results in that direction (see [16], [17]). Our
goal in this paper is to establish a result analogous to the local decay of energy in a simplified 1D
model problem. More precisely we assume that all the unknowns are functions of only one space
variable z (i.e. we consider the propagation of plane waves). The curl operator is then defined by
0H, 0H,

——), curl E(z,t) = (0, —

or. o,
or ' Oz ’

1H =(0,—
curl H(z,t) = (0, oz On

(1.8)

We assume that the propagation medium is the half space z < 0 and apply the perfectly conducting
boundary condition at z =0 ( e, = (1,0,0) ):

Exe, =0

We also assume that the support of the initial magnetization My, that defines the ferromagnetic layer
(see 2.6), is compact:
supp My C | - a,0]

Then, by a principle of reflection (or image principle), the analysis of (1.5), (1.6), (1.7) can be reduced
to the analysis of the pure Cauchy problem on the whole line :

(

E(z,t) — curl H(z,t) =0,

§ H(z,t)+ curl E(z,t) + M(z,t) =0, zeR, t>0. (1.9)

M(z,t) = Hp(z,t) x M(z,t) + M(z,t) x M(z,t),

o
\ ’ |M (-7" 5 t)l
provided that the new initial data My, Fy, Hy are appropriate extensions of the original ones:

4

Mo(—z) = Mo(z)

Ey(—z) = II, Ey(x) (1.10)

Ho(—z) = II} Ho(z)

where the operators IT, and Il are defined for any field A(Az, Ay, A;) by

HJ_(A:C, Ay, Az) = (A:ca _Aya _Az)
(1.11)

H||(A:Ea Ay, A) = (—Ag, Ay; Az)

RR n " 3287
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Remark 1.1 Concerning the longitudinal components, equations (1.9) imply

Ey(z,t) = Ey(z),
Hy(z,t) + My(z,t) = HY(z)+ M2(x). (1.12)

We see here that the component E, is constant in time, while convergence results on M, yield results
on H,.

The outline of this article is as follows. In section 2, after having recalled some knowns results
about weak and strong solutions of the 1D scattering problem, we state the main results of the paper,
namely theorems A and A’ for the local decay of energy (respectively for weak and strong solutions),
and theorem B about long-time asymptotics of the magnetization M. Section 3 and 4 are respectively
devoted to the proof of theorems A and A’. In section 5, we give some intermediate results about
(LLG) equation seen as an ordinary differential equation; these results are preparatory for section 6,
in which we prove theorem B. Finally, section 7 is devoted to some additional remarks and comments.

2 Statement of the main results

2.1 Overview of known results in the 1D case

As we said above, existence and uniqueness results for system (1.9) are very difficult in dimension 3.
In the case of the one dimensional model, the problem is easier and can be handled via a fixed point
Theorem. Let us summarize the main existence and uniqueness results from [7].

We introduce the phase space V for the system (1.9). Let L? = [LP(IR)]? for 1 < p < oo, L™ be
the Banach space L? N L™ with the norm

1Moo = M2 + 1Ml (2.1)
and H(curl) denote the Hilbert space {u € L? / curl u € L%} with the norm
JullZun = ol wll2s + JlulZs. (2.2)
Definition 2.1 Let V be the Banach space
v = {(B,H,M) € H(curl) x H(curl) x L**; H, € L°(R)}
equipped with the norm
1B, H, M)lly = 1 Bllcurt + | Hlleun + 1M 200 + | Hll o - (2.3)

Remark 2.2 The x component H, of the magnetic field plays a particular role because of the particular
form of the curl operator in the 1D case.

Definition 2.3 A function Y (t) = (E(x,t), H(z,t), M(z,t)) € C°(0,00; V) is a global strong solution
to the system (1.9) if

(E,H) € C'(0,00; L*) N C°(0,00; H') and M € CY(0,00; L>*®) N C?(0, c0; L?) (2.4)
and all equations (1.9) hold in the sense of distributions.

One then shows the
INRIA
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Theorem 2.4 Let the following assumptions hold:

’

e a(x),K(z) € L°(R), p(z) € L*=;

$ e Hy(z) € I, (2.5)

o (E%x), H(z), M°(z)) € V.

\

Then the Cauchy problem (1.9) admits a unique global strong solution (E,H, M), which moreover
satisfies :
|M(z,t)| = |My(z)] a.e. z€R,VE>0, (2.6)

iS(EHM)Jr/ i‘M‘Qdm— 0 (2.7)
dt ’ ’ R |M| - ’ .
where E(E, H, M) denotes the electromagnetic energy defined by

1
(B, H,M) = 5/ (1B + B + KIPOOP + |H, ~ MP] da. (2.8)
R

Remark 2.5 For any strong solution, the electromagnetic energy is a function of class C' with respect
to time.

212
One has to make precise the sense of the integral ‘M | . In fact, from LLG equation, we have

e
| M|
. M .
M(t) — am x M(t) = yHp(M(t)) x M(t)
hence we deduce, via Pythagorus’s Theorem, that
(1+a®) [M@®)]* = 7*|Hr(M) x M|*. (2.9)
This observation leads to the following definition:

Definition 2.6 For strong solution (E,H, M) to system (1.9), we set

o - |2 (6] |HT X M‘Z
— M| = 4 2.1
. L . |Hr x M|? .
which is finite since the function M — T can be continuously extended by 0 for M = 0. We
h the estimate :

e [t e < 7 [ w2 (211)

- T X .

R [M] =7 g1t a? T

which makes sense since one easily checks that for any time M € (L) and Hy € (L*)3.

Proof.
See [7] for a complete proof, We just explain below how to obtain the two estimates of Theorem 2.4.
Concerning (2.6), the product of LLG equation with M shows that M - M = 0; we deduce that

|M(z,t)] = My(z)] , ae. € R, Vt>0.

RR n~ 3287
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For (2.7), from Maxwell’s equations we get :

E-E—cwlH-E = 0,
(2.12)

H-H+cwlE-H = —M-H.

Summing these two equalities and integrating over IR leads after integration by parts to the following

identity :
d {1 2 2 _ y
E{?/ROE' +|HP?) da:} = —/RM Hdz . (2.13)

We now use the Landau-Lifschitz-Gilbert equation :
M:fyHTxM—IrﬁMxM. (2.14)
Taking the scalar product with Hr, and using the notation (-,-,-) for the mixed product in R?, we

get
o

| M|
Taking the scalar product of the Landau-Lifschitz-Gilbert equation by M gives :

M- Hp = (M, M,HT) .
‘M‘Z — (M,HT,M) :
Therefore, eliminating the mixed product :
. S 2
M- Hp = % ‘M‘ . (2.15)

(The meaning of the right hand side of this expression has to be understood in the sense we made

precise in the definition 2.6.) Now, by definition of Hy, we have
M-Hp=M-H-KP(M)-P(M)+H, M.

Using the fact that |M(x,t)| = |Mo(x)|, we note that :

9

: 1
Hy-M=—-—|H, — M|?
—KP(M)-P(M) __19 [K|p(M)|2] :
20t
Therefore, we have :
. . 10
M-Hr=M-H- 32 (|H, — M2+ K|P(M)[?] (2.17)
that is to say, using (2.15) :
. o -2 10
-M-H=—-———|M| - == ||H, - M|* + K|P(M)?]| . 2.18
g M| = 5 [1Hs = MP + KIPAOP] (2.18)
Plugging (2.18) into (2.13) leads to the energy identity :
d (1 2 2 2 2 } 1/ a2 .
dt{z/R<|E| +|HP + [H, — M + K|POD?) do b + o M dr = 0. (219)
O

Thanks to a priori estimates (2.6) and (2.7), one is also able to obtain a theorem for weak solutions
(i.e. less regular solutions) under weaker assumptions on the initial data:
INRIA
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Definition 2.7 A function Y (t) = (E(x,t), H(z,t), M(z,t)) € C°(0,00;V) is a global weak solution
to the system (1.9), if and only if

e (i) M € C1(0,00; L%>)
e (ii) For any (p,v) € V x V where V is the space of test fields :

V= {90 € CH(H (curl)) | supp () is compact}

//(gb-E—I—Curlcp-H) dzrdt = —/Eo-go(-,(])dx

(2.20)
// - H —curl - B) dedt = /HO b(-,0)dz — //M-wda:dt,
o (iii) For almost every (z,t) € R x RT :
M(z,t) = Hp(z,t) x M(z,t) + M(z,t) x M(z,t)
| M (z,t)| (2.21)
M(.’L’, 0) = Mo(CC)
Theorem 2.8 Assume that
(Eo, Ho, M) € (L*)® x (L?)* x (L»*)?
then system (1.9) admits a unique global weak solution which satisfies
/OO/ VP dpdt < 4o (2.22)
o Jr|M]| ' '

Moreover, a.e. z € R, t — M(xz,t) belongs to C°(IR).
Remark 2.9 From equation (2.22) and Fubini’s theorem, we deduce that

| M (z, )|
| Mo()|

Therefore function t — M (x,t) is in H'(Ry) C C°(R4).

ae. z€R, € L'(R) .

2.2 Main results of the paper

Our first main theorem concerns the convergence to 0 in Fréchet topology of the transverse compo-
nents of the electromagnetic fields. For the sequel, we denote the transverse components E”(ac,t) =
(BEy(z,t), E,(z,t)), H|(z,t) = (Hy(z,t), H,(7,1)) and so on.

Theorem A Let all assumptions (2.5) hold. Let assume moreover that
My(z) = 0 for |z| > a. (2.23)

and
Ja, >0, ae z€[—aja], alz)>a. (2.24)

Then, for the global solution to the Cauchy problem (1.9),
RR n " 3287
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(i) For almost every x € R
/O (1B (@, )2 + [Hy(z,1)]?)dt < oo. (2.25)

(ii) For every R > 0
/|$|<R(|E”(x,t)\2 + | Hy(z, 8)[2)dz — 0 as t — cc. (2.26)

Our second result is variant of Theorem A. We prove that, provided additional regularity assump-
tions on the initial data, we have convergence to zero of the transverse electromagnetic field, not only
in the local energy norm, but also uniformly in any compact set.

Theorem A’ Let the assumptions of Theorem A hold (in particular (Ey, Hy) € (H(curl))?. Then:
a

lim |M (z,t)|?dz =0, (2.27)

t—+o0 J_,

and, for every R > 0,

R \OF > |0H 2
. [ [ _
tEﬂO[R( g (x,t)‘ +‘ o (:c,t)‘ )dw 0, (2.28)
t—I}—I&)o |:|uSpR{\E”(:1:,t)| + |H||(:1:,t)|} =0. (2.29)

Our other results concern the asymptotic behavior of the magnetization M (z,t) (and thus of the
longitudinal magnetic field). We first need to introduce a non degeneracy assumption. Let us define

Hr(z,M) = Hs+ K(p- M)p — (ex- M)e, (2.30)

where the dependence of ﬁT($, M) with respect to x appears in the dependence of H;, K and p. We
introduce the assumption, for any z in IR,

(Hy) : (VM € R?, IN(z, M) € R, Hr(M) = Xz, M)ey) = (VM € R®, Ax, M) #0)
Remark 2.10 Assumption (H,) is not satisfied if and only if the two following properties are satisfied:
(i) Hs and p are colinear to ey ;
(ii) there exists M € R? such that (Hs + (K —1)M) - e, = 0.
For any z, we introduce the set
Z(z,Mo) = {M € R such that Hy(z, M) x M =0 and |M| = |Mo(z)|}

This set will be identified in section 5 as the set of stationary states of some unperturbed (LLG)
equation at point z that are possible limits for M (xz,t) with the initial data My(z). It will be proved
to be a finite set containing between 2 and 6 elements (see Theorem 5.2).

Our first result for M concerns weak solutions:

Theorem B Let the assumptions of Theorem A be satisfied. Assume that (H;) holds almost eve-
rywhere in . Then

M(x,t) — Z(x,My) as t — oo for a.e. z € IR. (2.31)
INRIA
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Remark 2.11 The set Z(x, My) being discrete, (2.81) means that for almost every x, there exists
My, € Z(x, My) such that
M(z,t) = My ast — oo

In other words,
M = {M € L*([—a,a]) / for a.e. x € [—a,a], M(z) = My € Z(z, M) }
is an infinite-dimensional attractor for M(z,t).

Our last result is a variant of Theorem B for strong solutions: it gives a result of uniform conver-
gence for M(z,t).

Corollary 2.12 Let the assumptions of Theorem A’ be satisfied. Assume that (Hz) holds everywhere.
For every x, there exists Moo (z) € Z(x, My) such that

tlirglo |M(z,t) — Moo(z)| = 0. (2.32)

Remark 2.13 We show with Theorem A’ that the transverse magnetic field H| converges in time
to 0 uniformly in space. It must be underlined that this property is not strong enough to ensure that
the convergence of the magnetization M is also uniform in space. Section 7 will be devoted to a
counter-example and some comments about this assertion.

3 Proof of Theorem A: L? bounds of the transverse electromagnetic
field for weak solutions

The two first equations of (1.9) read,

)
. . OH . OH
E, =0, E, + axzzo, Ez—(9—$y:0,
< (3.1)
. . . OF . . OF .
H,+M,=0, H———+M,=0, H,+—-2+M,=0.
\ or ozx

We easily deduce that :

(
L.(E,+H,) =—- M,
L (E,—H,) = M,
3 (3.2)
L(E, - Hy) = M,
L_(E,+H,) =- M,
\

where we have introduced the two transport operators Ly = % + %. Considering M as known, we
can solve explicitly (3.1) using the method of characteristics. After some algebraic manipulations, we

RR n~ 3287
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end up with the following formulas:

r

Ey(z,t) = %{Eﬁ(m%—t)—l—Eﬁ(x—t)}%—%{Hﬁ)(x—l—t)—Hﬁ)(a:—t)}
_ I 1(y, s)do — 1, (y, s)do
< s — [ d(,9)do) .
H||(x,t) = %{Hﬁ(w—l—t)—{—Hﬁ(w—t)}—%{Eﬁ(m+t)—Eﬁ($—t)}
\ Ay T+ [ a )io)

where

'y (z,t) is the curve I'y(z,t) = (z,t) — Dy, with Dy = {(z,t)/z £t = 0} (see figure 3.1), and o the
curvilinear abscissa along 'y (z, t).

t
| | .
(2, 1) | I%(z,1)
|
N\
/| \
ya
| |
/ | | N N
/ | |
Ty (z,t) | | T_(z,t)
AN
7 | |
/ | | N\
/ L N
- L/ Supp(My)

Figure 3.1: caracteristics lines and the 1D layer.

Therefore, introducing:

F(z,t) = E”(m,t) )

HH(:E,t)

we get (note that do = v/2dy, ||J|| = 1 and |M||| < |M)):

|F(z,1)] < 5 Jrews s)|dy + {\Fo(x+t)| +[F(z —t)|} (3.4)
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with T%(z,t) = {(y,s) € T'+(z,t) UT _(z,t) : |y| < a} (see figure 3.1). Then, the Cauchy-Schwarz

inequality yields the estimate ( / dy = 2a):
Te(z,t)

1
3

. 1

|F(z,t)] < Va </F ) |M(y,8)|2dy> + P (@ + )] + [F(z - 1)]} (3.5)
a -:C,
Integrating this inequality between 0 and 7', and noticing that:
T
) = UT@:1)

=0

is such that K(z,T) C [—a,a] x [0,T], we get the estimate:

T T ) 1 T
/ |z, 0)2dt < 2a/ (/ (NI (y, ) dy) ds + —Z/ |FO(z + 1) dt,
0 0 lyl<a 25 o

which yields, after integrating over [—a, al:

T ra T .
/ / P, 0)2dedt < 4a2/ (/ My, ) dy ) ds
0 J—a 0 ly|<a

1 T ra
—Z/ / |FO(z + t)|%dt.
2 + 0 a

. M| ofM|?
Writing |M|? = 1M1 a||M|| and using the conservation of the norm of M and the assumption (2.24)
about the damping function a(x), we get
T ra 9 (67 . 9
[ [ iFeotaa < il [T([ bt Pa)as
0 J—a ly <a | M

+ = / / FO(z £ t)|%dt.
X [ren
Therefore (2.5) and (2.22) imply (2.25). On the other hand, (3.4) can be rewritten:

2
Pl < 9 [ o + Y s
2 Jri@y Ta (@)

+3 ([P + ) +|F(z = 1)}

where I'f =T, NT% and I'; = '_ NT% This yields, via the Cauchy Schwarz inequality and the fact

that (/ dt < a):
I (z,t)

1
V2a . 2 V2a .
Paol < 2\ [, WiweRds| + 52 [ N, s)Pds
Ta (xat) T, (w,t)

=

1
+5 (1F°@+ 0] +|F(z - 1))
Therefore
|F(z,t)] < 2a </+ |M(y, s)| d8+/ Y,5)| 48) +[F(z+t)* + |[Fz - t)]*  (3.7)
RR n° 3287 T (z:t) Ta (1)
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After having remarked that, for ¢t > R + a,
R
U Tat) C [a,a] x [t—(R+a),]
r=—R

we obtain:

/};| (,8)%dz < 4a /Z|M(y,s)|2dyd8+/z (1P + D + [P — ) de (3.8)

t—(R+a)

which leads to

4a||M0||oo/ /a a - 9
t)[2dy < —1=0llee | M(y, s)|2dyd
[ 1o P

R—t R+t (3.9)
+ [ iP@Pd + [ 1P
—R—t —~R+t
By (2.5) and (2.7),
+o0o [e’s) a .
/ |FO(z)|?dz < +o00 and / / — | M|*dyds < 40 .
—00 0 —a |M|
Therefore equation (3.9) implies (2.26). This concludes the proof. a

4 Proof of Theorem A’: uniform bounds of the transverse electro-
magnetic field for strong solutions

The proof of Theorem A’ relies on a technical Lemma.

Lemma 4.1 The solution of the system satisfies

> ‘ L / T 2 XL o0
/0 / 7 o M o Dt < oo (4.1)

Proof.
We give a proof which supposes that the electromagnetic field (E, H) is slightly more regular in time
than local strong solutions. However all the forthcoming assumptions can be justified using the method
of differential quotients (see [7] for details).

Nevertheless our proof remains rather long and will be divided into 4 steps.

Step 1: Estimates using the characteristics

In what follows, we keep the notation of the proof of Theorem A. In particular, we set:

F(z,t) = Fifet € R (4.2)

First, we note that, if we differentiate the system with respect to time, thanks to the linearity of
Maxwell’s equations, the relationship between M and E H is exactly the same as the one between M
and F, H. Therefore, reproducing the computations in the proof of Theorem A leads to the estimate:
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F(z,1)] < ﬁ(/ra@,t) M (y, s)\dy)% N %{IFO(w‘ £+ - 1)}, (4.3)

Then, proceeding as in the proof of Theorem A, we easily get

[ b orasa < Sl ([ btk

o (4.4)
+ —Z/ / POz + )| 2dt.
2 + 0 —a
Step 2: Energy like estimates
We start from the linear Maxwell’s equations after time derivation:
E—curl H = 0,
(4.5)

ﬁ-l—curlEz—M.

We multiply the first equation of (4.5) by E, the second by H and add the two resulting equations.
After integration over x, we easily get, using Green’s formula and the fact that M is supported in
[—a,a] x RT:

d
dt( /(\E|2 + |H?)dz) / HNdz = 0. (4.6)
Now, we differentiate in time the LLG equation which leads to
M:HXM-I—K(p-M)pxM-I—HTXM-l—%MxM, (4.7)

using the fact that |M| is constant in time. Multiplying (4.7) successively by H and M gives:

M-H = K(p-M)(p, MM)+ (Hp, M,H) + — (M, M, H),
| M| (4.8)

M2 = (H,M,M)+K(p-M)(p, M, M)+ (Hp, M, M).

By an adequate linear combination of these two equalities, we eliminate the mixed product (H , M, M ).
This leads to

M-H="2\M_?+ (Hp, M, H) — 2 (Hp, M, M 4.9
|M|\ *+ ) ‘M|( ) (4.9)
that we plug into (4.6) to obtain:
d 1 a a .
HP?>+|E / M —/ { Hp,M,M H,M,H}d. 4.10
% |5 Jome +imyas] + [ i i e 81, 80) = (Hp ML e (0.10)

Let us use the bounds:
.. 1 . 1 .
(Hr, M, ND)| < SB[ + o[ Hr |,

. ) 1 )
|(Hr, M, H)| < elH[* + EIHTIQIMF,
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where € is an arbitrary strictly positive real number. We then obtain:

d /1 9 12 1 ¢ o 9
—(=z [(|H E|*)d = —|M|“d
55 J 0P +18de) 4 5 [ i
</\H|d+ (0‘ 1>|H||M\d
x — x
=€ olM| 1) T
that we can integrate between 0 and 7', to obtain:

1/(|H(x T)? + |B(x, T)|?)dz + 1/“ /TLW\%(# <
2 ’ ’ 2 _ato M =

< /(\H(a: 0)[2 + |E(x, 0)[2 da:—}—e/_a/ |2 dzdt

/a/ (2|M‘ )|HT| |M|*dzdt .

Step 3: Combination of the two estimates

| -

We use (1.12) in remark 1.1 to write

a T a T | a T
/ / |2 dzdt g/ / |F|2da:dt+/ / |\ M, 2 dzdt .
—a JO —a J0 —a JO

We thus obtain:

1 . 9 5 1 o 7 8ca?
3 [P+ 1B DRz +5 [ [ (1= =5 Mol | o1 ddt
2 2J-alo |M|

1 . . .
< —/(|H(m,0)|2 +|E(x,0)|2)dx+f§j/ / 0z + #)Pdwdt
2 2 :|: —a J0
+/a/T< +1)|H 12|V [2dwdt + /G/T|M|2d dt
—_— — X £ XL
oo \2[M| 1) T oo T

a T . . .
/_/0 POz + 1) Pdudt < 2a/(|H(w, 0)2 + |E(z,0))%)do

and we choose € such that:

We observe that

8ca? 1
Mol = 5

1-

Finally, if we set:

M M,
Mol _ Mol

1 1
Co==+2 , Cy==
0 + 2ae 2 2 4e O

2

we obtain:
1/(|H(ac ) + |E(z T)\2)dx+1/a /T | M| dzdt
2 ’ ’ 4) alo |M]|
. . a T .
< Co (A, 0 + |B(a,0) iz + O [ [* v vt

+c/a/ Hp 2| M| dzdt |
2—aO|M|‘ r|*|M|*dz

(4.11)

(4.12)

(4.13)

(4.14)
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From (2.22), we already know that
/ ’ / ' o | M|2dzd
— zdt < +00
—aJo |M]|
while, because of the regularity assumptions on the initial data, one can see that
/|E’(z,0)|2dx - /|Curl Ho|%dz < +oo, (4.15)
On the other hand
/\H(x, 0)2dz < 2/|curl Fol2dz + 2/|M(x, 0)2dz , (4.16)
and from the LLG equation one deduces that :
. 1
| M (2,0)* = ———|Hr(z,0)*| M (z,0)|*.

T 1+a?
Therefore setting HY(z) = Hy(z,0), we have:

[ 18, 0 do < 1Mo e | I (317)
which is finite since, under the conditions on the data of the problem
HY = Hy — KP(My) + Hys € L?, (4.18)
We can conclude that
[ 11 (z,0)Pds < 2licunl ol + 20 Mol |13 (4.19)

Finally, if C' denotes a constant which only depends on My, Ey, Hy, a., K, Hs; and a, we can write:

S [P B P+ 5 [ [ L
— x, T, T+ — _— T
2 1)y J o]M]|

(4.20)
Tre o 2 2
< 0+02/ P\ Hp P dwdt |
0 —a |M‘
Step 4: A Gronwall type estimate
From the definition of Hy, we easily get the following bound for |Hr|?:
|Hy? <300+ || K||%) [|H, P + M| + [H]?]
that implies, since H, = —M,,
[Hr|* < 31+ (| KII3) (| Hs|? + 2|M|%) + 3(1 + | K|1%) [ Hy|* - (4.21)
Using the interpolation inequality
0H
1l < I1H) 22 15 e
we can write
2 2 2 2 2 OH|
[ Hrlzee < 301+ I Noo) (1 Hsllzee + 2/ Mollzee) + 31+ KT Hyllze |55 - (4.22)
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As, from Theorem A, we already know that || H||* remains bounded, from (4.20) and (4.22), we can
write

5 [T B} [ [ 2 asar
5 T, T, z+ 7 |M\ T

SC(”AT (L. pgaeas) | 52 2dt>

where C' denotes a new positive constant depending only on the data of the problem. Finally, using
Maxwell’s equations, we observe that:

(4.23)

(4.24)

Therefore, if we set:

@
—
o~
N

[ (@, 0F + | B, 1)) do

mt) = /_Z|M||M| dz |

we deduce from (4.23), using that / /

(4.25)

i —|M|*dzdt < 400, the inequality (C denoting another
a

constant)
t
Glt) < © (1+ / m(s)G(s)%ds)
0
with m € L'(0, +oc). Therefore, using an appropriate generalization of Gronwall’s Lemma, we get:
1 t 2
Glt) < (CE e / m(s)ds) . (4.26)
0
As m € L*(0,+0c0), this shows that G(t) remains bounded in time. On the other hand, from (4.23),

we also deduce:
T ra o . T 1
/ / — |M|*dzdt < C 1+/ G(s)2m(s)ds | . (4.27)
0 J-a|M]| 0

Setting G* = sup;>( G(t), we thus obtain:

/T / M Pdedt < C (14 (G*)3 lm]| ) (4.28)
0 J—a |M‘ o

which concludes the proof of the Lemima. m|

Proof of Theorem A’.
First note that the inequalities

[ Mo| o /
(z,t)|%de < ———— M|%dz
/—a ‘ a* —a |M|| ‘

joined to the results of Theorem A and Lemma 4.1 imply:

o0 a . -
/ / (IM[? + | M |?) dadt < +oo,
0 J-a INRIA
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that is to say
M e H! (]R+,L2(—a,,a)) , (4.29)

which implies
a .
lim |M(z,t)|*dz = 0. (4.30)

t—+o00 J_,4

Now, let us come back to the formula:

Pl < [ ol + 3 {15+ 0]+ 15 - o))

By the same manipulations as in the proof of Theorem A (cf. the method we used to obtain (3.9)),
we get:

a .
/ (z,t)|%dz < %/ / i|M(y,s)|2dyds
t—(R+a) J—a |M|

(4.31)
R—t R+t
t [ @+ [ P @)
—R—t —R+t

+oo o ra .
Since / |F(z)]?dz < 400 and / / ﬁ|M\2dyds < 400 (cf. Lemma 2.1), equation (4.31)

—00 0 —a
implies that:

Jim [ (‘E”‘ ‘H”D dz = 0. (4.32)

Now using Maxwell’s equations we have:

8E|| R . 2
/ = /_R‘HH‘ dx

R, . 2 a .
dr < 2/ ‘E”‘ dr + 2/ | M |*dz
-R —a

8H|| (4.33)

which, taking into account (4.30) and (4.32), lead to (2.28). Thanks to Theorem A, (2.29) is then a
consequence of (2.28), since H'(—R, R) C L®°(—R, R). This concludes the proof of the Theorem. O

5 Transitions to stationary states in LLG equation

This section must be seen as an introduction to the second part of the paper, devoted to long-time
asymptotics of the magnetization M.
5.1 Stationary states in LLG equation

We consider the solutions to the following non linear evolution equation, that we shall call the unper-
turbed (LLG) equation at point z:

M(z,t) = Hp(z, M(z,t)) x M(z,t) + M(z,t) x M(z,t)

| M (z,1)| ’ (5.1)
M(z,t =0) = My(z) ,

where Hry(z, M(xz,t)) has been defined by (2.30).
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Remark 5.1 One can easily check that the first equation of (5.1) can be rewritten:

M(z,1) = Lz, M(z,1)) (5.2)
where we have defined
L(z, M) = H#oﬂ Hy(z, M) x M + ﬁM X (H’T(x,M) X M)] : (5.3)

We now introduce the set S(z) of the stationary states for equation (5.1) as
S(z) = {MyeR® ) M(z,t) =0, Vi>0}. (5.4)
The main property of this set is that its intersection with any sphere 3(R) is a discrete set.

Theorem 5.2 Under assumption (Hy) (see section 2.2), the intersection of S(x) with the sphere
Y(R) of radius R > 0 is a set which contains at least 2 elements and at most 6.

The interest of this result lies in the fact that, (see (2.9)),
M| =0 & |Hp(z,M)xM| = 0.

This shows that
Z(z, Mp) = S(z) N X(|Mo(z)]) ,

and we have

Corollary 5.3 The set Z(x, My) defined in section 2.2 is a discrete set which contains at least 2
elements and at most 6.

Proof.
We give a geometrical proof of Theorem 5.2: it simply consists in characterizing S(z) in every possible
case. To this aim, we start from y

Hy(z,M)x M = 0. (5.5)

This equality leads to two different problems whether H is equal to 0 or not.
Case 1: H; = 0.
If M belongs to S(z), we deduce from (5.5) that
ANeER , K(p-M)p — (ex-M)e, = AM . (5.6)

which corresponds to a simple eigenvalue problem. Assumption (H,) ensures that p and e; are not
colinear and that K # 0. Thus the operator defined by M +— K(p-M)p—(e,-M)e, is a real symmetric
operator A ; in the basis (e, p, e X p), we have

-1 _(ew 'p) 0
A= |Ke,-p) K 0
0 0 0

The operator A has 3 different real eigenvalues (0 of course, while the fact that the product of the two
others is equal to K [(ew .p)? — 1] < 0, shows that they are non zero and with opposite sign). Thus

there exist 3 different eigendirections (e;) and S(z) is made up of 3 lines passing through the center
of the 3(R). There are exactly 6 stationary states such that |My| = R (£Re;).
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Case 2: H; # 0.

Let us denote u = ez, v = p and w = H/|Hg|. We shall distinguish three cases:

e Case 2,1 (general case): (u,v,w) # 0.
In the basis {u,v,w}, we denote M by (z,y, z)!. Equality (5.5) then reads:

(|Hs)w + Kyv —zu)x(zu +yv + zw) = 0,
which yields
|Hslx wxu + |Hslywxv + Kzyvxu + Kyzovxw — zyuxv — zzuXxw = 0.

As {u x v,u X w,v X w} is also a basis of IR?, we deduce that

x(|Hs|+Z) = 0
\{ v (Hs|—Kz) = 0 (5.7)
| Ty (K+1) =0

This shows that S(x) is made up of 2 or 3 lines: di = {z =0,y =0}, do = {y = 0,2 = —|H;|}
and, if K # 0, d3 = {z = 0,z = |Hs|/K}. We deduce that the intersection between S(z) and a
sphere of radius R has at least 2 points (because the line d; passes through the point (0,0,0))
and at most 6 points (because the intersection between a sphere and a line has at most 2 points).
All the values between 2 and 6 are possible: it depends on R and on the distance of the lines dy
and ds from the point (0,0,0).

5(1) )

/'/

L7

Figure 5.1: the unit sphere and the set S(z) with 6 intersection points
(Hy = 0.5e,, K=0.7,p=ey).

e Case 2,2 : (u,v,w) =0, (u,v,u X v) # 0.

In the basis {u,v,u X v}, we denote M by (z,y,z)" and Hg by (hy, hy,0)!. The computations

now leads to
(

z(hy + Ky) — y(hy+z) = 0

9 z (hy + Ky) =0 (5.8)

z (hy — ) =0
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In this case, the set S(x) is made up of a hyperbola ({z = 0, (K + 1)zy + hyz — hyy = 0}) and,
if K # 0, a line ({z = hy,y = —hy/K}). As one of branches of the hyperbola passes through
the point (0,0,0), the conclusions are exactly the same as in the previous case.

| («)
e -

Figure 5.2: the unit sphere and the set S(z) with 6 intersection points
(Hs = 0.5(eg +p), K =05, p=ey).

e Case 2,3 : u, v and w are colinear.
In the canonic basis {es, ey, e,}, we have p = e;, Hy; = |H;le; and M = (z,y,2)". The compu-

tations now leads to

y (|Hs| + Ky —z) = 0
(5.9)

z(|Hs|]+ Ky—z) = 0
As
(He) & (Hs|+Ky—z) # 0,

the set S(z) reduces in this case to the line {y = 0,z = 0}, and there are always exactly 2
intersection points.

5.2 Free transitions to stationary states

In this section we still consider the unperturbed case (i.e. H) = 0). It is indeed easy to show in this
case the convergence of M(z,t) to some element of Z(z, My). It is also possible to see which of these
positions are stable and which are not (see remark 5.6).)

Theorem 5.4 Let Z(x, My) be defined as section 2.2. The solution to system (5.1) satisfies

IMy(z) € Z(x, My)  such that tlim M(z,t) = My(x) .
—00

Proof.
Note that

Hp(z,M(z,t)) = Hs(z)+ K(p- M(z,t))p — (eg - M(z,1))ey (5.10)

can also be defined as:

HT('T:M('T’t)) = - (VMV) (.’L‘,M(.’I},t)) (5'11)

where we define

1 1
V(z, M) = —Hy(z) M(z,t) + 5 (ea - M(z,t))* + §|P(M)|2 , VreR, VM eR>.
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For this reason, we have

Hr(w, M(z,2)) - M(z,t) = —%V(m,M(x,t)). (5.12)

Besides, we deduce from equation (5.2) that

Fir(a, M(z,0) - M(z,0) = —— ﬁ (e, M(@,) x Mz, 1) . (5.13)
Thus p
aV(:c,M(a:,t)) = g(z, M(z,t)), (5.14)
where o 1 ,
9@ M) = — g i ‘HT(:L‘, M) x M| , VzeR, VM cR®. (5.15)

The main properties of this function g are respectively:
(i) g(z, M) < 0;
(ii) (g(z,M) =0 and [M| = |[Mo(z)|) & (M € Z(z,Mo)) ;

(67

(iii)) g(z, M) = T

1
M |VMV((E,M) X J\d—l2

Therefore (5.14) means that the function M — V(z, M) is a strict Liapunov function for the sys-
tem (5.1). Classical results on dynamic systems then ensure the convergence to these stationary states
(see for instance [6]). O

Remark 5.5 Property (iii) of function g means in particular that the set of extremal points of V(z, M)
on the sphere is included in Z(x, My).

Moreover, in the general case ((eg,p, Hy) # 0), it can be shown that, if M € Z(xz, My) is neither a
mazimum nor a minimum for V, then it is a saddlepoint for V' (it can not be a local extremum,).

Remark 5.6 Although it is not the main objective of this paper, one could complete the analysis by
results about the stability of the stationary points. Let us first recall the:

Definition 5.7 A stationary state My, is stable for the trajectory M (z,t) if and only if
IV (My) , VMy €V (My) , tlim M(z,t) = My, (5.16)
—0Q

where V (M) is a neighborhood of My, and M (x,t) is the solution to (5.1) associated to the initial
data My. (Otherwise, My, is said to be unstable.)

Two results can be now pointed out:

1. In the general case ((eg,p,Hs) # 0), one can show that only the points My, € Z(z, My) such
that

V(My) = min V
(Moe) = 1128
are stable stationary states, while the others are unstable.

2. This is not necessarily true when (eg,p, Hy) = 0.
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As an illustration of these results and Theorem 5.2, we represent below two trajectories of the
vector M(t) on the sphere of radius |My| = 1. These trajectories have been computed numerically
and correspond to the following data : (H, = 2e,, K = 0) and (Hy; = 0.5e,, K = 0.7, p = e)
respectively. One can check that the first case corresponds to 2 stationary states on the sphere while
the second one corresponds to 6 states (they are all indicated by bold arrows). The initial position,
indicated by a bold dot, is the same in both cases.

Figure 5.3: trajectories of M(¢) with 2 and 6 stationary states.

6 Proof of Theorem B: attraction of M for weak solutions

Using the notations of section 3, one can check that the (LLG) equation of (5.1) can be rewritten (see
remark 5.1) in the form

M(z,t) = L(z, M(z,t)) + R(z,1), (6.1)
where
Re,t) = —— |Hy(a,) xM(x,t)JrﬁM(m,t) < (Hy(z,t) xM(x,t))] L (62)

1+
By definition of V' and g (see section 5, proof of Theorem 4.3), one easily shows that

9V (@, Mz, 1)) = gl M(z,0) +1(2,1), >0, (6.3
where 1 )
8 a
r(@1) = Hr(z, M(z,1)) - R(z,t) = 17 i ‘H”(x,t) x M(:v,t)‘ (6.4)
As a consequence of Theorems A and (2.4) (equation (2.6)), we see that R(xz, M) satisfies
o
/ |R(:z;,M(m,t),H||(m,t))|2dt < oo for ae. z € R, (6.5)
0
and thus ~
/ Ir(z, M (x, ), Hy (z,£))|dt < oo for a.e. 7 € R. (6.6)
0

Let us fix an z € IR such that equations (6.1) to (6.6) hold. For this reason we shall write M(t),
R(t) and r(t) instead of M (z,t), R(z,t) and r(x,t) respectively, and similarly (M) and V(M) instead
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of g(x, M) and V(z, M). By theorem 2.8, we know that all these functions are, almost everywhere
in z, continuous functions of time. In the sequel, we shall consider such an z. We shall also write Z
instead of Z(z, My) and denote by S the sphere of radius |My(z)|.

The first step of the proof is the convergence of V(M(t)). Let V(2) = {V,Vi,...,Vn} with
Vo < Vi < ... < Vn (In particular, by remark 5.5, V; is the minimum of V' on S and Vy is the
maximum). Let us introduce

VT =limsup;,_ V(M(t)) €]V;, Viz1] for somei. (6.7)
Lemma 6.1 Let Vi1 be defined by (6.7). Then we necessarily have :
V(M(t)) — Viy1 as t — oo. (6.8)

Proof.
We prove (6.8) by contradiction. Let us assume to the contrary that

V- = ligcigf V(M(t) < Vig1 .
Using also (6.7), we deduce that there exists ¢ > 0 and V° € IR such that
max(V ", Vi+¢) <V’ <min(V*, Vi, —¢) (6.9)
Therefore, by continuity of V(M (t)), there exists a sequence t;, — oo such that
V(M(ty)) = VO. (6.10)
If we prove that, for sufficiently large 7" and ¢t > T,
V(M) =2 Vi1 —e¢, (6.11)

we will get a contradiction with (6.10) since t; — oo and V° < V;;1 —e. To prove (6.11), first note
that the properties of g imply the existence of some § > 0 such that

V(M) € Vit 5, Vin — ] = g(M) 26. (6.12)
Let us introduce for each k, the set
Ep={t>ty: V(M(r)) € Vi + g,vm - %1 for ty, < T <1}, (6.13)

It is easy to see that by construction & is connected and that, taking into account (6.9) and (6.10)
as well as the continuity of V(M(t)), it is not empty. One can also prove that this set is bounded.
Indeed, let 7 € &, integrating (6.3) between t; and 7, we get

V(M(r)) = V(M(t)) = /t:g(M(s))ds—l— t:r(s)ds, (6.14)

By definition of &, we have
Vie<s<7, V(M(s)€Vi+s Vg — ]
Therefore, using (6.14) and (6.12), we get

V(M(r)) = V(M(tg)) > 6(r —tg) — I, (6.15)
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and thus,
1
< - — mi .
% < tp+ 5 (%2); V(M) min V(M) + Ik) (6.16)
where ~
I, = / Ir(s)|ds . (6.17)
23
therefore & is bounded by
1 .
iy + 5 <E2)§V(M) — min V(M) + Ik) (6.18)
Now, let us introduce
T = sup & < +00 (6.19)

By continuity, V/(M(7y)) is equal to V; + 5 or Vi11 — 5. Let us show that V(M(7;)) = Viy1 — § at
least for k large enough. Indeed, from (6.14), we deduce in particular that (g is positive and we take
T="Tk):

V(M(r)) - V(M) > —Tx (6.20)
I tends to 0 when & tends to 400 because of (6.6). Thus, there exists k = k() such that, for k > k,
V(M () — V(M(ty)) > —g for ty < T < Ty (6.21)
Therefore . . .
VOI(m) 2 VM) - § = Vo 5 > Vit 5.
This proves that
k2 k= V(M) = Ve — -
v
Figure 6.1
Now, we introduce the set
Fr = {t>m : V(M(1)) > Vig1 — g for , <71 <t}. (6.22)
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Equations (6.9) and (6.10) ensure that Fj is bounded for every k. Let us set
0r = max Fy, (6.23)

By definition of Fj and continuity of V/(M(t)), we have

V(M(0)) = Vs — = (6.24)

Integrating (6.14) between 6 and ¢ > ) and using once again the positivity of g, we get, for k > k

Vi> 0 V(M(T)) —Vipi+=-2> -1t > —. (625)

N ™
N[ ™

which proves (6.11) with T' = ;.. O

Now to prove Theorem B, let us assume by contradiction that the conclusion is not true. This
means that there exists p > 0 and a strictly increasing sequence t; — oo such that (see fig. 6.2)

dist(M (tx), Z) > p. (6.26)

We are going to prove that this contradicts Lemma 6.1.

Vie1 + 6T

Vip

Figure 6.2
First, using the properties of g, we know that there exists § > 0 such that
dist(M (1), Z) > g = g(M)>6. (6.27)

By continuity of M(t) and by (6.26), we know that the set

Gr — {t >t /7 €t 1] dist(M(1x),2) > 2 }
is not empty. Let us check that, for £ large enough,
[thtr +T) C Gy where T = Si. (6.28)
w
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Let 73, = sup Gi. As the case 7, = +00 is obvious (]tx, tx + 71| Cltx, +00[), let us assume that 75, < +00.
By continuity, dist(M (1), Z) = p/2, and using (6.26),

|M(ty) — M(me)| >

N

(6.29)

On the other hand, integrating (6.1) between t; and 7; and using (6.5) and the Cauchy-Schwarz
inequality, we get

Tk

Tk
|M (1) — M(t)| = / L(M(s))ds + R(s)ds| < w(r —tg) + Jp(m% — tk)% , (6.30)
tr t
where o
72 = / |R(s)|%ds . (6.31)
123
Regrouping (6.29) and (6.30), we get, using Young’s inequality:
p 1 J?
3 < w(rg —t) + Je(mp — t)2 < 2w(1 — tg) + 2w (6.32)

. J?
As J? tends to 0 when k — oo, we have, for k > k, 2—k < g Therefore,
w

E>k =

>~

< 2w(Tk - tk) = (Tk — tk) >T. (633)

Now, integrating (6.3) between t; and tj + T, we get

to+T to+T
V(M(ty +T)) — V(M(ty)) = / a(M(s))ds + /t r(s)ds . (6.34)

123

By (6.26) and definition of G, g(M(s)) > 6 for s € [tx,tx + T|. Therefore,

V(M(te +T)) = V(M(tx)) = 6T — I, (6.35)
+0o0o
where I}, = / |r(s)|ds tends to 0 when k — +oo. Therefore, for k large enough,
(73
oT
VIM(ty +T)) — V(M(ty)) > 5 (6.36)

which of course contradicts Lemma 6.1.

7 About the attraction of M for strong solutions

In this last section assumptions are those of Theorem A’. First note that the proof of Corollary 2.12
is obvious: indeed, the proof given in the previous section for weak solutions also applies to strong
solutions and ensures the convergence of M (z,t) for every z € IR.

Onme could think that the uniform convergence to 0 of the transverse field H(x,t) would yield that
the convergence of the magnetization distribution M(z,t) to My (z,t) is itself uniform. In fact, such
a result is not obvious at all, and maybe not true. More precisely, we are going to prove, with the
help of a suitable counter-example, that it is not possible to prove the uniform convergence of M (z,t)
with the only assumption that the convergence of H|(z,t) is uniform.
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To construct this counter-example, we denote by S the unit sphere, set My, = e, = (0,0,1)¢, and
M o = —M,. We shall need two simple lemmas which apply to the evolution equation

M(t) = Hp(M(t)) x M(t) + M(t) x M(t)

| M(2)] (7.1)

M(t:O):M()ES,

where Hp(M(t)) = —(M(t) - eg)es + 2, + H)(t), which corresponds to H; = 2e, and K = 0. In such
a case, one easily verifies that
Z = { Mo, M_o} .

Lemma 7.1 Assuming that H)|(t) = 0, for any solution M(t) to system 7.1, and VMy € S, we have

where 1
VMeS, V(M) = —2M-ez+§|M-ew|2.

Remark 7.2 This result means that M_o can be a limit state if and only if My = M_o in which
case the solution is stationary.

Proof.
It is easy to check that

Jréliei.)éV(M) = Vmax = V(M—oo)a

and

min V(M) = Vi

MeS min = V(M) -

This is true as soon as |Hs| > 1 (see section 4). Moreover, for the same reason, V' admits no other
critical point on S. The lemma is then a direct consequence of the fact that V is a strict Liapunov
function for the system (7.1). O

Lemma 7.3 Let € €]0,1], and let us assume that H)(t) = eey and My = M. Then, VT > 0, the
solution to system (7.1) on [0,T] is such that

where V' is as defined in Lemma 7.1.

Proof.
In this case, the total magnetic field is

Hp(M) = —(M(t) - eg)es + 2e, + €y -
The associated strict Liapunov function is
VMeS , V(M) = %|M-ew\2—2M-ez—5M-ey, (7.3)
which is such that
max V(M) = V'max = VI(M_&) = V(M_w)

. Me S
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where V has been defined in lemma 7.1, and

min V/(M) = Vg = V(My) = V(M) -

MeS
Thus,
VI(M(T)) < V'max = V(M) - (7.4)
Let us define
C'={MeS\ V(M) =V (MT)} (7.5)
and
Vr = max V(M) . (7.6)

As V'max = Vmax is reached in M, only, we see that
(VT - Vmax) = (VI(M(T)) == V,max) ; (77)
which is not true; whence the result, since

VI(M(T)) < Vr < Vmax - (7.8)

We can now state

Theorem 7.4 Let Q = [0,1] be a ferromagnetic layer defined by the initial distribution
My(z) = M_ , Vz€]0,1],

Hy; =2e, and K = 0. Let us consider a transverse magnetic field defined by

=0 Vtg[%a;] ’
1 2

Then, H”(x,t) converges uniformly to 0 when t goes to +o00, however
(i) tlim M(0,t) = M_q;
(i) Yz €]0,1], tlim M(z,t) = My;
—00

(i1i) Ve € [0,2], VT > 0, 3z €]0,1], 3¢ > T such that

| M (z,t) —tlim M(z,t)| = |M(z,t) — My | = 2 >¢.
—00
Proof.
First of all, it is easy to see that
2
sup H(z,t) = - (7.9)
z€]0,1] t

which ensures that the convergence of H) to 0 in time is uniform in space.

Concerning the three assertions of the theorem, result (i) is clear since H(0,t) = 0 for all £ > 0.
For the two others, let us consider ¢ € [0,2[ and T' > 0. We choose z €]0,1] such that 1/z > T. Then,
on the one hand,

vte[0,7], Hj(z,t)=0 and M(z,t) = M_o - (7.10)
INRIA
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On the other hand, by Lemma 7.3,

2
and thus, by Lemma 7.1,
lim M(z,t) = My (7.12)
t—00
O

Remark 7.5 The previous example is only a counter-example to the fact that the uniform convergence
of M could be proven by using only the one of Hy. It is mot a counter-ezample to the uniform
convergence of M : indeed, it is not a solution of the coupled system Mazwell-LLG.

Remark 7.6 One might also believe that M(t) always converges to a stable stationary state. This is
not so obvious, and maybe not true. In fact one can show that a “perturbation” H”(:I:,t) — that is to
say a function C' in time vanishing to 0 with t — oo — can lead the magnetization M from a stable
position to an unstable one. Let us consider

f(t) = — p(t) x (Hr(p(t)) x p(t))
(7.13)

M(tZO)ZMO €S,
where Hp(p) = —(u - eg)ex + 2e,. The solution to this problem is such that
Vg # My tlilglo p(t) = M_ , (7.14)

because 1
W(n) = 2e.-p = Slew-pl* = =V(p)

is a strict Liapunov function for equation (7.13). Let us now define the function h(t) as

(0% a2
M) = - Hr () x plt) -

p(t) x (Hr(p(t)) x p(t)) (7.15)
This function is such that

(i) h(t) € CY(R) because p(t) € C1(R);

(ii) h(t) — 0 when t — oo because p(t) x Hy(u(t)) — 0 when t — oco;
(iii) besides, computations lead to

(Hr(u(8)) + h(#)) x p(t) + ap(t) x [(Hr(p@) + h(2)) x p(t)] = —p(t) x (Hr(p(t)) x pd)) -

In other words, function u(t), the solution to problem (7.13), is also the solution to problem (7.1) with
the perturbation H)(t) = h(t).

RR n " 3287



r. Joly, A. Komech, (). Vacus

References

1]
[2]

[3]

[4]

[5]

[10]

[11]

[12]

[13]

[14]

[15]

[16]

[17]

[18]

W. B. Brown, Micromagnetics , Interscience tracts of Physics, (1963).

B. Lax and K. J. Button, Microwave ferrites and ferrimagnetics , McGraw-Hill book company,
(1962).

W.L. Miranker, B.E. Willner, Global analysis of magnetic domains , Quaterly of applied mathe-
matics (oct.), (1979).

A. Visintin, On Landau-Lifchitz’ equations for ferromagnetism , Japan journal of applied mathe-
matics, Vol. 2,pp. 69-84, (1985).

J. L. Joly, Métivier, J. Rausch On Landau-Lifchitz’ equations for ferromagnetism , in preparation,
(1997).

A. Haraux Nonlinear evolution equations — global behavior of solutions , Springer-Verlag, (1981).

P. Joly and O. Vacus, Mazwell’s equations in a 1D ferromagnetic medium : existence and uni-
queness of strong solutions , rapport de recherche INRTA 3052.

P. Joly and O. Vacus, Propagation d’ondes en milieu ferromagnétique 1D : existence et unicité
de solutions faibles , note soumise au Compte Rendu de I’Académie des Sciences, (1996).

P.D. Lax, C.S. Morawetz, R.S. Phillips, Exponential decay of solutions of the wave equation in
the exterior of a star-shaped obstacle, Comm. Pure Appl. Math. 16 (1963), 477-486.

C.S. Morawetz, The decay of solutions to exterior initial-boundary value problem for the wave
equation, Comm. Pure Appl. Math. 14 (1961), 561-568.

C.S. Morawetz, W.A. Strauss, Decay and scattering of solutions of a nonlinear relativistic wave
equation, Comm. Pure Appl. Math. 25 (1972), 1-31.

A Komech, On transitions to stationary states in some infinite dimensional Hamiltonian systems,
Doklady Mathematics 53 (1996), no.2, 208-210.

A.I1.Komech, On the stabilization of string-oscillators interaction, Russian Journal of Math. Phys.
3 (1995), 227-248.

A.I.Komech, H.Spohn, Soliton-like asymptotics for a classical particle interacting with a scalar
wave field, accepted in Nonlin. Analysis.

A.I.Komech, H.Spohn, M.Kunze, Long-time asymptotics for a classical particle interacting with
a scalar wave field, Comm. Partial Diff. Equs. 22 (1997), no.1/2, 307-335.

A 1. Komech, On stabilization of string-nonlinear oscillator interaction, J. Math. Anal. Appl. 196
(1995), 384-409.

A1 Komech, B.R. Vainberg, On asymptotic stability of stationary solutions to nonlinear wave and
Klein-Gordon equations. Preprint No. 28223, University North Carolina at Charlotte, Charlotte,
1994 (to appear in Arch. Rat. Mech. Anal.).

P.D. Lax, R.S. Phillips, “Scattering Theory”, Academic Press, New York, 1967.

INRIA



/<

Unit"e de recherche INRIA Lorraine, Technopdle de Nancy-Brabois, Campus scientifique,
615 rue du Jardin Botanique, BP 101, 54600 VILLERS LES NANCY
Unit e de recherche INRIA Rennes, Irisa, Campus universitaire de Beaulieu, 35042 RENNES Cedex
Unit e de recherche INRIA Rhéne-Alpes, 655, avenue de I’Europe, 38330 MONTBONNOT ST MARTIN
Unit e de recherche INRIA Rocquencourt, Domaine de Voluceau, Rocquencourt, BP 105, 78153 LE CHESNAY Cedex
Unit e de recherche INRIA Sophia-Antipolis, 2004 route des Lucioles, BP 93, 06902 SOPHIA-ANTIPOLIS Cedex

Editeur
INRIA, Domaine de Voluceau, Rocquencourt, BP 105, 78153 LE CHESNAY Cedex (France)
http://www.inria.fr
ISSN 0249-6399



