N

N
N

HAL

open science

A Fluid Queue Driven by a Markovian Queue

Bruno Sericola, Bruno Tuffin

» To cite this version:

Bruno Sericola, Bruno Tuffin. A Fluid Queue Driven by a Markovian Queue.

RR-3306, INRIA. 1997. inria-00073383

HAL Id: inria-00073383
https://inria.hal.science/inria-00073383
Submitted on 24 May 2006

HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est
destinée au dépot et a la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche francais ou étrangers, des laboratoires
publics ou privés.

[Research Report]


https://inria.hal.science/inria-00073383
https://hal.archives-ouvertes.fr

ISSN 0249-6399

ZIINRIA

INSTITUT NATIONAL DE RECHERCHE EN INFORMATIQUE ET EN AUTOMATIQUE

A Fluid Queue Driven by a Markovian Queue

Bruno Sericola and Bruno Tuffin

N° 3306
Novembre 1997

THEME 1

apport
derecherche







%I INRIA

RENNES

A Fluid Queue Driven by a Markovian Queue

Bruno Sericola * and Bruno Tuffin f

Theme 1 — Réseaux et systemes
Projet Model

Rapport de recherche n3306 — Novembre 1997 — 15 pages

Abstract: We consider a fluid queue receiving its input from the output of a Marko-
vian queue with finite or infinite waiting room. The input rate of the fluid queue is
characterized by a Markov modulated rate process. We derive a new approach for the
computation of the stationary buffer content. This approach leads to a numerically
stable algorithm for which the precision of the result can be given in advance.
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Une file d’attente fluide pilotée par une file d’attente
Markovienne

Résumé : On considere une file d’attente fluide dont le flux d’entrée est le flux de
sortie d’une file d’attente Markovienne a capacité finie ou infinie. Le processus d’entrée
est caractérisé par son taux, lui méme modulé par un processus de Markov. Nous
obtenons une nouvelle méthode pour le calcul de la distribution stationnaire du contenu
du tampon. Cette approche conduit & un algorithme numériquement stable pour lequel
la précision peut étre donnée a ’avance.

Mots-clé : File d’attente fluide, file d’attente Markovienne, processus de Markov.



A Fluid Queue Driven by a Markovian Queue 3

1 Introduction

In performance evaluation of telecommunication and computer systems, fluid queues
models with Markov modulated input rates have been widely used in many papers, see
among others [3, 6, 9, 1, 8]. The traffic arriving to a network queue has already traversed
parts of the network and has been modified along its traversal. In such cases, it is the
output from a queue which forms the input to the next network element.

In the most important part of the litterature on this subject, see for instance |3, 6]
and the references therein, the state space of the Markov process that modulates the
input rate in the fluid queue is supposed to be finite. The case where this state space is
infinite has been analysed in [9] and [1] for the M/M/1 queue and in [8] for a birth and
death process.

In this paper, we generalize the problem to a fluid queue driven by a Markovian
queue. The only requirement needed on the Markov process that modulates the input
rate process is that it has a single state such that the input rate is smaller than the
output rate of the fluid queue and that it has a uniform infinitesimal generator, that is,
the suppremum of the output rates of the states is bounded. These Markov processes
include not only the well-known M/M/1, M/M/K, M/PH/1 and M/PH/K queues
with finite or infinite waiting room but also the superposition of on-off sources with
exponential off periods and phase-type on periods.

The method used here to obtain the distribution of the stationary buffer content is
neither based on spectral analysis nor on the use of Bessel functions as done in [9], [1]
and [8], but a direct approach is used which leads to simple recursions. This method
is particularly interesting by the fact that it uses only additions and multiplications of
positive numbers bounded by one. Thus we obtain a stable algorithm which moreover
gives the result with a precision that can be specified in advance.

The rest of the paper is organized as follows. In the next section, we present the
model and we obtain the solution in terms of recurrence relations whose behavior is
studied. In Section 3 we present the algorithm and numerical illustrations are given in
Section 4.

2 Model and Solution

We describe in this section a fluid model with an infinite buffer for which the input
and output rates are controlled by a homogeneous Markov process {X;,¢ > 0} on the
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4 B. Sericola € B. Tuffin

state space S with infinitesimal generator denoted by A and stationary probability
distribution denoted by 7.

Let r; be the input rate and ¢; be the output rate when the Markov process {X;} is
in state . We denote by 6; the effective input rate of state ¢, that is 8; = r; — ¢;. We
suppose that for every ¢ € S we have 6; # 0. It is shown in the Appendix that the case
where 6; = 0 for some 7 can be reduced to this one.

We assume in this paper that the state space S contains only one state with negative
effective input rate. This state is denoted by 0 and thus we have S = {0} U ST with
By <0and #; >0 forie St.

We suppose that the stability condition is satisfied, that is

> rim

__ €S 1

Z CiT;

1€S

where p is the traffic intensity, so that the limiting behavior exists. We denote by X the
stationary state of the Markov process {X;} and by @ the stationary amount of fluid in
the buffer.

Let Fj(z) = Pr{X = j,Q < x}. We then have the following differential equations,
see for instance [3], for all j € S

0,5 _ 5 F()a )

1€S

with initial condition given by Fj;(0) = 0 for every j € S*. It follows that we have
Fo(0) =Pr{Q =0} =1—p.

We assume that sup{—A(i,i) :¢ € S} is finite and we denote by P the transition
probability matrix of the uniformized Markov chain [5] with respect to the uniformiza-
tion rate A which verifies A > sup{—A(7,7),7 € S}. The matrix P is then related to A
by P =1+ A/\, where I denotes the identity matrix. The main result of this paper,
which is the distribution of the pair (X, Q) is given by the following theorem.

Theorem 2.1 For every j € S, we have

R =3 e ),

n=0

INRIA



A Fluid Queue Driven by a Markovian Queue 5

where § = min{#;|0; > 0} and the coefficients bj(n) are given by the following recursive
eTpression
bo(0) =1—p and b;(0) =0 for j € ST,

and forn>1and j € S,
6 6 .
by(n) = (1= DYy n = 1) + o S — )P, ). ®)
j J ies
Proof. We replace Fj;(z) by the expression (2) in equation (1). Thus

99‘6M/0% i 7(/(\2/_9):)_! bj(n) — i_o: ()‘I/H)nbj(n) = e M/ Z > bi(n ),

!
n=1 n. n=0 €S

Ax/G

which can be reduced to

b5 3 OO 0+ 1) =1y = 3 IR S i)

n!

n!

n=0 1€S
We then have for every n > 0
A
0, 7 (bj(n+1) Z b;
€S

Using A = A\(P — I), we obtain relation (3).

For z = 0, we have Fj(0) = b;(0) for every j € S from equation (2), which gives
from the initial condition by(0) = 1 — p and b;(0) = 0 for j € S*. This completes the
proof [ |

We give now some properties of the numbers b,;(n) which will be used in the next
section in order to develop a precise and stable algorithm to compute the distribution
of the buffer content.

Proposition 2.2 For every n > 0, we have

Y 0bi(n)

bo(n)=1—p+j€5+_790. (4)
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6 B. Sericola € B. Tuffin

Proof. Consider relation (3). By multiplying both sides by #; and by summing over
index j, we obtain for n > 1, Y 6;b;(n) = > 6;bj(n —1). It follows that for every
jes jes
n >0 we have »_0;b;(n) =Y 6;b;(0) = 6p(1 — p), which is equivalent to relation (4).
JjeS jeS
|

Lemma 2.3
Z ejﬂ—j = 90(1 - p)

JjeS

Proof. Consider equation (1). By integrating from 0 to oo and summing over index 7,

we get Y 0;(F;(co0) — F;(0)) = 0. Now since Fj(oo) = m;, Fy(0) =1 — p and Fj(0) =0
jes

for j € ST, we obtain the result. [

Proposition 2.4 For every j € S and n > 0, we have 0 < bj(n) < ;.

Proof. We proceed by induction. By definition of Fj(x), we have 0 < Fj(z) < w; for
every x > 0 and j € S. Since F;(0) = b;(0) for every j € S, we have 0 < b;(0) < ;.
Suppose now that we have 0 < b;(n — 1) < m;.

For j € ST, we have #/6; € (0,1), so we easily obtain from relation (3), by using the
relation 7P = m, that 0 < b;(n) < =;.

For j =0, since 6y < 0, §; > 0 and b;(n) > 0 for j € S, we obtain from relation (4)
that bg(n) > 0 and

N Yjes+ 0b5(n)

b = 1-—
o(n) 1% Z0,
> jes+ 05m;
< 1 p4 SIS
< p+ "
—b,
= m from Lemma 2.3,
and the result follows. [}
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A Fluid Queue Driven by a Markovian Queue 7

Proposition 2.5 For every j € S, the sequence b;(n) increases and converges to ;.

Proof. We have, for j € S*, b;(1) > 0 = b;(0) and

cs+ 0;0;(1
bo(1) =1 - p+ SO g py0)
—bo
Moreover, from relations (3) and (4), we have
6
bj(n+1)—b;(n) = (1—9—)(1) (n)—bj(n—1)) + Z (n—1))P(i,j) for j € S*
J ] €S

and

bo(n+ 1) — by(n) =

Since, for j € S*, we have §/6; € (0,1) and 6, < 0 we deduce by induction that for
every j € S the sequence bj(n) is increasing. It then converges by using Proposition 2.4.

For every j € S, we denote by [; the limit of b;(n) when n goes to infinity. We then
have

() o )\_)
:Ze_T 0' ;j(n) — 1; when 2 — 0.
n=0 n.

Thus, since Fj(z) = Pr{X = j,Q < z} tends to m; when = tends to co, we have [; = 7;.
|

3 Algorithmical Aspects

We suppose in this section that the infinitesimal generator of the process X has the
following block tridiagonal structure.

Aop Aop
Arp A Aip
Agy Ay Agg

Akk—1  Argp Akt

RR n3306



8 B. Sericola € B. Tuffin

where Ag is the output rate from state 0. Such a structure leads to the infinitesimal
generators of Markovian queues such as the M/M/1, the M/M/K, the M/PH/1 and the
M/PH/K queues with finite or infinite waiting room [4].

To compute the probability distribution Pr{@Q < z} of the buffer content we use
relations (2), (3) and (4) together with Proposition 2.4 and Proposition 2.5. relation (3)
is used only for j € ST and for j = 0 we use Relation (4). These relations are particularly
interesting from a computational point of view. Indeed, the fact that only additions
and multiplications of positive and bounded numbers are used in their recurrences is a
very important property for what concerns the numerical stability of the computation.
Proposition 2.4 and Proposition 2.5 will be used as a criterion to stop the computation
in the case where the sequence of the b;(n) is close to its limit ;.

We denote by n; the dimension of the square matrix A;;. Note that ng = 1. The
transition probability matrix of the uniformized Markov chain has the same block tri-
diagonal structure that the matrix A. The blocks of matrix P are denoted by P;; and
we have, since P =1+ A/, P,; =1+ A;;/\ and P,; = A; ;j/) for i # j where [ is in
this case the identity matrix of dimension n;.

We also consider the infinite row vector containing the b;(n) for j € S. This infinite
row vector can be rearranged according to the structure of matrix P to be written as

(O (n), b (n), b3 (n),. . ),

where bl%(n) is the scalar by(n) and for j > 1, bU](n) is a row vector of dimension n;.
This consists in rearranging the state space S as S = {0}US1US2U- -+, where for
Jj > 1, S; contains n; states with the same effective input rate equal to 6;. With this
notation, relation (3) can be written, for j > 1 and n > 1 as

- 0. 0 /. . :
bil(n) = (1—?)1)[7] (n—1)+§ (bb_l](n —1)Pj_y; + 8 (n—1)P;; + bV (n — 1)Pj+1,j) :
j j
(5)

Using this recursion, it can be easily checked that, since b[j](O) =0 for 7 > 1, we have
bil(n) =0forn>0and j > n+1.
Relation (4) can then be written as

> 0,660 (n)1

—— (6)
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A Fluid Queue Driven by a Markovian Queue 9

where 1 is a column vector with all the entries equal to 1, its dimension being given
by the context. Denoting by F(z) the probability distribution function of the buffer
content @, that is F'(z) = Pr{Q < z}, we finally get

[e's) /\
n=YhE =¥ ), @)
JES n=0
where b(n) = ¥ ;s b;(n) = 20— bl (n)1.
From Proposition 2.5 and from the dominated convergence theorem, we obtain that
the sequence b(n) is an increasing sequence that converges to 1 when n goes to infinity.
The computation of F'(x) can then be done as follows. For a given error tolerance
e, we define integer N as

N=min{n€1N

and we denote by F(N,x) the sum of the N + 1 first terms of relation (7), that is

- (%ﬂb(n).

n!

We then have

where the rest e(N) of the series satisfies

SUPEL L wCEP X (G
e(N)y= > ) < Z (5 =1-> e 7 9' <e
n=N+1 n! n=N+1 n! n=0 n.

We also consider integer N’ defined by
N =min{n € N |b(n) >1—c}.

Since the sequence b(n) is increasing and converges to 1, we have b(n) > 1 — ¢ for every
n > N'. So we get

F(z) = )+ Z 7) b(n)
= F(N +1—Z€_AT(%) —€'(N),

RR n3306



10 B. Sericola € B. Tuffin

where the rest e'(N') satisfies

e'(N'") = _i e T (7;)”(1 —b(n)) <e.

The integer N’ is not known a priori so we will first compute the integer N and start
the computation of F(N,z). This computation will be then stopped in the case where
N' < N. Note also that the integer N, defined in (8), is an increasing function of z, say
N(z). So if the function F'(z) has to be evaluated at M points, say z; < ... < x7, we
only need to evaluate the values of b(n) for n = 0,1,..., N(xs) since these values are
independent of the values of x1,..., 2.

The pseudocode of the algorithm is given below.

input : ;1 < - <xp, &
output : Pr{Q < z1},...,Pr{Q < zyn}
Compute N from relation (8) with = =

N' =N
b0y =1-p
n=>0
while [n < N’ | do
n=n+1
for j =1 to n do Compute b)(n) from relation (5) endfor
Compute b%(n) from relation (6)
b(n) = " ob(n)1
7=0
if (b(n) > 1 —¢) then
N'=n
endif
endwhile

if (N = N) then
for i =1 to M do Compute F(N,z;) endfor

else
' N’ am (A;cz )n
for i =1 to M do Compute 1 — ) ™ ¢~ + F(N',z;) endfor
—= n!
endif

INRIA
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4 Numerical Results

We have shown that the algorithm described in the previous section applies to any block
tridiagonal infinitesimal generator A with a single state having a negative effective input
rate. Such a structure for the infinitesimal generator includes the following Markovian
systems:

e The M/M/1 queue with arrival rate 5 and service rate y. Take Aoy = —f,
AO,l = ﬂ and for ¢ > 1, Ai,i—|—1 = /6, A@,;l = and so A,‘ﬂ‘ = —(,6 + ’Y)

e The M/M/K queue with arrival rate § and service rate per server . Take Ago =
—ﬂ, AO,l = ﬂ and for 7 Z 1, Ai,i—|—1 = ﬂ, Am;l = IIllIl(Z,K)’}/ and so Ai,i =
—(B + min(i, K)7).

e The M/PH/1 queue with arrival rate [ and («, T') as phase-type representation of
the service time distribution [4]. In this case, we must take Agp = —f, o1 = af,
Al,O = —Tll, and for 7 Z 1, Ai,H—l = ﬂ[, Ai,i =T - ﬂ[, Ai—|—1,i =—-aoT1

e The M/PH/K queue with arrival rate 5 and («,T') as phase-type representation
of the service time distribution per server. The blocks A;; of its infinitesimal
generator can be obtained using tensor algebra as done in [7].

e All these Markovian queues can also be considered when their capacity is finite
since in this case the infinitesimal generator A is a finite block tridiagonal matrix.

e The superposition of a finite number of independent on-off sources where the
off periods are exponentially distributed and the on periods have a phase-type
distribution.

In order to illustrate our algorithm, we consider the M /M /K queue with arrival rate
[ and service rate v per server. The input rate in the fluid queue when the M/M/K
queue is in state 7 is then given by r; = min(i, K)r for every ¢ > 0, where r is the input
rate per server in the fluid queue. We suppose that the output rate of the fluid queue
is constant equal to ¢, that is ¢; = ¢ for every + > 0 and such that » > ¢. We then
obtain that the effective input rate in the fluid queue is given by 6; = min(i, K)r — c.

r
We suppose that § < K~ so that the 7; exists and that p = ﬂ— < 1, which implies that
ye

the limiting behavior of the buffer contents exists.

RR n3306



12 B. Sericola € B. Tuffin

Figure 1 shows the complementary cumulative distribution function of the buffer
content of a fluid queue driven by an M/M/K for K =1 and K = 10. In both cases,
the arrival rate is § = 0.8, the service rate per server is v = 1, the input rate per server
in the fluid queue is » = 1.2 and the output rate is constant ¢ = 1. In this example we
have taken ¢ = 107°.

The same function, but for larger values of x, is shown in Figure 2 for 3 = 0.4, v =1,
r = 2 and ¢ = 1. In this figure, the vertical axis is in logarithmic scale and we have
taken £ = 10710,

1 T T T T

0.8

0.6

0.4

0.2

6} 20 40 60 80 100
X

Figure 1: From top to the bottom : Pr{@ > z} versus x for the M /M/10 and the
M/M/1 queues as input queues with arrival rate § = 0.8, service rate v = 1 per server,
input rate r = 1.2 per server and constant output rate ¢ = 1, which gives p = 0.96.
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Figure 2: From top to the bottom : Pr{@ > z} versus z for the A//M/10 and the
M/M/1 queues as input queues with arrival rate § = 0.4, service rate v = 1 per server,
input rate r = 2 per server and constant output rate ¢ = 1, which gives p = 0.8.
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Appendix

We consider here that the state space S* of process {X;}, that we suppose irreducible,
contains a finite number of zero effective input rates.

We write S* = S U S® where S (resp. S°) is the set of states with non-zero (resp.
zero) effective input rates.

The infinitesimal generator A* of the process {X;} and the diagonal matrix D* of
the effective input rates can then be written in the obvious notation as

«_ [ Ass Aggo «_ (D O
A‘(ASOS Agogo ) AD"=1¢ ¢ -
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In the same way, we denote by Fs(z) and Fgo(x) the row vectors containing the Fj(z)
for j € S and j € S° respectively.
The differential equations (1) can then be written as

dx

@y = Fy(x)Ags + Feo(2)Agog (9)
0 = FS(-T)ASSO + FSO (‘T)ASOSO'

As A* is irreducible, —Agogo is a non-singular M-matrix [2], so Agogo is invertible. Let
(7} )ics+ be the stationary distribution of {X;}. We have:

Proposition
{ Fso(af) = —Fg(x)AggoAgolSo (10)
ELp = Fg(x)A
where

A= Ags — AgsoAgagoAsos.

The results given by Theorem 2.1 can then be used to obtain the solution in the following
way: the solution G(x) of Section 2 for %¢(x)D = G(z)A gives Fg(x) = (Xics 7)G(z)
and then Fgo(x) is given from (10).

Proof. Equations (10) follow immediately from (9). It is well-known that A is an
infinitesimal generator and that the stationary probability measure g = (7;)ics of
the Markov process with infinitesimal generator A is given for every ¢ € S by m; =
77 /(Xjes ™). Section 2 then gives for equation %%(z)D = G(z)A a solution G(z)
which tends to 7g as © — +o00. Given that the solution of this equation is unique up to
a multiplicative constant, and given that Fg(z) tends to 7§ = (7} )ics as © — +o00, we

obtain Fg(z) = G(v) Xjes 7} |
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