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Abstract: We present the TrfL. language, a rule-based language designed for program transformations. For
the end-user, TrfL is intended to support both direct manipulation in an interactive setting and automated
execution in a stand-alone context. For the designer, the TrflL language features a high-level expressive power
based on powerful patterns, pre-conditions and post-actions, access to contextual information such as symbol
tables or dataflow graphs, and functional composition of transformations.

For the designer, we also provide an interactive environment for program transformations based on Centaur.
This integrated environment makes it possible to build transformation rules by selection of syntax patterns
of the object language and to automatically generate the Trfl, source code. Static typechecking of TrfLL rules
is provided, to ensure correct construction of patterns, appropriate use of variables, and visibility rules in a
program.

Among numerous application domains (legacy code problems, static optimizations, parallelizations), we
propose in this article a complete example based on partial evaluation techniques on a toy imperative language.

Our final goal, with a formal description of the transformations, besides its interest per se, is to be able to
provide tools for proving the correctness of the transformations, as well as other important properties (such as
confluence, termination, etc).
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editing, Centaur.
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Un langage et un environment pour
les transformations de programmes

Résumé : Nous présentons le langage TrfLL, un langage & base de régles congu pour les transformations de
programmes. Pour l'utilisateur final (le programmeur qui transforme ses programmes) TrfL. supporte a la fois
une manipulation directe dans un contexte interactif et une exécution batch (par exemple pour transformer un
ensemble de librairies). Pour le concepteur de transformations, les caractéristiques du langage TrfL, sont un
grand pouvoir d’expression fondé sur un puissant mécanisme de pattern-matching, la présence de pré-conditions
et de post-actions, une composition modulaire, 1’accés & des informations contextuelles comme des tables de
symboles ou des graphes dataflow. Pour le concepteur, nous fournissons un environnement interactif construit
au dessus de Centaur qui facilite grandement I’écriture des transformations grace & un mécanisme de sélection
des arbres de syntaxe abstraite couplé avec une génération automatique du source TriL.

Un vérificateur de types permet d’assurer que les spécifications TrfL sont correctes (construction et utilisation
des arbres).

Parmi de nombreux domaines d’applications possibles (migrations, optimisations, parallélisations), nous
proposons dans cet article un exemple complet d’évaluation partielle (la propagation de constantes).

Notre objectif ultime, avec une description formelle des transformations, est de pouvoir fournir des outils
de preuve de la correction des transformations décrites, ainsi que d’autres proriétés recherchées (comme la
confluence, la terminaison, etc).

Mots-clés : Transformations de programme, Sémantique, Pattern-Matching, Environnement interactif, Edi-
tion structurée, Centaur.



A language and an integrated environment jfor program transformations 3

1 Introduction

Program transformations are a major concern in the computer scientist community: any user, from the beginner
to the most expert wishes to have a set of tools to manipulate, transform, maintain, adapt, and optimize
programs. Program transformations can be classified within many categories, from purely syntactic (change a
repeat loop into a while loop) to context-sensitive or semantic (constant propagation, common-subexpression
elimination). The reader can refer to [4, 27, 32, 31] for an overview on the subject. Another trend in program
transformations is the area of partial evaluation [18, 5]. Partial evaluation is a technique for specializing
programs with respect to (parts of) their inputs, building a residual program, and thus eliminating interpretive
overhead. Common techniques for building the residual program are:

1. evaluation (and elimination) of expressions depending on static data (i.e. known at specialization-time);
2. duplication of expressions depending on dynamic data (i.e. only known at run-time).

Generally speaking, transformations are expressed with ad hoc means (in a conventional programming language),
and are neither associated with a formal description nor to certified tools which ensure the correctness of the
transformation.

Nevertheless, some systems do support the specific needs of program transformations. We give an overview
and compare these systems using a set of criteria in Section 2. From this comparison, we define specific objectives
and we present our own proposal for a language expressing program transformations in Section 3. Section 4
describes the static semantics of the TrfL, language in Natural Semantics [22]. From this semantics, using the
Centaur system [3] we provide a typechecker for the language. Section 5 presents the interactive environment
based on Centaur to design and perform program transformations. As an illustration (Section 6), we express in
TrfLL a global transformation coming from partial evaluation techniques on a toy imperative language. Finally,
we conclude in Section 7 with future work, especially concerning tools we want to associate with TrfL.

2 Related Work

We are concerned here with systems that take a program in a given language (in text or tree representation) as
input, and produce as output another program, in the same language or in another language (either in text or
tree form).

This field of investigation — source-to-source transformation techniques — is particularly active in a variety of
topics such as abstract interpretation [8], partial evaluation (PE)[6, 16], semantic-based tools [26], parallelization
techniques [15] in different frameworks (functional [5], logic [11], or imperative [9, 24] programming).

Languages and systems for program transformations can be classified according to several features [32],
which make easier to compare and evaluate many different approaches.

These criteria are relative to the expressive power of the meta-language (for the designer) as well as perfor-
mances (time, memory) of associated tools (for the end-user). Criteria are not independent; among others, the
application domain is of major influence on other features (for instance, compiling tools are usually working in
batch mode).

We detail now the main features of existing transformation systems (see Figure 1 for an general overview).
From this comparison, we will draw our own objectives for a proposal in the next section.

1. Application domain

e compiling programs: static analysis, optimization, intermediate code generation. Generally, these
systems are used in a batch context, with no interaction with the end-user; see for instance Optran
[23], Puma [12], Gentle [29], FNC-2 [21, 20], TXL [7], Typol [22, 10];

e specializing programs: originally, online partial evaluators corresponded to non-standard interpreters
(as opposed to compilers); offline partial evaluators (to get self-application to work [19, 5]), are
decomposed in a binding-time analyzer (BTA) and a run-time system. As mentioned in [17], there
is a need for support tools for users (see e.g. Schism [5]);

e language oriented editing: the system knows both syntax and semantics of the language and permits
an interactive and guided editing. Among such systems, there are the Cornell Synthesizer Generator
[26] and Centaur [3] (TransForm [25]);

RR n°® 3313



4 Isabelle Attali , Valérie Pascual , Christophe Roudet

e program development using successive refinements: the system gradually refines a specification of a
problem into an executable and efficient program; such tools usually work in an interactive mode and
provide correctness proofs; see for instance PROSPECTRA [14], KIDS [28], KORSO [30].

2. patterns. Pattern-matching is a key aspect of a language dedicated to transformations: the expres-
sive power of patterns can facilitate the task of the designer (e.g. Trafola-H [13]), but can also cause
performance problems in the associated tool;

3. strategies. Strategies include the choice of the applied transformation rule (rule order, (non-)determinism)
as well as usage of unification (e.g. Typol) and access to context-sensitive information (e.g. Optran);

4. incrementality. This feature is particularly needed in an interactive mode, at the designer level (adding a
new transformation rule) as well as at the end-user level (transforming a program after editing); Attribute
Grammars systems are historically prominent in incrementality techniques [26, 21]. Also, features such as
history and undoing are usually coupled with interactive environments;

5. transformation libraries. Some systems (PROSPECTRA and KIDS) provide the user with a set of
standard transformations. Such systems may also integrate proof techniques for the correctness of the

transformations.
| lang /syst | mode | patterns | unification | context | notes |
Ppml incremental basic no no pretty printing
Transform batch+interactive basic no yes guided editing
Centaur-Typol batch basic yes yes based on Prolog
FNC2-Olga batch+incremental basic no yes based on AG
Sgen incremental basic no yes based on AG
TXL batch basic yes yes functional
Optran batch basic no yes based on AG
Trafola batch+interactive | powerful yes yes functional
Gentle batch basic yes yes based on Prolog
Puma batch basic yes yes based on AG
KIDS semi-automatic basic no yes refinement
Schism batch & interactive basic no yes Partial Evaluation
TrfLL batch & interactive | powerful no yes

Figure 1: Transformation Systems: an overview

The term basic for patterns means that you can’t write a pattern that matches anywhere in a list or that
refers to a subtree far from the root of the subject tree.

3 The TrfLL Language

As described in the previous section, transformations systems include many different features and application
domains. Our aim, with the TrfLL language is to promote the expressiveness of the language, with a powerful
pattern-matching mechanism and access to contextual information. Our other concern is the run-time level,
with two different modes of execution: a batch mode for compiling techniques applications and an interactive
mode with support tools to guide the designer and the end-user. We describe the syntax and the semantics of
the language as well as the integrated environment in the next three sections.

A TrfL specification is a set of rules; each rule is made of two parts: the left-hand side consists of a pattern
and an application condition (related to the pattern variables and the context) and the right-hand side is
composed of a replacement pattern and actions on the context. The notion of context makes it possible to
integrate structures such as symbol tables or dependency graphs. Rules are gathered in sets, which appear as
functions.

Patterns are expressed using the abstract syntax terms of the source language and, if different, of the target
language. TrfLi provides non-linear patterns, assignment patterns, and extraction patterns. In the remaining of
this section, we give an overview of the language.

INRIA
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3.1 Pattern-Matching

Patterns are the means to locate relevant source code to transform. Patterns in Trfl. are an extension of the
abstract syntax of the source and target languages. The extension includes variables and special constructs to
express more complicated patterns.

Suppose we want to find two nested while loops. In most pattern languages, you must specify how and
where to find such items, you are not allowed to access objects directly from the middle of a list or to refer to
a subtree whose root is far from the subject tree. In TrfL, one may write:

while while
cond stmt_s cond Smis
/\ while
cond1 stmtsl T
condl stmtsl
wl: while(cond, stmt_s(_*, while(condl, stmtsl), _*)  w2: while(cond, stmts<while(condl, stmts1)>)

Figure 2: Examples of patterns

The two patterns in Figure 2 both search for pair of nested while loops:

e The pattern wl is a simple pattern. Simple patterns can be variables or abstract trees possibly with
variables. This pattern searches for a while loop that contains another while loop in its list of statements.
Four kinds of variables coexist:

— general: a general variable name matches any node and is instanciated with this node (cond, cond1,
and stmitsi);

— anonymous: an anonymous variable _ matches any node but without instanciation;

— list: a list variable name* matches some of the descendents of a list operator and instanciates to
this sublist;

— anonymous list: an anonymous list variable * combines the properties of anonymous and list
variables.

The last two kinds of variables make it possible to match everywhere in a list and not only the first or
last position like in most pattern systems.

e The w2 pattern is an eztract pattern. An extract pattern matches a tree when:

— the first pattern (left-hand side of ‘<’) matches the root of the tree;

— a subtree that matches the second pattern (right-hand side of ‘<?) occurs in the tree.

This pattern searches for a while loop that contains another while loop at arbitrary distance in its state-
ments block.

Pattern matching in lists and extract patterns introduce non-determinism, i.e., to one pattern (and one input
tree) can correspond several instanciations. In the case of TrfL, the first instanciation is selected.

Some other pattern constructs exist in TrfL:

o Assign patterns. They combine matching and definition of a new variable, which instanciates to the actual
matched tree.

a:=stmt_s(_*, assign(ident ‘‘foo’’, _), _*)

e Non-linear patterns. In non-linear patterns a variable may occur more than once. For instance, to match
a statement where a variable is incremented, one may write:

RR n°® 3313



6 Isabelle Attali , Valérie Pascual , Christophe Roudet

assign(var, plus(var, _)

¢ Annotation patterns. They combine two patterns, one to match against the subject tree and one to match
against an annotation. They can be used to save comments or to match informations stored in structures
such as a symbol table,

while(cond, block)~ comments(com)
comments is the name of the annotation and com a variable.An annotation pattern works when:

— the pattern on the subject tree matches,
— the annotation is present,
— and the pattern on the annotation matches.

3.2 Transformation rules organized in sets

Each rule, contains a name, a left-hand side (a pattern for a matching in a given context, with possible pre-
conditions), and a right-hand side (an expression and an action to trigger after applying the rule).

An optional input context is designated by an identifier, or a tuple of identifiers. Application conditions
can be used to limit the application domain of a rule. They can constrain the left-hand side pattern itself,
and possibly induce a composition of patterns, or the context. The expression on the right-hand side can be a
simple replacement pattern, or a composed expression (the usual if, let, case constructs), or a call to another
set of rules. Post-actions are optional and can be used to update contextual information (symbol table).

Transformation rules can be gathered in sets for readability and modularity purpose. Sets are typed (types
of parameters and results), which avoids variable declarations. A set can be referenced in a rule from another
set with its name, as for usual function calls. A set can be viewed as a function that takes as input a tree plus
contextual information and returns a new tree or fails if no rule applies. Here’s how it works (see figure 3):

next instanciation

Application condition

yes

< > end
End

apply rhs

Figure 3: Semantics of a set

1 we check if the left hand side pattern matches the input tree,

2 if yes, the first instanciation is returned and we check if the pre-condition applies

4 if yes, we apply the right-hand side of the rule and then we end (6),
5 if no, we try to find another instanciation for non-deterministic patterns (extract patterns and list
patterns) (1)
3 if no, we try (1) on the next rule , or (6) if there is no more rule left in the set,

6 end.
INRIA
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4 Typechecking transformations

In this section, we describe the static semantics of the TrfL language. We used Natural Semantics [22] and

Typol [10] to express this semantics, in approximatively 450 inference rules and axioms.
One interest of this semantics is to provide a formal description of the language ; the other advantage within
the Centaur system [3] is that this description is executable and provides a typechecker with helpful error

messages (as illustrated in Figure 4).

0 File Display Edit Selections Editing-Tools TrfL

remove_not_found:
| = Pi=sequenceil®)
provided ! P in { sequence{_* assigni{l, _), _* 3
-
sequence(l*
end remove;

set partial_update { <ID, WAL» = SEQUEMCE —> SEQUENCE ) is

upd_found:
€l Wr oz osequence(ll®, assignil, _k L2%
-2

sequence(L1# assignfl, W), L2%;

upd_not_found:
<l V> u P=sequence(l®
provided ! P in { sequence{_* assign{l, _), _% 3
-
sequence(l® @ssian \)
end partial_update;

set replace { WAL —> PROGRAM ) is
replace_sequence:
pLsequUenceiST® sequence(S2Y, S34>
==
pesequencal(S1 S 834>

replace_if:
p<HIf(E, sequenced, sequencel)>
-

p<sequencals
end repls=s
end prod
- 0 Display Selections

Hide all Error; Bad let declaration, Type is |1, and expected type Is type s[] |

b IErron The extract pattern p<seguence(31*, seguence(Sz*), 33> is bad.
litle ; VAL —— seguence .

rror: Yariahle type mismatch p , type is little | PROGRAM |, expected type |3
little : AL .

rror; The extract pattern p=seguence(S1* 52* 33%)= I3 bad, little | VAL —
sequence .

rrar; The extract pattern p<#ifiE, sequence(), sequence())> Is bad. litle ; WAL
— #if .

rror: Yariable type mismatch p , type is little ; PROGRAM , expected type Is
little @ WAL .

rror The extract pattern p<sequencef)= |3 bad. little | VAL —— sequence |

rror: The operator assign Is used with a bad arity (correct one s 2 —

little: 10, littlenExP ).

Figure 4: Typechecking a TrfLL specification

Some of the points verified by the typechecker are:
e the correctness of rule types given the set type,
o the scoping and double declaration of sets,
¢ the construction of patterns (arity of operators, correctness of pattern compositions, ...),

¢ the typing of variables

This semantic specifies the required conditions for a Trfl. program to be well typed. Some informations are
stored in an environment: each variable found in a pattern (and its type) is stored in a table. Let’s focus on
the typechecking of patterns. In tc_ pattern there is one rule for each kind of pattern.

RR n° 3313
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set tc_pattern is

judgement TYPE, LANG, SYMBOL_TABLE |- PATT : SYMBOL_TABLE;
var node_patt: NODE_PATT;

var atom_patt: ATOM_PATT;

var variable_patt: VARIABLE;

extract_pattern:
type, lang, symbol_table |- pattl : symbol_table’ &
type, lang, symbol_table’ |- patt2 : symbol_table’’ &
tc_sub_type(lang |- pattl’, patt2’)
type, lang, symbol_table
|- extract_patt(pattl, patt2) : symbol_table’’

assign_pattern:
tc_variable(type, lang, symbol_table |- variable : symbol_table’) &
type, lang, symbol_table’ |- patt : symbol_table’’
type, lang, symbol_table
|- assign_patt(variable, patt) : symbol_table?’’

annotation_pattern:
type, lang, symbol_table |- patt : symbol_table’ &
annot_exists(lang |- annot_name) &
anonymous_var, lang, symbol_table’ |- pattl : symbol_table?’’

type, lang, symbol_table
|- annot_patt(patt, annot_name, pattl) : symbol_table’’ ;

node_pattern:
tc_node_patt(type, lang, symbol_table
|- node_patt : symbol_table’)

type, lang, symbol_table |- node_patt : symbol_table’ ;

atom_pattern:
tc_atom_patt(type, lang, symbol_table
|- atom_patt : symbol_table’)

type, lang, symbol_table |- atom_patt : symbol_table’ ;

variable_pattern:
tc_variable(type, lang, symbol_table |- variable_patt : symbol_table’)

type, lang, symbol_table |- variable_patt : symbol_table’ ;
end tc_pattern;

For instance, for a node pattern we have to verify the following features:

e the operator belongs to the source (or target) language,

e the operator is used with a correct arity,

¢ the operator belongs to the expected type and

e each son is well typed.

TYPOL has some predefined predicates that give information on operators:

e operator in_table(language, operator, integer), instantiates integer to 1 if operator belongs to

language, 0 otherwise,

INRIA



A language and an integrated environment jfor program transformations 9

e look_table(lang, operator, Sons, ), returns a structure Sons that gives the arity of operator and
the expected types of its sons. There is four kinds of operators: atomic, singleton (a node with no sons,
usually used to represent value like false or true for example), fixed arity and list arity operator. The
following table gives for each type of operator the result of the predicate look_table.

atomic id “integer” or id “string”
singleton type_s[]
fixed arity type_s[sonl_type, son2_type, ...]
list arity | star_list_of(son_type) or plus list of(son_type)

Let’s have a look to the set tc_node_patt:
This first rule only triggers an error if the operator doesn’t belong to the language.

operator_not_in_table:
_, lang, symbol_table
| - node_patt(operator, patt_s) : symbol_table ;
provided operator_in_table(lang, op, 0);
do
message ("TrfL", "TypeCheck", "operator_not_in_table", "Error",
s(subject, int 1), "", lang);

In this second rule, we first check that the operator belongs to the language, and we get information about its
arity and type of sons. Then we check if the operator is used with a correct arity, and if the operator is of the
expected type.

tc_node_arity(lang, Sons, symbol_table
|- node_patt(operator, sons) : symbol_table?’)
& check_operator_type(type, lang |- operator)

type, lang, symbol_table
|- node_patt(operator, sons) : symbol_table’ ;
provided
operator_in_table(lang, op, 1) &
look_table(lang, operator, Sons, _);

In tc_node_arity we check the arity of the operator and call t¢c_ pattern on each son with the appropriate type.

5 An integrated environment for program transformations

In this section, we describe two major tasks in the area of program transformation:
1. expressing transformation rules is the task of the designer;
2. transforming a given program using transformation rules is the task of the end-user.

We deliberately choose an interactive setting for both tasks, for convenience and safety reasons. On the one
hand, a designer can be considerably helped by a graphical tool based on actual patterns in an example source
program. Thus the transformation rule is not hand-written but automatically generated by the tool. On the
other hand, the end-user can be driven by a selection tool which highlights applicable transformations in a
given situation. We describe transformation tools in the context of syntactic editing within Centaur, and
provide illustrations based on the example developed in Section 6. These transformation tools are already
used in the Centaur system with the TransForm language [25]. We currently work on the adaptation of these
techniques to the TrfLi language

5.1 Building transformation rules by selection

The starting point for the designer of transformations is a syntactic description of the object language. From
these syntactic specifications, Centaur automatically generates a parser and a pretty-printer and combines them
in a structure editor. Abstract syntax is used to check the validity of editing operations. Centaur also provides
an editing menu to fill place-holders (meta-variables) according to their expected type. Available patterns are

RR n°® 3313



10 Isabelle Attali , Valérie Pascual , Christophe Roudet

indicated; a simple mouse click on a particular abstract syntax operator will provoke the insertion of that
pattern in the current hole, using concrete syntax in the editor.

This editing menu is automatically generated from the syntactic description of the language, and can be
organized using hierarchical submenus. It can be augmented by a designer who wants to provide specific editing
tools to the programming environment, such as transformation rules.

A designer can create a new transformation rule by selecting a particular fragment of a program in a Centaur
editor, and clicking on the "Add Transformation" button of the "Editing-Tools" pulldown.

This command creates a paned view with two Centaur editors, as illustrated in Figure 5, with loop unrolling.

Check TransForm Rule|

O File Display Edit BSelections Editing— O File Display

hile *exp do *inst VERY
transformations/s. ..

| |Right pattern

dit Selections

while *exp do *inst;

Ise

Figure 5: Building a transformation rule.

The upper editor allows one to build the left-hand pattern of the transformation, the lower editor corre-
sponds to the right-hand side pattern. Each fragment of the program belongs to the manipulated language,
so the designer is not required to know the abstract syntax of the language. Each editor (both sides of the
transformation rule) is associated with editing menus that facilitate the editing of the transformation patterns,
using these two fragments of program.

The "Show & Check Transformation Rule" button creates the transformation rule itself, generated from
program fragments. This rule may be edited or refined as well (directly at the source level), compiled, and then
inserted as a new item into the editing menu.

INRIA
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5.2 Transforming a program by selection

The end-user is guided by the editing menu (possibly augmented by the designer of transformations, sorted in
alphabetic order, or re-organized using hierarchical submenus). Automatically, according to the current selection
in the editor, this menu is updated with the corresponding available items (both patterns of the language and
transformations). Each item of a menu has the same associated action: clicking on a transformation rule replaces
the current subtree with the result of the transformation. This is illustrated in Figure 6 with the available item
“unfold loop” (note that the item “switch if” is not available, since the current highlighted expression is a while).

A special mouse behavior allows one to iterate the application of a transformation at all possible occurrences
within a program.

One advantage for the designer and the end-user is that the use of Centaur and syntax-directed editing
ensures the syntactic correctness of the resulting program. Another advantage for the end-user is that he is
always guided by the menu which interactively highlights available transformations at every stage of the program
development.

#examplesdeven, lil

sefuence

switch if

then even = true

else

begin

while x = 1 do x = x - &

if x = 1 then even = false else even = frug;
end

Figure 6: Transforming a program.

RR n°® 3313
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6 A complete example

Among many source-to-source program transformations (loop unrolling, inlining, procedure cloning, ...), con-
stant propagation is a global transformation that takes advantage of static data (i.e. known at specialization-
time) to propagate constant values and simplify the program, according to these values.

We illustrate our approach with the description of constant propagation on a toy imperative language named
Little'. We first describe the language itself, give a program example and the residual program after constant
propagation. We finally express the transformation in TrfLi to show the expressiveness of our language.

Figure 7 shows the abstract syntax for Little, represented as a set of operators and signatures.

program : ID x PARAMS x DECLS x INST -> PROGRAM
params : PARAM + -> PARAMS
param : ID x TYPE -> PARAM
integer : -> TYPE
boolean : -> TYPE
decls : DECL + -> DECLS
decl : ID x VAL -> DECL
assign : ID x EXP -> INST
sequence : INST = -> INST
ifthenelse : EXP x INST x INST -> INST
while : EXP x INST -> INST

Figure 7: The Little abstract syntax.

The Little program of Figure 8.a can be transformed into the residual version of Figure 8.b, using constant
propagation.

The principle of the constant propagation is to determine which variable is known statically. Then, state-
ments can be specialized and simplified. More precisely, we compute, at every step in the program, a list of
pairs binding a variable and its value (merely assignments), if this value is the same for all possible executions.
This list is empty at the beginning, then updated and propagated till the end of the program (see the rule
propagate_program).

I This transformation was originally expressed in Typol in [2].

INRIA
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program MAIN (x: integer; b : boolean)

declarations
variable y = b ;
variable z = 3
in
begin
if b
then
else

x + 2z

X -z ;

N N
n

if x
then even := false
else
if x =0
then even := true
else
begin
while x > 1 do x := x - 2;
if x =1
then even := false
else even := true ;
end
lend

program MAIN (b : boolean)
declarations
variable y = b ;
variable z = 3
in
begin
if b then z := 8 else z := 2 ;
x := 1;
even := false;
lend

(a) A Little program.

(b) The residual program (x = 5).

Figure 8: Constant Propagation for Little.

We detail here the transformation rule for the if statement: three cases can occur:

¢ the expression partially evaluates to true, then constant propagation continues on the then-part;
e the expression partially evaluates to false, then constant propagation continues on the else-part;

¢ the expression cannot be statically determined, then constant propagation continues with the common
binding list (call to the function glb, for greatest lower bound, for instance glb(B1' , B2' -> B’ , B1" ,
B2") computes the following decompositions B1'= B" + B1" and B2' = B’ + B2" where B1" and B2" are

disjoint sequences) and the partially evaluated if statement.

The transformation rule for the if statement is expressed in TrfL in Figure 9 (the full constant propagation

transformation is given in the Appendix).
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set propag (SEQUENCE:INST -> SEQUENCE::INST) is

propag_if:
D @ #if(E, 11, 12)
->
let
V := propag_eval(D::E);
< D’1:I’1 > := propag(D::I1);
< D’2:I’2 > := propag(D::12);
< D, D1, D2 > = glb(D’1, D’2)
in
case V is
true() : < D’1:I’1 >;
false() : < D’2:7'2 >;
others : < D’:#if(V, sequence(I'l, D”1), sequence(I’2, D"2)) >
end case
end let;

end propag;

Figure 9: Constant propagation in TrfL.

7 Conclusion and Future Work

We have presented a language and an integrated environment for program transformations. The TrfL language is
intended to be powerful and easy to use for both designers and end-users. The interactive environment includes
support tools to design transformation rules, without actually knowing object language constructors, just by a
selection of program fragments. Our environment also provide a typechecker for the language which ensures the
correct typing of the transformations. Finally, end-users perform transformations in a guided manner, selecting
available transformations in a menu.

We will pursue this definition work for Trfl. with an operational semantics. We also want to provide stand-
alone efficient transformation tools, working in batch, and independent from Centaur.

Application domains in the area of program transformation, besides partial evaluation and compiling tech-
niques, are numerous: we are currently investigating restructuration and adaptation of scientific Fortran pro-
grams, and also parallelization of object-oriented programs [1].

Our final goal, with a complete formal description of TrfL, is to be able to provide proof tools in order to
help designers to ensure the correctness of their transformations.
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Appendix: Constant Propagation in TrfL.

program const__propag transform little is
import glb(SEQUENCE, SEQUENCE ->
SEQUENCE, SEQUENCE, SEQUENCE),

not_val(VAL),
interpr(VAL, BINOP, VAL -> EXP),
dynamic(PARAMS -> PARAMS)
from Annex

rules

propagate_program (PROGRAM -> PROGRAM):
#program(ID, PARAMS, DECLS, 1)
->
let
< D1 :: 11 > := propag(sequence()::l);
PARAMS' := dynamic(PARAMS)
n
#tprogram(ID, PARAMS’, DECLS, sequence(l1, D1))
end let;

set propag_eval (SEQUENCE::EXP -> EXP) is
dont_ touch:
D ::x
provided x in {true(), false(), int _}
->

X;

propag_eval ident:
D :: lI:=ident N

->
propag_ bound(l::D);

propag_eval binop:
D :: bexp(E1, bop, E2)
->
let
V1 := propag_ eval(D::E1);
V2 := propag_eval(D::E2)
n
if V1in VAL & V2 in VAL
then let V := interpr(V1, bop, V2) in
\Y%
end let
else bexp(V1, bop, V2)
end if
end let
end propag eval;

set propag_bound (ID::SEQUENCE -> EXP) is

propag bound found:

I :: sequence(_*, assign(l, V), _*)
->

Vi

propag_bound not_found:
I :: sequence(L¥*)
provided ! | in {sequence( *, assign(l, V), *)}
->
|
end propag_bound;
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set propag (SEQUENCE:INST -> SEQUENCE::INST) is
propag__if:
D :: #if(E, 11, 12)
->
let V := propag_ eval(B::E);
< D’1::1'l > := propag(D::11);
< D2 :: I'2 > := propag(D::12);
<D, D"1,D"2 > :=glb(D'1, D'2)

in
case V is
true() : < D'1::1'l >;
false() : < D'2 :: I'2 >;
others : < D’ :: #if(V, sequence(l'l, D"'1),
sequence(l’2, D"’'2)) >
end case
end let;
propag_ while:
D :: while(E, 1)
->

let V := propag_eval(D::E);
false := false()

in
if V == false
then < D :: sequence() >
else

< sequence() :: sequence(D, while(E, 1)) >
end if
end let;

propag sequence end:
D :: sequence()

->
< D :: sequence() >;

propag_sequence _rec:
D :: sequence(l1, 12¥)
->
let < D1 :: 111 > := propag(D::11);
< D2 :: 122 > := propag(D1::12*)
in
< D2 :: sequence(I11, 122) >
end let;

propag_ assign:
D :: assign(l, E)
->
let val := propag_eval(D::E) in
if not_val(val)
then
let D' := remove(l:: D) in
< D’ :: assign(l, val) >
end let
else
let D' := partial update(<I, val>::D) in
< D’ :: sequence() >
end let
end if
end let
end propag;
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set remove (ID:SEQUENCE -> SEQUENCE) is
remove_found:
I :: sequence(L1%*, assign(l, ), L2*)
->
sequence(L1*, L2*);

remove_ not_ found:
| :: P:=sequence(L*)
provided ! P in {sequence(_*, assign(l, _), _*)}
->
sequence(L*)
end remove;

set partial _update (<ID, VAL>::SEQUENCE -> SEQUENCE) is
upd _found:
<l, V> :: sequence(L1*, assign(l, ), L2%)
->
sequence(L1*, assign(l, V), L2%);

upd_not_ found:
<I, V> :: P:=sequence(L¥*)
provided ! P in {sequence(_*, assign(l, _), *)}
->
sequence(L*, assign(l, V))
end partial _update
end program
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