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Abstract: We investigate modular properties of term rewriting systems, the basic opera-
tional formalism for equational specifications. First we study sufficient conditions for the
preservation of the termination property under disjoint (and more general) combinations
of term rewriting systems. By means of a refined analysis of existing approaches we show
how to prove several new asymmetric preservation results. For this purpose we introduce
two interesting new properties of term rewriting systems related to collapsing reductions:
uniquely collapsing and collapsing confluent. We discuss these properties w.r.t. well-known
confluence, consistency and normal form properties, and show that they are modular for
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Aspects modulaires de spécifications basées sur la
réécriture

Résumé : Nous étudions des propriétés modulaires de systémes de réécriture qui constituent
le formalisme opérationnel de base des spécifications équationnelles. Dans un premier temps
nous considérons des conditions suffisantes pour la préservation de la terminaison de systéemes
de réécriture sous des combinaisons disjointes (et plus générales). A partir d’une analyse
détaillée d’approches existantes nous montrons plusieurs nouveaux resultats asymétriques
de préservation. Dans ce contexte nous introduisons deux nouvelles propriétés intéressantes
de réductions effondrantes. Nous les comparons avec d’autres propriétés bien connues de
confluence, de consistance et de formes normales, et nous montrons qu’elles sont modulaires
pour les systemes linéaires a gauche, mais pas pour des systémes arbitraires.

Mots-clé :  Spécification équationnelle, réécriture, modularité, terminaison, confluence,
réduction effondrante.



Modular Aspects of Rewrite-Based Specifications 3

1 Introduction

The study of the modularity behaviour of rewrite systems (w.r.t. to the preservation of
important properties) under various types of combinations has become a very active and
fruitful area of research (cf. [15], [18], [9] for surveys). This field is of utmost importance
for the modular construction of (the operational version of) equational specifications with
desirable properties as well as for their structured analysis by a divide-and-conquer approach.

Here we shall be concerned with the question under which conditions disjoint unions of
rewrite systems inherit termination from their constituent systems. In particular, we are
interested in asymmetric preservation conditions which have only partially been explored
up to now. This analysis naturally leads to a thorough investigation of collapsing reduc-
tions and the role of (non-)left-linearity partially refining the existing analyses of [25] and
[13, 14, 22]. Besides the implications for the preservation of termination under (disjoint)
combinations this analysis of collapsing reduction and (non-)left-linearity may have other
potential applications, too.

The rest of the paper is organized as follows. In Section 2 we recall some basic termino-
logy about term rewriting and modularity. In Section 3 we give a brief survey of the basic
approaches and (some) modularity results for termination and prepare our analysis. The
main results of the paper are presented in Sections 4, 5 and 6. Finally we briefly discuss pos-
sible extensions (of the results on preservation of termination) for non-disjoint combinations
of systems.

2 Preliminaries

We assume familiarity with the basic no(ta)tions, terminology and theory of term rewriting
(cf. e.g. [4], [10]) but recall some no(ta)tions for the sake of readability. The set of terms
over some given signature F and some (disjoint) countably infinite set V of variables is
denoted by 7(F,V). Variables are denoted by z,y, z, ... Positions (in terms) are ordered
by the prefix ordering < as usual. Concatenation of positions is denoted by juxtaposition.
The ‘empty’ root position is denoted by A. Two positions p and ¢ are said to be parallel
(or independent, disjoint) if neither p < ¢ nor ¢ < p. The set of positions of a term s is
denoted by Pos(s). The sets of variable positions and of non-variable, i.e., function symbol,
positions of s are denoted by VPos(s) and F Pos(s), respectively. The subterm of s at some
position p € Pos(s) is denoted by s/p.

A term rewriting system (TRS) is a pair (F,R) consisting of a signature F and a set
R of rewrite rules over F, i.e., pairs ({,r) — also denoted by { — r — with {,7 € T(F,V).
Here we require that [ is not a variable, and that all variables of r occur in [ (this excludes
only degenerate cases). Instead of (F,R) we also write R” or simply R if F is clear from
the context or irrelevant. For reduction steps with the rewrite relation -z = — induced by
R we sometimes add additional information as in s =, 5 ;- ¢t with the obvious meaning.
Furthermore, we make free use of context notations like s = Clo(l)] ==, Clo(r)] =t or
s = C[s1,...,5n]p,,..p. Where the p;’s indicate the respective positions of the s;’s. If in a
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4 Bernhard Gramlich

reduction sequence (or derivation) D : sg =™ s, every step is uniquely specified, e.g., by
indicating the position p of the redex contracted, the applied rule [ — r (and redundantly the
matching substitution &), then we speak of a labelled derivation. The innermost reduction
relation — (induced by R) is given by: s —t if s = C[o(l)] ==, Clo(r)] =t for some
[ - r € R, some context C[.] and some substitution o such that no proper subterm of
o(l) is reducible. A TRS is non-overlapping if it has no critical pairs (note that an overlap
of a rule with itself at root position is not considered to be critical). It is an overlay or
overlaying system if critical overlaps between rules of R occur only at the root position. An
inside critical pair is obtained by overlapping some rule into another one properly below
the root. A TRS R is terminating or strongly normalizing (SN) if = is terminating, i.e.,
if there is no infinite derivation sg —r s1 —® s2.... R is innermost terminating if — is
terminating. It is confluent or Church-Rosser (CR) if *— o =* C —=* o *~ or equivalently
&% C = o *«. Confluence plus termination is also called completeness or convergence.
R is locally confluent or weakly Church-Rosser (WCR) if « o — C —* o *¢. The set of
irreducible terms (or terms in normal form) is denoted by NF(R). R has unique normal
forms (UN) if for all terms s,¢, s ©* t and s,t € NF(R) imply s =¢. R has unique normal
forms w.r.t. reduction (UN7) if for all s,¢,u, s *< v —* t and s,t € NF(R) imply s = ¢.
R has the normal form property (NF) if for all s,¢, s &* ¢ and t € NF(R) imply s —* ¢.
R is consistent (CON) if  <>* y implies « = y, and consistent w.r.t. reduction (CON7)
if £ * s —* y implies # = y. Local versions of certain properties like termination and
confluence (for instance: t is terminating) also make sense, with the obvious interpretation.
A rewrite rule | — 7 is collapsing if r is a variable. A TRS is non-collapsing if it contains
no collapsing rule. It is left-linear if any variable occurs at most once in any left hand side.

Next we recall some basic terminology for analyzing rewriting in disjoint unions (cf.
[24], [15]). A property P of rewrite systems is said to be modular (for disjoint systems)
if, for all disjoint systems Rp”?, Ry” * and R with R = (R W Ry )% v P(RyT*) A
P(wa’”) <= P(R7). We say that P is modular for (disjoint unions of) TRSs satisfying
Q if (P A Q) is modular. Let us assume subsequently that Ry and R,7™ are disjoint
TRSs with RT (or R = Ry ® Ry) denoting their disjoint union. Furthermore we shall
use the abbreviating notations 7 = 7(F,V) and T; = T(F;,V) for i = b,w. First of all,
in order to achieve better readability we introduce the mostly used chromatic terminology.
Many definitions, notations and case distinctions are symmetric w.r.t. the two systems.
The non-explicit case is therefore often indicated in parentheses (or omitted). Function
symbols from Fp (Fy) are called black (white). Variables are transparent, i.e., have no
colour. A term s € T is called black (white) if s € Tp (s € Tw). We say that s is top
black (top white, top transparent) if root(s) € Fy, (root(s) € Fy, root(s) € V).! Terms
in Ty U 7y are called homogeneous, terms from T \ (7o U Ty) mized. If s = C[s1, ..., sp]
is top black (top white), and the s;’s are the maximal top white (top black) subterms in
s, we also write s = C®[[s1,...,s,] (s = C¥[s1,...,5,]). In this case the s;’s are the

INote that a top transparent term must be a variable. Hence, this case is degenerate here for disjoint
unions. However, for constructor sharing and composable systems, this terminology can be conveniently
extended.
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white (black) principal subterms or aliens of s. We use s = C[[s1,..., s, to denote either
of the cases and say that the s;’s are the principal subterms (or aliens) of s. The rank
of s € T is defined by: rank(s) = 0if x € V, rank(s) = 1if s € (T, U Ty) \ V, and
rank(s) = 1+ max{rank(s;)|1 < i < n} if s = C[s1,...,85] (n > 1). The rank of a
derivation D : s1 — s — ... is min{rank(s;)|s; occurs in D}. For s — t, if s reduces to ¢
by applying some rule in one of the principal subterms of s, we write s — t, otherwise s — t.
The relations — and -5 are called inner and outer reduction, respectively. A rewrite step
s — t 1s destructive at level 1 if the root symbols of s and t have different colours, i.e., if
either s is top black and ¢ top white or top transparent (i.e., a variable), or s is top white
and t top black or top transparent. The rewrite step s — t is destructive at level n + 1 if
s=C[s1,...,85,...,5n] 5 Clsy, .. Sty ..., sp] with s; — t; destructive at level n. A step
s — t is destructive if it is destructive at some level n > 1. Note that if a rewrite step is
destructive then the applied rule must be collapsing. A term s € T is called preserved if no
derivation issuing from s contains a destructive step. We say that s is inner preserved if all
its principal subterms are preserved.

Due to lack of space we omit numerous basic facts about rewriting in disjoint unions
which we shall tacitly use in the sequel (cf. e.g. [24], [15]).

3 Some Known Results

It is well-known that confluence is modular but termination is not ([24]):

Example 1 ([24]) The disjoint TRSs
Ry ={ fla,b2) = f(z,2,2) } Rw:{G@,y)ﬂ}

are terminating, but R = Ry ® Ry is not, due to the cyclic derivation

fla,b,G(a,b)) 5w, f(G(a,b),G(a,b),G(a,b)) %}Ew fla,b,G(a,b))— ...

The non-confluence of the second system above is not essential for the existence of such
counterexamples, since even completeness is not modular ([23]). A simple counterexample
is the following.

Example 2 ([5]) The disjoint TRSs

fla,b,2) = f(e, 2, 2)

_ a—c | K(z,y,y) >z
Ry = b—ec Rw_{ 4

flz,y,2) = ¢

RR n"3330



6 Bernhard Gramlich

are terminating and confluent hence complete, but again their disjoint union R = Ry ® Ry
allows a cycle:

fla,b, K(a, e, b)) =r, f(K(a,c,b)3) %}E f(a,b, K(a,c,b)).

The known positive results for modularity of termination are, roughly speaking, based on
three different approaches concerning the essential ideas and proof structures (cf. [9]):

(1) a general approach via an abstract structure theorem where the basic idea is to
reduce non-termination in the union to non-termination of a slightly extended generic
version of one of the systems ([7], [19]),

(2) a modular approach via modularity of innermost termination where sufficient crite-
ria for the equivalence of innermost termination and general termination are combined
with the modularity of innermost termination ([8]), and

(3) asyntactic approach via left-linearity which in essence is based on commutation and
uniqueness properties of (collapsing) reduction in left-linear systems ([25], [14, 22]).

Due to lack of space we cannot give a more detailed account of the (numerous) papers on
the subject and the above classification. We only mention some results to which we refer
later on. Virtually all proofs for showing preservation results for termination under disjoint
unions (and more general combinations) rely on properties of minimal counterexamples of
the following form: If the union of two disjoint terminating systems Ry and Ry, (having
some properties) is non-terminating, then a minimal counterexample in the union must
enjoy certain properties and, consequently, Ry and R, must satisfy certain (additional)
properties. Since in general the role of Ry and R, in minimal counterexamples need not
be symmetric this may naturally entail corresponding (positive) symmetric and asymmetric
preservation results. In the literature this observation has been systematically exploited for
approach (1) above, and partially also for (3). Here we shall show how to do this for (2) and
how to considerably refine the existing analysis for (3). In all obtained new results (on the
preservation of termination) one of the systems must be non-collapsing but not necessarily
the other one.

The main (symmetric) preservation result corresponding to (2) above is the following
(here and subsequently we focus on the non-trivial implication of the corresponding modu-
larity result).

Theorem 1 ([8]) If Rs, R are terminating, confluent and overlaying then
Ry ® Ry is terminating (as well as confluent and overlaying).

Two symmetric results and an asymmetric one corresponding to approach (3) above are the
following.

Theorem 2 ([25]) If Ry, R are terminating, confluent and left-linear, then Ry & Ry is
terminating (as well as confluent and left-linear).

INRIA
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Theorem 3 ([22, 14]) If Ry, Ry are terminating, consistent w.r.t. reduction and left-
linear, then Ry @ Ry is terminating (as well as consistent w.r.t. reduction and left-linear).

Theorem 4 ([25]) Let Ry, Ry be terminating TRSs. If Ry is non-collapsing and R, is
left-linear and confluent then Ry & Ry ts terminating.

4 An Asymmetric Version of the Modular Approach

We shall show that in Theorem 1, if one of the two terminating systems is non-collapsing,
confluent and overlaying, then the other system need only be confluent but not overlaying
for ensuring termination of Ry & Ry, .

First we introduce some definitions for locally confluent TRSs. In such systems a term
is terminating if and only if it is complete (by Newman’s Lemma). Hence we can define
O(t) = Clt1d,...,t5l] for t = C[t1,...,t,] such that ¢1,... ¢, are the (uniquely defined)
maximal complete subterms of ¢. Here ¢; | denotes the unique normal form of ;. Clearly
we have t = ®(t).

If s — t by contracting a terminating redex in s (i.e., s =, t for some p € Pos(s), with
s/p terminating), we write s —g, ¢.2 If s — ¢ by contracting a non-terminating redex in s
(i.e., s =p t for some p € Pos(s), with s/p non-terminating), we write s —_s t. Clearly,
every reduction step can be written as s —¢, t or s —_gn t. We observe that whenever
s —ren t by a root reduction step then this implies that s is terminating. The relation —,
is terminating for any TRS (which is easily proved by structural induction). Furthermore,
every infinite derivation contains infinitely many —_qn-steps (which are not —g,-steps).
Contracting a terminating redex is compatible with the transformation @, in the following
sense.

Lemma 5 ([8]) Let R be locally confluent. If s =gy t then ®(s) =* &(t).

Lemma 6 Suppose R is a locally confluent TRS. Let | — 7 be a rule of R such that
there exists no inside critical peak by overlapping some other (or the same) rule of R into
l — r properly below the root. Let o be a substitution such that ol is not complete. Then
®(ol) = (Poo)l (where oo is the substitution defined by (Poo)x = ®(ox)). In particular,
if additionally ox is complete for all x € Var(l), then ®(cl) = (® o o)l = (o)l and all
proper subterms of ®(ol) are irreducible.’

Proof: We have to show that normalization of all maximal complete subterms in ol can
be achieved by normalizing all maximal complete subterms in the “substitution part o of
ol”. If no subterm of ol is complete we clearly obtain ®(ol) = (® o ¢){ = ol by definition
of ®. Hence, we may assume that some subterm of ol is complete. Let ol = Clt1,...,t,],
n > 1, where the ¢;’s are the maximal complete subterms of ol, let’s say with ol/p; = t;.
Note that, due to the assumption that ol is not complete, we have A < p; for all p;. Now,

2Here, the acronym ‘sn’ in the index stands for strongly normalizing.
3Note that ol is the normalized substitution defined by (cl)(z) = (ox)J.

RR n"3330



8 Bernhard Gramlich

if p; is below the position p of some variable z in [ then we get t; L= (® o o)({)/p; since t; is
also a maximal complete subterm of oz. If p; is a non-variable position of [ then we have
t; = o(l/p;). Since t; is complete, for every variable 2 which occurs in { (strictly) below p;,
ox is also complete. Let o'z = (Poo)(x) = (oz)] for these variables. By definition of ® we
get t; = o({/p;)d= o' ({/p;) }. We still have to show o'({/p;) = o'(!/pi). From irreducibi-
lity of ¢/ and A < p; we conclude that ¢/ ({/p;) must be irreducible, because otherwise there
would exist an inside critical pair in R by overlapping some rule into [ — r properly below
the root. Hence we are done. ]

Lemma 7 Suppose R is a locally confluent TRS. Let | — 7 be a rule of R such that
there exists no inside critical pair by overlapping some other (or the same) rule of R into
l — r properly below the root. Let o be a substitution such that ol is not complete. If
s = Clol] =p oimr Clor] =t then ®(s) =1 ®(t).

Proof: Straightforward using Lemma 6. ]

Theorem 8 Let Ry, Ry be terminating and confluent TRSs such that Ry ts additionally a
non-collapsing overlay system. Then R = Ry & Ry is terminating.

Proof: Suppose for a proof by contradiction that the disjoint union R = Ry & Ry, is
non-terminating. Consider an infinite (R-) derivation

D:sy — sy —>s3—...

with the additional minimality property that all proper subterms of s; are terminating and
hence complete. Then D must have the form

D:isg—=...= s, =xSng1—> -,

i.e., eventually some step s, = Sp41 is a (first) root reduction step. Clearly, this step is a
—_sn-step, and all proper subterms of s, are complete.

Now consider the case that s, is top white. All black principal subterms of s, are complete
and any derivation issuing from them consists of (complete) top black reducts, since Ry is
non-collapsing. Together with the infinity of D this implies that all si, £ > n, are top white
and that D contains infinitely many outer R, -steps. But then, by identifying abstraction
of all black principal subterms (i.e., by their replacement by some same fresh variable), we
obtain an infinite (pure) R,-derivation which contradicts termination of R, .

The other case is that s, is top black. Since all white principal subterms of s,, are complete,
all = sp-steps in D after s, (including s, 2 Sp+1) must be outer Ry-steps, and there must
be infinitely many of these. By definition of ® we know that all principal subterms in ®(sy,)
are irreducible. Hence, applying ® to D and using Lemma 7 (which is applicable, because
Ry is a locally confluent overlay system) and Lemma 5 we obtain the infinite R-derivation

D(sp) = B(spy1) = P(sn42) =°

INRIA
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where all (proper) reduction steps are outer Rp-steps. As above, identifying abstraction
yields an infinite pure Ry-derivation contradicting termination of Ry. Thus we may conclude
that R = Ry ® Ry must be terminating. [ |

Let us give an example for illustrating the applicability of Theorem 8.

Example 3 Consider the modified version of Example 1 where

Gz,z) >
Ro=1{ fla,b,z,2) = f(z,2,2,2) } R, ={ G(A,B)— A
A—B

Both systems are terminating and confluent, and moreover Ry is a non-collapsing overlay
system. Hence, Theorem 8 yields completeness of the disjoint union Ry ®Ry,. We note that
none of the previous modularity results is applicable here (including the recent ones of [3]).
In particular, Ry, is neither overlaying nor left-linear, and Ry is also not left-linear.

5 Asymmetric Versions of the Syntactic Approach

Example 4 Consider the disjoint TRSs

H(z,2) > K(B)
Ro=1{ f(z,9(2),9) = f,99) } Ry={ H(z,2) > C

Both systems are terminating as well as their disjoint union. However, we observe that none
of the known modularity results applies here. In particular, both systems are not left-linear,
and the second one is non-confluent (due to B Y+ H(z,z) — C with B and C distinct
normal forms).

Yet, we observe that collapsing reduction is deterministic in R,, above in the sense that
whenever a term s collapses to a variable  then z has a unique ancestor occurrence in s.
This property is violated in Example 2 where we have for instance K(z, z, z) — z, either by
applying the rule K (z,y,y) = # (in which case the ancestor of z in K (z, 2, z) is the first z)
or by applying the rule K(y,y,2) — « (in which case the ancestor of z in K(z, z, z) is the
last z). In fact, it turns out that also the property of not loosing the possibility of collapsing
reductions is a crucial one. For instance, in the TRS {G(z) — z, G(x) = A} we can collapse
G(z) to x but after reduction of G(z) to A this possibility is lost.

In order to precisely define the first property informally described above we need some
auxiliary definitions.

RR n"3330



10 Bernhard Gramlich

Definition 9 For any labelled derivation D : s —* t and any q € VPos(t) the set anc(q, D)
of ancestors of q in D is defined recursively as follows. Id D is empty, then anc(q, D) = {q}.
For a labelled one-step derivation D : s =, 51, t: anc(q, D) = {q} ifp and ¢ are disjoint,
and anc(q, D) = {ppsp2|l/ps = x} if ¢ = pp1p2, r/p1 = x €V and o(x)/p2 € V. For a
non-empty labelled derivation D = D1;Ds from s tot with Dy :s =% s', Dy 18" —p oir t
we define: anc(q, D) = U anc(q’, D1).

g'€anc(q,D3)

Slightly abusing notation, we denote | Jp.,_,., anc(q, D) (where the union ranges over all
labelled derivations from s to t) by anc(q,s —=* t). Furthermore, if t = x (and consequently
q = A), we also write — again slightly abusing notation — anc(z, s) instead of anc(A, s =*
z). If, fort/q =2 €V, anc(q,s =* t) = {p}, then we say that x int at (position) q has a
unique ancestor in s at (position) p. If in this case t = & (and consequently ¢ = A), we also
write anc(x,s) = p instead of anc(z,s) = {p} and say that x has a unique ancestor in s at

p.

In Example 2 e.g., for the derivation D : K(z,%,%) =k (z,y,y)»e © We have anc(A, D) =
{1}, and anc(z, K(z,z,z)) = {1,3}.

We remark that rewriting in left-linear TRSs enjoys some nice abstraction properties. In
particular, we have the following.

Lemma 10 Let R be a left-linear TRS. If s = Clz,...,&lp,,. p, =" « such that p; €

anc(z, s), i.e., pi € anc(A, D) for some labelled derivation D : s =* x, then Clxy, ..., x,] =*
z; (using the same rules at the same positions as in D) where z1, . .., x, are mutually distinct
fresh variables.

Proof: This is a consequence of the left-linearity of R. ]

Definition 11 A TRSR7 is said to be uniquely collapsing (UC) if, for every s € T (F,{z}),
s=Clz,...,zlp,, p, = & (where all occurrences of x in s are displayed) implies that & has
a unique ancestor in s at p; (for some unique i, 1 < i < n). We say that R is collapsing
confluent (CCR) if x *— s =* t implies t —* x for every s,t € T(F,V), x € V.

We observe that collapsing confluence is a restricted version of the normal form property
NF (where the only normal forms considered are variables), and can also be expressed more
locally as follows.

Lemma 12 For any TRS R” the following assertions are equivalent:
(1) Vs, t eT(FV),z €V z*s—>t—=t—>*z.
(2)¥s,t e T(F,V),z €V iz*—s>*t—=1>"z.

B)VMeT(FV),zeV iea*t—=1t>"u.

INRIA



Modular Aspects of Rewrite-Based Specifications 11

Proof: Straightforward. For the implication (1) = (2), assuming (1), one shows
VnVs,t e T(F,V),z€V: iz s3"t—=t>"z

by a straightforward induction on n. Analogously, for the implication (1) = (3), assuming
(1), one shows
VnVs,t e T(FV),z eV iz a"t—=1t>"x

by a straightforward induction on n. The implications (2) = (1) and (3) = (1) obviously
hold. Hence, all three properties are equivalent. [ |

Next we define a transformation which enables to abstract from white ‘layers’ but keeps
the information concerning potential (white) ‘layer collapses’.

Definition 13 Let Ry, Ry be disjoint TRSs such that R, is uniquely collapsing. The
(white) abstraction mapping © : T (Fo W Fy) — T (Fp W {G*, A°}) is recursively defined as
follows:

t if teT(F)
CPIO(t1),...,0t,)] if t=C[ts,... 4]
om ) A if teT(Fuw)
®=9 4 if t=Cty, .. 1], C¥e,... 2] p,
G(O(t)) if t=C%lts, .. talpr. pns
t = CV[z,..., ] —R. z,anc(z,t) = p;

We observe that © above is well-defined, since R, is assumed to be uniquely collapsing. For
illustration, consider in Example 4 the derivation

Ff(K(H(a,a)),9(H(a,a)), K(b)) ==, f(H(a,a),g(H(a,a)), K(b)) =r, f(K(b), K(b), K (b))

(where a, b are assumed to be black constants). Here, abstraction with © yields:

f(A,9(A),G(b)) = f(A,9(A), G(b)) ==, F(G(b),G(b), G(b)) -

Lemma 14 Let Ry, Ry be disjoint TRSs such that Ry is non-collapsing and R, is uniquely
collapsing and collapsing confluent. Let s be a top black term. Then the following properties
hold:

(a) s i)nbt — @(8) — R, @(t)
(b) s Sz, t = O(s) =7, O).

(c) s Br, t = O(s) =G ()—ey OF)-
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12 Bernhard Gramlich

Proof: (a) is straightforward by definition of ©. (b) is proved by induction on n = rank(s)
and case analysis using the non-collapsing property of Ry and (a). The proof of (c) is also
by induction on n = rank(s) and case analysis exploiting that R, is uniquely collapsing
and collapsing confluent. Note that without collapsing confluence of R,, an inner R,,-step
could be translated into a step using the rule G(x) — A. This is due to the fact that in a
top white, white term C%[z, ..., z] the possibility of a collapse to  might be eliminated by
a next (possibly non-collapsing) R.-step. ]

Lemma 15 A TRS R is terminating if and only if R ® {G(z) — z} is terminating.
Proof: The ‘if-part’ of the equivalence is trivial. The ‘only-if’ part is a consequence of [16,
Theorem 6].

An alternate (direct and easy) proof (of the ‘only-if’ part) is obtained by considering the
interpretation p of terms of 7T (F W {G},V) in the term algebra T (F,V) which interprets
every f € F by itself, and G as identity function. Since any infinite (R & {G(z) — z})-
derivation must contain infinitely many R-steps, non-termination of R & {G(z) — z} would
imply non-termination of R, simply by applying p.

A slightly more sophisticated interpretation which yields a proper decrease for any (pro-
per) reduction step in R & {G(z) — x} is as follows (assuming termination of R): Take
as semantic domain for F W {G}: A = T(F,V) x Nat, with Nat being the set of natu-
ral numbers. This yields a well-founded monotone (F @ {G})-algebra (A, >) by defining
falti,n), ..., (e, ne)) = (F(t1,. - tk),n1+ ...+ ng) for any f € F, and G4((t,n)) =
(t,n+ 1), and taking > to be the well-founded lexicographic combination of %7'2 and >pnqt
(the usual ordering on natural numbers). Clearly, (A, >) is compatible with R®{G(z) — =z},
cf. e.g. [26], hence R & {G(z) — z} is terminating. [ |

Theorem 16 Let Ry, Ry be two disjoint terminating TRSs. If Ry is non-collapsing and
R ts uniquely collapsing and collapsing confluent, then Ry & Ry is terminating.

Proof: For a proof by contradiction assume R; and R, are given as above such that
RT =Ry ® Ry is non-terminating. We consider a counterexample of minimal rank

D:sg or ST 2R S2 2R ...

where w.l.o.g. we may assume s; € T(F) = T (Fp W Fy) for all i, 0 < 4. Since D is minimal
and Ry is non-collapsing we conclude that all s; are top black (otherwise, i.e., if all s; were
top white, identifying abstraction of the principal subterms (i.e., their replacement by some
fresh variable) in D would yield an infinite R,,-derivation contradicting termination of R, ).
Now, applying Lemma 14 and exploiting the fact that D contains infinitely many outer
Ry-steps we obtain an infinite (Ry @ {G(z) — z})-derivation

O(D) : O(s0) =" Os1) =" Oss) =" ... .

But by Lemma 15 this implies non-termination of R, hence a contradiction. ]

INRIA



Modular Aspects of Rewrite-Based Specifications 13

In Example 4 the system Ry = {f(z,9(2),y) = f(y,y,y)} is non-collapsing and R,, =
{H(z,z) = K(B), H(z,z) = C,K(x) — z} is easily shown to be both uniquely collapsing
and collapsing confluent. Hence, by Theorem 16 we conclude termination of Ry & Ry, -

Example 5 Consider the disjoint TRSs

H(z,z) = K(B)
Ro =1 fla,9(2),y) = Fv.v,9) } R, = K(z) > C
K(z) -«

Both systems are terminating as well as their disjoint union. However, we observe that none
of the known modularity results (including Theorem 16 above) applies here. In particular,
the second system is not left-linear and not (collapsing) confluent (due to x + K(z) — C
with C' irreducible). Observe, however, that in contrast to Fxample 4 the non-collapsing
system Ry 1s additionally left-linear.

We shall show now that dropping the collapsing confluence condition for R, in Theorem 16
is possible provided we additionally require that R is left-linear.

Lemma 17 Let Ry, Ry be disjoint TRSs such that Ry is non-collapsing and R, is uniquely
collapsing. Let s be a top black term. Then the following properties hold:

(a) s i)nbt — @(S) — R, @(t)

(b) s 5z, t = O(s) =7, O).

(c) s 3Ryt = O(8) =Ta()se.6(e)s a7 O1)-
Proof: (a) and (b) hold by Lemma 14(a) and (b). (c) follows by induction on rank(s) (cf.
the proof of Lemma 14(c)). In particular, collapsing confluence of R,, is not needed here.
|

Lemma 18 Let R be a left-linear TRS. Then, R is terminating if and only if R&{G(x) —
z,G(z) = A} is terminating.

Proof: The ‘if-part’ of the equivalence is trivial. For the ‘only-if’ part assume that R
is terminating. Let Rg, = {G(z) — 2z}, Rg, = {G(z) —» A}. Obviously, Rg,
is terminating. By assumption and Lemma 15 we know that (R U Rg,) is terminating.
Hence, using the guasi-commutation approach of Bachmair & Dershowitz [1, Lemmas 1,2],
for termination of RU(Rg, URG,) = (RURg,) URg, it suffices to show that (RURg,)
quasi-commutes over Rg,, l.e. —Rg, © FRURGg, & FRURG, © %FRURGZ)URGA. The

latter property is a consequence of

(1) %RGA © 2 Ra, - —Ra, © _>RGAa and

RR n"3330



14 Bernhard Gramlich

(2) 2re, 0 =R C =R o —>*RGA.4

Now, (1) is straightforward by an easy case analysis exploiting the special shape of the rules
G(z) = z and G(z) = A. (2) is also easy by a standard case analysis, but essentially relies
on left-linearity of R. Hence, we are done. ]

Theorem 19 Let Ry, Ry be two disjoint terminating TRSs. If Ry is non-collapsing and
left-linear, and R, ts uniquely collapsing, then Ry ® Ry is terminating.

Proof: For a proof by contradiction assume R; and R, are given as above such that
R = Rp P Ry is non-terminating. We consider a counterexample of minimal rank

D:sg 9r ST R S2 =9R ...

where w.l.o.g. we may assume s; € T(F) = T(Fp W F,) for all 4, 0 < 4. Since D is
minimal and R is non-collapsing we conclude that all s; are top black (otherwise, i.e., if
all s; were top white, identifying abstraction of the principal subterms in D would yield
an infinite Ry, -derivation contradicting termination of R,,). Now, applying Lemma 17 and
exploiting the fact that D contains infinitely many outer R;-steps we obtain an infinite

(Ry ® {G(2) = 2, G(x) — A})-derivation
O(D) : O(sg) =" O(s1) =" O(s2) =" ... .

But by left-linearity of Ry and Lemma 18 this implies non-termination of Ry, hence a
contradiction. ]

Using Theorem 19 it is straightforward to prove termination of (Ry @ Ry) in Example 5:
Ry = {f(a,g9(z),y) = f(y,y,y)} is non-collapsing and left-linear, and R, = {H(z,z) —
K(B),K(z) = C,K(z) — «} is easily shown to be uniquely collapsing. Hence Theorem 19
is applicable.

However, let us remark that in general applying the preservation criteria for termination that
rely on the properties UC and CCR, i.e., Theorems 16 and 19, is not obvious. In fact, the
properties UC and CCR, are undecidable in general, even for left-linear terminating TRSs
(this can be shown by using the undecidability of PCP, Post’s correspondence problem).
Consequently, it might be worthwhile looking for interesting decidable (syntactic) conditions
ensuring them (this seems to be non-trivial). Yet, we think that the analysis performed
is of independent interest because it provides a deeper structural insight into the crucial
phenomena causing (non-)termination in disjoint unions of terminating systems.

4In fact, in the latter reduction here instead of —>”C‘;A one parallel reduction step using (instances of ) the

Ra,-rule G(z) — A suffices.
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6 Modularity Criteria for UC and CCR

Next we shall investigate how the newly introduced properties of being uniquely collapsing
(UC) and collapsing confluent (CCR) relate to other well-known confluence, normal form
and consistency properties. Moreover, we shall study their modularity behaviour.

Lemma 20 For any TRS the following implications hold and are proper:
(a) NI — CCR.

(b) CR = CCR = CON.
(¢) UC= CON.

Proof: The implication in (a) follows from the respective definitions (and Lemma 12).
Furthermore, the TRS {a — b, @ — ¢} (over the signature F = {a, b, ¢}) is a counterexample
to the reverse implication. In (b), the implications also follow from the respective defini-
tions (and making use of Lemma 12). The implications are proper, because for instance
{9(z) — ,9(a) — b} is CCR but not CR, and {f(z) — z, f(x) — g(x)} is CON but
not CCR. Finally, the implication UC = CON7 in (c) holds, since any counterexample
T Clz,ylp,p. =1 y (z # y) to CONT immediately yields a counterexample to UC:
z Y+ Clz,z]p,p, =1 = where p1,ps are distinct ancestors of z in C[z,z]. Moreover,

{f(z,z) — z} is obviously CON™ but not UC. ]

Neither UC nor CCR is a modular property of TRSs as shown by the following examples.
Example 6 The disjoint TRSs

m={pJuednr) me={ G000

are both uniquely collapsing (as is not difficult to verify). However, their disjoint union
R =Ry D Ry ts not even consistent w.r.t. reduction since in R we have for instance:

2 f(A4,9(4),y,2) T f(G9(A)),G9(A),y,2) >y
Example 7 The disjoint TRSs

Ro={ flz,z,y) >y } Rw:{ﬁ:g}

are obviously collapsing confluent, but in R = (R & Ry) we have
F(B,Coy) Y (A, Ay) =y

where f(B,C,y) and y are distinct normal forms. Hence, R is not collapsing confluent.

RR n"3330



16 Bernhard Gramlich

NF UN™

N\

CCR — — CON™” = UC

Figure 1: confluence / normal form properties and their modularity behaviour

Figure 1 summarizes the relationships between the various confluence and normal form
properties considered as well as their modularity behaviour. Missing implications do not
hold, the boxed properties are modular and the others are not modular (cf. [24], [21], [15],
[13], [22, 14] for the relations and (non-)modularity properties not treated above).

The properties NF and UN™ are not modular as shown by Middeldorp ([15]). However,
modularity can be recovered by imposing left-linearity (LL): NF ALL is modular ([15]), and
UN7 ALL as well as CON” A LL are modular ([13]). Interestingly, it turns out that for
collapsing confluence (CCR) and the property of being uniquely collapsing (UC) modularity
can also be recovered by imposing left-linearity.

Theorem 21 Collapsing confluence is modular for left-linear TRSs (i.e., CCR A LL is
modular).

Proof: For the non-trivial part of the modularity statement assume that R, and R, are
disjoint left-linear TRSs that are collapsing confluent. First we observe that, by [21, Lemma
3.6] ¢33~ is a conservative extension of both <3% and <% ., i.e., for any i € {b, w}:

(x) Vs, teT(Fi,V):son, t &= sont.

Now assume that in R = Ry @Ry we have 2 j¢—s =% t. Then we must show: ¢ =% z. To

this end we first reduce ¢ to an inner preserved reduct as follows: If ¢ € T (F;, V) (for some i €
{b,w}) then t is already inner preserved. In that case we get # <+% .t by (), and collapsing
confluence of R; implies ¢ —% z as desired. Otherwise, assume w.l.o.g. ¢ = C*[ts, ... ta].
Since every term has a preserved reduct (cf. [11]), every principal subterm ¢; of ¢ can be
reduced to a preserved reduct t;. Hence we get t = C®[ty,... t,] =% CO[t), ..., t}] = ¢
and z <+* t. Obviously, ' is of the form ¢/ = D’[uy, ..., u,] and is inner preserved. Now,
according to [21, Lemma 3.13], an abstraction (modulo +%) of the maximal top white
special subterms in z and t’ yields the following:

TR, Db[;rl, ey )]
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Modular Aspects of Rewrite-Based Specifications 17

where 21, ..., 2, denote (not necessarily distinct) fresh variables with z; = z;, <= u; &%
ug, for 1 < j, k < m.5 Thus, by collapsing confluence of R; we get

Db[zy, ..., &m] —R, T

Since Ry is left-linear (and # does not occur among the #;), by Lemma 10 we can replace
the variable occurrences 1, ..., x,, by mutually distinct fresh variables y1, ..., ¥, such that

Db[yl, CYm] =R,

(using the same rules at the same positions).® From the latter derivation we finally obtain
by instantiation
Db[ul, C U] SR,

which together with t —% D°[uy, ..., uy] yields
toR
as desired. Hence we are done. [ |

In order to illustrate what may go wrong in the above construction for non-left-linear
systems consider again Example 7. There we had the derivations

f(B:C: y) }}%f(A,A,y) —R Y

in the disjoint union. Now, f(B,C,y) is inner preserved (it is even irreducible). Hence,
abstraction (modulo +%) yields (due to B <% C)

flz,z,y) €2, ¥

with z a fresh variable. Collapsing confluence of Ry = {f(z,2,y) — y} entails
f(z,2,y) =%, y, in fact even
f(Z;Z;y) _>'Rb y.
But now linearization w.r.t. z is impossible, i.e., f(z1,22,y) ==, ¥ (from which we would
get f(B,C,y) =R, y as desired) does not hold.

Theorem 22 A left-linear TRSs is uniquely collapsing if and only it is consistent w.r.t.
reduction (LL = [UC <= CON7]).

5Note that in order to ensure applicability of [21, Lemma 3.13] as above one has to verify that — in
the terminology of [21] — ¢’ is ‘H;‘zb—normalized’ and ug, ..., um are ‘<37, -normalized’. The latter property
(which implies the former one) follows from the preservation of the u; in combination with collapsing
confluence of Ry and of R,.

SNote that this ‘linearization’ of the derivation essentially relies on left-linearity of Rp!
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18 Bernhard Gramlich

Proof: Assume R is left-linear. The implication UC =—> CON holds (even without left-
linearity) by Lemma 20(c). Conversely, assuming =UC we have to show =CON7. Hence,
consider a counterexample (to UC), i.e., a derivation

s=Clz...,zlp,, .p, =" =

(with n > 2) where z has two distinct ancestor occurrences p; and p; in s, let’s say p; and
Pn- By left-linearity of R and Lemma 10 this implies

Cly,z,...,z,z] =%y

and
Cly,z,...,z,2] =% 2

(for some fresh distinct variables y, z) which yields =CON7 as desired. ]

In view of Theorem 22, and since confluence implies in particular consistency w.r.t. reduction
and collapsing confluence, Theorem 16 above constitutes a generalization of Theorem 4 (due
to Toyama, Klop & Barendregt [25]). Furthermore we remark that together with the (non-
trivial) modularity of CON™ A LL which was proved in [13] Theorem 22 above entails the
following consequence.

Theorem 23 Being uniquely collapsing is modular for left-linear TRSs (i.e., UCA LL is
modular).

7 Extensions to Non-Disjoint Unions

Extensions of our asymmetric preservation results for termination are possible for instance
for composable TRS ([17, 18, 20]) where constructors may be shared as well as the defining
rules for all shared defined symbols. In such combinations the problematic ‘layer-coalescing’
reductions are not only possible by application of collapsing rules, but also by application
of ‘shared function symbol lifting’ rules. Taking this effect into account, Theorem 8 extends
in a natural way to composable TRSs by requiring ‘layer-preservation’ ([20]) instead of the
non-collapsing property of one of the involved systems (cf. [9, Theorem 5.4.12]). Similar
extensions (to composable systems) of the presented symmetric and asymmetric preserva-
tion results for the syntactic approach seem also possible along the same line of reasoning
by replacing the non-collapsing requirement by layer-preservation and by forbidding shared
function symbol lifting rules. Whether extensions to certain hierarchical combinations are
possible remains to be clarified (cf. e.g. [12], [2], [6]).
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