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Problémes d’Adamjan—Arov—Krein sur des
sous—ensembles du cercle et extensions de norme
minimale

Résumé : Ce travail concerne la généralisation a des sous—ensembles du cercle unité de
problémes du type Adamjan—Arov—Krein et principalement celui de I’extension d’une fonc-
tion donnée a la partie manquante du bord de facon & la rendre la plus proche possible
en norme du sup des fonctions méromorphes avec N poles sous une certaine contrainte de
gabarit. Dans le but de rendre cette analyse numériquement effective, nous établissons un
résultat générique de simplicité des valeurs singuliéres d’opérateurs de Hankel qui nous per-
met de fournir un algorithme de résolution convergent dans les classes de Holder-Zygmund
séparables.

Mots-clés : Approximation méromorphe uniforme, problémes extremaux, extension d’Adamjan—
Arov—Krein.



1 Introduction

1.1 Framework and motivation

The problem under study in this paper may be considered as a means of making the analytic
continuation principle computationally effective in the disk for a function which is merely
known on a subset of the circle. This issue arises in a variety of inverse problems ranging
from deconvolution and the identification of linear control systems or stochastic processes to
inverse scattering and Neumann-Dirichlet problems, see e.g. [7, 10, 12, 15, 14, 28, 32, 34]
and their bibliography. Although the Carleman theory formally provides a solution as the
limit of certain singular integrals [2], the question is well-known to be ill-posed [25]: if,
for instance, the boundary data do not ezactly match those of an analytic function, then
Carleman’s recovery formulas diverge [4]. We shall in fact take up a slightly more general
issue by allowing the function to be recovered to have a prescribed number of poles, this
being a minor extension of the previous question.

We will state this recovery issue as an extremal problem with a prior: constraints on the por-
tion of the boundary where no data are available. It appears then as a natural generalization
to arbitrary subsets of the unit circle T of an Adamjan—Arov—Krein (in short, AAK) problem
[1]. Providing as it does a link between meromorphic approximation and Hankel operators,
the AAK theory has engaged the interest of many researchers in functional analysis [33, 36]
and has already found many applications to approximation, interpolation, control theory
and signal processing [17, 21, 28, 34|.

The present paper can be seen partly as a sequel to [6, 7], where a version of the Nehari
problem, based on data provided on a proper subset of the circle, was applied to the question
of band-limited frequency-domain identification of stable linear systems. Here we resolve the
problem of finding the best completion of a partial model—i.e., of extending a function to
the missing part of the boundary so as to make it as close to meromorphic with /N poles as
possible in the sup norm while meeting some gauge constraint.

In order to keep the solution to this problem constructive, we show that it is generically well
behaved in Hélder-Zygmund classes from the numerical viewpoint; this will rest on continuity
properties of meromorphic approximation [29, 31] and on the generic non—multipleness of
Hankel singular values. An algorithm is described at the end of the paper.

1.2 Notations and preliminaries

In the following, D will denote the unit disk of the complex plane and T the unit circle. We
abbreviate the set of positive real numbers by Rt := {z € R, z > 0}. When E C T, we write
C(F) for the space of continuous complex-valued functions on E while LP(E) designates the
familiar Lebesgue space for 1 < p < oo. We let H? C LP(T) be the Hardy space with
exponent p of D consisting of functions with vanishing Fourier coefficients of negative index.
Alternatively, H? is the set of nontangential limits of functions analytic in I whose modulus
has uniformly bounded LP-mean over circles centered at 0 included in D; when p = oo,
this simply says that the function is bounded in . When p = 2, we also introduce the
conjugate Hardy space HZ which is the orthogonal complement to H? in L%*(T), that is
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to say the subspace of functions with vanishing Fourier coefficients of non-negative index.
Equivalently, f € H? if, and only if, f € H? and f has zero mean on T.

The norm on LP(E) will be the natural one, denoted by || || r(x). In L*(E), we write d(¢, S)
for the distance of the element ¢ to the subset S; we use the same notation regardless of
E C T, but the context will keep the meaning clear.

The balls in L*°(E) are weak-* compact. We use this well-known fact on several occasions in
its sequential form: any sequence (f,) with || f,|| 25y < C contains a subsequence (f,, ) such
that limg oo [, f,hd0 = [, fhd0 for every h € L'(E) and some f satisfying || f|| Le(s) < C.
We also recall a theorem of Douglas [20] that the space H* 4 C(T) is a subalgebra of L>(T).
The subscript |z applied to a function or to a set of functions indicates restriction to E; for
instance, Hf; is the space of traces on E of HP functions. Whenever f is defined on £ and
h is defined on its complement T\ E, then fV h stands for the concatenated function which
is defined on all of T.

Recall that the modulus of continuity of a function f € C(F) is defined by

wy(6) = sup [f(z) = f(y)l-

z,yEE
lz—y|<é

For 0 < a < 1 fixed, introduce the Holder-Zygmund! class:
Aa(E) == {f € C(E), ws(0) = O(6%)},

with norm )
w
11l 5= ey + sup <22
6>0
We define the separable Holder—Zygmund class A, (E) to be the subspace of those functions
f in A,(E) such that

w,(;ff) — 0 as & — 0.
We will use the following subsets:
N(E) = {fer(B), f>0}
APH(E) = {feX(E), infg f > 0},
AUE) = {f€A(E), f=0 at boundary points of F}.
We also introduce
M = {MeL*T\K), M>0ae onT\K},
M, = {MeM, infr\x M > 0}.

The symbol || ||,, Will be reserved for the norm of an operator from one Banach space into
another.

For N > 0, we let Py[z] be the space of complex algebraic polynomials in the variable z of
degree at most N, and we further define Ry C L*°(T) to be the set of rational functions
with no poles on T and at most N poles in . Finally, 7" denotes the space of trigonometric
polynomials.

L Also commonly called Lipschitz class.
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1.3 About AAK approximation

An AAK approximation problem consists by definition in solving for

jemmin b= gllz=), (1)
where h € L>°(T) is given. The following facts are well-known |27, 33, 36]:
(a) a solution gy does exist;
(b) the solution need not be unique but it is unique at least if h € H* + C(T), and the
error function |h — gy/| is then constant a.e. on T.
Very much like for conjugate functions, it turns out that gy need not be continuous even
if f is, but gy will for instance be continuous if f is Dini-continuous. The solution to the
AAK problem above is closely related to the Hankel operator with symbol h

[y, : H*— H givenby Tjv= Ppgz (hv), (2)

where Pp2 is the orthogonal projection from L?(T) onto H{. Specifically, a classical theorem
of Hartman asserts that [', is compact if and only if h € H* 4+ C(T), and in this case, if vy
is an eigenvector of I';I', associated with the N + 1-st largest eigenvalue, we have that

Fh UN .

gN:h_ )
UNn

moreover |h — gy| is equal almost everywhere on T to the square root of this eigenvalue?
which is thus the value of problem (1).

A well-known theorem of Kronecker [27, 36| asserts that [, has finite rank if, and only if,
h belongs to H* + R,, for some m. This is the only case where AAK approximants can
easily be computed, for then the non-zero singular values and their associated vectors can be
obtained as those of the finite matrix representing I';I';, on the orthogonal space to KerT',
in H2. This matrix is easily computed from a rational symbol [17, 18, 21]. Due to the lack of
continuity of the best approximation operator C(T) — H* + Ry [26, 31|, situations where
no rational symbol is available are much more delicate, but they can be handled generically
in smoother classes of functions, see [22, 29| and the last two sections of the present paper.

1.4 Statement of the problems
Let K be a subset of T. We refer to the following as the Bounded Completion Problem:
Problem 1 For ¢ € L*(T\ K) and M € M, define:
Dyy ={he€ L*(T\K), |[h—9%| <M ae onT\K}.
Given f € L*(K) and N > 0 an integer, we seek hy € Dy such that

d(fV hn, H® + Ry) :hmin d(fVh,H®+ Ryx) :=yn(f Vi, M). (3)

€D,y

2This quantity is the N + 1-st singular value of ', to be defined in a slightly different but equivalent
manner in (14).
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In words, we are given a bounded function on a subset of the circle and a gauge on the
complementary subset, and we seek an extended definition to the whole circle that meets
the gauge and makes the global function as close as possible to a meromorphic function with
N poles. Companion to problem 1 will be the Bounded Extremal Problem:

Problem 2 Fory € L*(T\ K), M' € M, and N > 0 an integer, define:
By y={9€H*+Ry, |[g—¢| <M ae on T\ K}.
Given f € L™(K), we seek gy € By, such that

If = gnllemey = min |If = glleeqe) = B (f V¥, M'). (4)

My

The bounded extremal problem is close in spirit to the bounded completion: here again we
are given a bounded function on a subset of the circle and a gauge on the complementary
subset, but this time we directly seek a meromorphic function with N poles which is closest
to the function while meeting the gauge.

When f and 1) are fixed and understood from the context, we occasionally write Sy (M') for
ﬁN(fV d}’Ml) and fVN(M) for fVN(f Vi, M)

If K =T, then Bf\v/l,ﬂ/} = H* + Ry and problem 2 reduces to AAK approximation, while
problem 1 is devoid of meaning. On the other hand, if K = (), then problem 2 makes no
sense and problem 1 amounts to finding a function hy whose distance vy to H* + Ry is
minimal in Dy C L®(T). This non-classical question contains in nuce all the ingredients
of our approach. Specifically, let wy;,. denote for any € > 0 the outer factor with modulus
M +¢€ and o1 be the (N +1)-st singular value of the Hankel operator with symbol 1 wX41+E.
Then, either oy < 1 for every € > 0, in which case (H*® + Ry) N Dy # 0 and hy can be
any member of the intersection, or else vy is implicitely defined as the unique positive real
number ¢ such that ox;1 = 1; in this case, the solution is

M M

Ay = ——ovyw + 1—-—

)Y,

where vy is the best AAK approximant with N poles to ¢w;41+w. The patient reader will
have no problem in verifying this by mimicking the proofs of theorems 3 and 4.

We shall study problem 1 when both K and T \ K have positive Lebesgue measure, and
we find that it reduces to problem 2 which in turn reduces, although in an implicit manner,
to AAK approximation. When N = 0, problem 2 was analysed by the authors in [6] when
M' is a constant, and in [7] for positive continuous M’; we shall carry these results over to
N > 0 and to arbitrary constraints M’ € M, on our way to solving problem 1. In another
connection, we mention that L? versions of problems 1 and 2 have been treated in [4, 8| for
N = 0 in which case problem 2 was also considered in a Hardy-Sobolev class [3]. But for
N > 0, where the L? analog of AAK approximation is best rational approximation in H?,
the corresponding questions are open; an LP version of the AAK problem on T is proposed
in [9] for p > 2 although the occurence of local minima may hinder numerical computations.
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The outline of the paper is as follows. In section 2 we prove the existence of a solution to
problem 1 and, when the set Bﬁ,ﬂp is not empty, to problem 2. In section 3, we show that
problem 1 reduces to problem 2 which is itself implicitly equivalent to AAK approximation.
In section 4, assuming that f V¢ € H*® + C(T) and K has an interior point, we establish
the continuity of vy and [y along with a reciprocity relation that make our reduction to
AAK approximation computationally effective; we then get uniqueness and error circularity
for both problems 1 and 2. Section 5 deals with generic non-multipleness of Hankel singular
values and contains the technical developments needed to show that problem 1 is well-posed,
provided (f V 9, M) lies in some dense and open subset of A\,(T) x AT9(T \ K). The a—
Lipschitz smoothness required from M and f V 9 is reasonable for many applications. That
M vanishes at the endpoints of K may seem unnecessarily restrictive at first glance but is
really needed if one wants f V hy to be continuous, a mandatory feature in most modelling
problems. Section 6 subsequently describes a constructive algorithm in this case.

From now on, we tacitly assume that both K and T \ K have positive Lebesgue measure.

2 Existence of solutions

Recall that a Blaschke product of degree m is a rational function of the form

z—aj

b(z) = eI

=1 —_
= l—a;z’

where ¢ is real and the a; are complex numbers of modulus less than 1. Such functions may
be characterized as being analytic on the closed disk and having modulus 1 on T [20].

Lemma 1 For any integer N > 0,
H®+Ry={b'g: b, g€ H, b a Blaschke product of degree < N} (5)

is weak-* closed in L>(T).

Proof: first, observe that the right-hand side of (5) is indeed equal to H* + Ry since the
latter consists of functions meromorphic in D with at most N poles that remain bounded
near T. Let (¢;) be a sequence of functions in H* + Ry which converges weakly-* to
¢ € L>(T). Then, the sequence of Hankel operators (T'y;) converges weakly to I'y, and it
follows from Kronecker’s theorem that all of these operators have rank at most N and hence
that ¢ € H® + Ry. Thus, H® + Ry is weak-* sequentially closed, and the lemma follows
because L!(T) is separable. n

Theorem 1 Problem 1 admits a solution.

Proof: let (h;) in Dy, be a minimizing sequence for (3). By weak-* compactness, (h;)
converges weakly-* to some h € Dy, up to a subsequence. By property (a) of AAK
approximation in section 1.3, there exists for each j a function k; € H* + Ry such that
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| fV hj = kj||pe(ry = d(f V hj, H® + Ry). Up to a subsequence, (k;) converges weakly-* to
some k € H*® 4+ Ry, by lemma 1, and

lf VA — k| gy < jli_{go | fV hy—Ej||Leeemy = v (f VY, M),

so that h provides us with a solution. [ ]

As far as existence is concerned, there is a slight difference between problems 1 and 2, namely
the set BY, @ of candidate approximants may in the latter case be empty. This happens, for
example, when d(, (H*® + Ry)|,, ) > supp g M', which is perfectly possible as there exist
functions at positive distance from (H* + Ry)j, , in L®(T \ K). Indeed, using lemma 1,
the proof of [6, lem.1] is easily adapted to show that any £ € H* verifying

® [[€llzeeemimy <1,

° §|_TiK € L*(T\ K), and

e the zeros of £ either accumulate at some interior point of T \ K or else accumulate
nontangentially at some density point of T \ K,

is such that §|_T\1K is at distance at least 1 from (H* 4+ Ry)),, - In particular, BY, e = () for

all N > 0 whenever M" € M verifies supy, x M’ < 1. Describing those ¢ for which B}, , # 0
for all M’ € M, (or even for constant M’ > 0) is equivalent to characterizing the closure of
(H® + Bn)jp in L2(T \ K), and this is an open issue even when K is an arc. To check

that BY iy 7 (), we shall rely on an elementary sufficient condition:

Lemma 2 If K C T has an interior point and ¢ € (H* 4+ C(T))
every M' € M, and every integer N > 0.

then By, # 0 for

lT\k?

Proof: it follows immediately from Runge’s theorem that already B?v[',¢ # () in this case, see
the proof of [6, thm.1,(47)]. u

Remark 1 Lemma 2 shows that problem 1 would not have any solution in general if we
omitted the constraint h € Dy . Indeed, if T \ K has an interior point and f € (H™ +
C(T))|,, we can find a sequence of functions in H* + Ry that will converge to f on K,
although the argument in [6, prop.2| shows this sequence is necessarily unbounded on T \ K
if f ¢ (H® 4+ Ry)|, see also [23, thm.16]. A similar remark holds for problem 2 if the
constraint g € By, , is omitted.

Theorem 2 Problem 2 admits a solution provided BAA/’IW # 0.

Proof: let (g;) in By, be a minimizing sequence for (4). Since it is bounded in L>(T)
some subsequence converges weakly-* to a function g € H*® + Ry in view of lemma 1. Up to
another subsequence, we may assume that M'—|i)—g;| also converges weakly-* in L>(T\ K).
Because weak-* limit preserves non-negativity, we now see that g € B]]\V/,,ﬂ/, and that:

|f — gllzee () < jﬁ_{go \f — gjlleecry = B (f Vo, M').
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3 Reduction to AAK approximation

We first show how the bounded completion problem 1 reduces to a bounded extremal one of
type 2. It will be convenient formally to define the trace of Bﬁ,,w on K:

Cirp = {91k » 9 € Bapry} € L¥(K).
Theorem 3 Let f € L*°(K), ¢ € L*(T\ K), and N > 0 an integer. For M € M, set
M =M+yn(fVY,M)onT\K. (6)
Then B]]\V,I,M # 0 and we have the inequality:
By (M') < yn(M). (7)

Iff ¢ Cﬁﬂp, so that vy (M) > 0 whence M' € M., and if gn is a solution to problem 2, then

M
hN=—gN+(1——)w (8)
15 a solution to problem 1; in fact,

|f V oy — gn|lzecry = Yv(M).

Proof: let hi € Dy, be a solution to problem 1 and gk € H™ + Ry be such that
|fV hy = gillLe(ry = yn(M). By the triangle inequality

W —gh| < M +yn(M)=M', ae.on T\ K,

so that By, , # 0 as it contains gy. Moreover, by the very definition of Sy, (7) holds.
Consider now the function hy given by (8). Since

M
|d}_hN| :Mhb_gN' SMa a.€. OHT\K7
we see that hy € Dy . Furthermore

1V by = gnllpeory = max (|| f — gnllzeex) > [|hn — gnllzoecmi)

< max (By(M"), [|M' = M| L=(r\x)) = 7 (M)
where the last equality follows from (6) and (7). n
Remark 2 If f € Cﬂj\f,ﬂ/,, the unique solution to problem 1 is the trace hy of f on T\ K
and yy(M) = 0 in this case; this function is unambiguously defined because members of

H* + Ry are uniquely determined by the values they assume on a subset of T of positive
measure.
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Next we introduce the AAK approximation to which problem 2 will turn out to be equivalent.
For p € L>(T) such that p > 0 and log p € L'(T), let w, be the outer factor whose value at
the origin is positive and whose modulus on T is p:

@)= e {0 [ S5 Doty i} ©)

T Jret—z

Observe that whenever infr p > 0, then w, is invertible in H*° and wp_1 = Wy,

Problem 3 Notation being as in problem 2 with M' € M,, and assuming f & CA]\/][,W we
seek vy € H*® 4+ Ry such that

IV Oy arar = ol = min, IV 9I0yar = =y (10)

The equivalence we are aiming at is the following:

Theorem 4 Assume that M' € M,, BN,#, #0 and f ¢ CN,#,. Any solution vy to problem
3 s such that gy = vN Wy vy 1S a solution to problem 2. Conwversely, any solution gy
to problem 2 qives rise to a solution vy = gy W, WM of problem 3, and the value of that
problem s equal to 1.

5N(M’

Proof: since infr By (M') v M’ > 0 by assumption, the outer factor wgy vy is invertible
in H* and, as a consequence of lemma 1, we have that vy belongs to H* + Ry if and only
if gy does. Recalling the definition of Sy (M’), vy is a solution to problem 3 if and only if

: 1 = gl
1V 000, s = ol = ma (2000, 2

P imii) = 1-
|

Remark 3 The case where f € Cﬁ,#} is not covered by theorem 4 since it entails Sy (M') = 0.
However, problem 2 is then trivial, the unique solution being obviously the H*°+ Ry function
gn such that f = gy almost everywhere on K.

Theorems 3 and 4 reduce problem 1 to the AAK problem 3. However, it is still unclear
whether we made any progress towards a constructive solution for at least two reasons. The
first is that our reduction to AAK approximation is implicit for we do not know 7y (M) nor
Bn(M +vyn(M)). The second reason is that, in general, AAK problems can be constructively
solved only when the function to be approximated is rational whereas

-1
(f V)05 My (M) (349 (21)

has a rather bad singularity at boundary points of K. The remaining of the paper is es-
sentially devoted to filling these gaps when f V1 and M are generic functions in separable
Holder-Zygmund classes and K has non empty interior.
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4 Continuity, uniqueness, error circularity in H* 4+ C(T)

We assume from now on that:

K has non—empty interior and f V iy € H*® 4+ C(T).

In particular, it follows from lemma 2 that By, , # 0 for all M' € M,.

We first study the behavior of Sy and vy as functions of f, ¢, M’ or M and the links
between them. This material will be used to ensure uniqueness of a solution to problem 1
in section 4.2, as well as the generic convergence of our algorithm, in sections 5 and 6.

4.1 Continuity and reciprocity of the problem values

Proposition 1

(i) The map Bn is continuous (H* + C(T)) x M, — [0, 00).
(i1) The map yn ts continuous (H* + C(T)) x M — [0, 00).
(111) For every M € M such that f ¢ Cjy ., we have

On(M +n(M)) = v (M) (11)

Proof: in view of theorem 2, let gy be a solution to problem 2 and b a Blaschke product
of degree at most N such that bgy € H*> (see lemma 1). Then, (bf V by, M) belongs to
(H* + C(T)) x M, and, since 3y is continuous on (H*> + C(T)) x M, because it is convex
and locally bounded (see e.g. [13, thm.1.10]), it is readily seen that

Bn(f Vi, M) = Bo(b f v bip, M') = Tim So(b fm V b, My,) (12)

for all sequences (f, V¥,) and (M])) converging uniformly to f V1 and M’ in (H* +C(T))
and M,, respectively. Pick h,, € B?\/I,’n,bwm such that

ﬂ()(bfm \ b,‘l}ma Mqln) = ||bfm - hm“L‘x’(K)
By the definition of Gy, we have

5N(fm \ ¢m, Mln) < ||fm - hm/b||L°°(K) = ﬂo(b fm \ bwma Mln) )

which implies in view of (12) that
limsup By (fm V ¥m, M,,) < By (f Vb, M'). (13)

This proves the upper semi-continuity of Gy .
Denoting now by ¢,, a solution to problem 2 for f,,, ¥,, and M/ . we get:

[gmllzoe(a) < BN (fon V tomy, M) + | fimllzoe iy, N gmlloeqmviey < My + [[¢hm [l oo (i)

50 that ||gm||ze(r) is bounded, in view of (13). Some weak-* limit point g € By, of {gm}
then satisfies

”f - g||L°°(K) < hmmlnf ||f - gm||L°°(K) = hmmlnf/@N(fm \ ,@bma Mln)
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whence a fortior:
By (f Vi, M') < liminf By (fim V Ym, M,,) -

This proves lower semi-continuity, hence (i) holds. The proof of (ii) is similar and we omit
it.

To get (iii), observe that the left hand side of (11) does not exceed the right by theorem 3. To
prove equality, pick M € M, set M' = M+yy(M) € M, and assume that Gy (M) < yn(M).
Because we just proved that [y is continuous, we can find € > 0 such that M| = M'—¢ € M,

and fy(M{) < yn(M). Let gg\}) € H* + Ry be a solution to problem 2 where M is
substituted for M’, and set

n M g M

It is easily checked that h%) € Dy and
d(f V By, H® + Ryy) < max(By (M), yv(M) = €) < (M),

a contradiction which proves (11). n

Corollary 1 If f ¢ Cy; ,, then f ¢ Cyp ,, with M' = M + vy (M).

Proof: whenever f € Cfj, , \ i, it holds by definition that By (M’) = 0 < yx(M) thereby
contradicting (11). n

For k > 1, we denote by 04(I's) the k-th singular value of the Hankel operator ['s:
or(Te) := ir;f{”Fq, — S|lop, rank S < k}. (14)

When & € H* + C(T), then I'y is compact and the singular values of I'¢ are the positive
square roots of the eigenvalues of I'yI's. We shall have an occasion to use the following
lemma.

Lemma 3 For M € M, the map

(G7) = o(Tgyr )

YV (M)
is continuous (H® + C(T)) x (0,00) — (0,00) and decreases with v for fized G.

Proof: if S; and S are any operators, we have the elementary inequality
|0%(51) — 0k(S2)| < [IS1 — S2llop- (15)

Therefore, if we pick G1, Gy in H*® + C(T) and 7, 72 positive, we can write

o7 B AP )—0 (F 1 )‘
‘ k( G1w71V(M+71) b G2w72V(M+72)
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< Hr(c;rgl)w*1

Y2V (M+v3)

+‘0’k (P -1 )—O'k (P -1 )‘
op G g V(M +72) G Yoy v(M+71)

If we let G5 and v, tend respectively to G; and ~; that are kept fixed, the first term above
becomes arbitrarily small since ||w7_21V( v +72)|| re=(T) remains bounded, so it remains to show
continuity and monotonicity with respect to ~ for fixed G.

For this, note that if ® € L*(T) and ¥ € H*, then I'gy = ['s My, where My is the operator
of multiplication by ¥, and hence, by [27, cor.1.5],

0k (Tow) < 0% (T'a) || || oo (). (16)
Likewise, if U=! € H*, then
Uk(rq>\11)||\1’71||Loo(T) > 0,(Cs).

Consequently, from

r, - = - M,
Gw'v21V(M+72) Gw711V(M+71) 3%{%33 ’
we deduce for 0 < y; < 72 < oo that
A r, - r, - r, - 1
Uk( Gw711V(M+71)) < Uk( Gw’vle(M+72)) < Uk( Gw711V(M+71) ’ ( 7)
where .
7V (M +m) Lo(T)

As A — 1 when 5 —7v; — 0, this shows at the same time the continuity and the monotonicity
of the partial map for fixed G. [ ]
We turn to an intrinsic characterization of .

Proposition 2 If f ¢ Cy;,, then yn(M) is the unique positive real number v such that

somin . N(FV )W = vl = 1. (18)
Proof: from point (ii) of proposition 1, we get Sy(M') = yn(M) for M' = M + yn(M).
Substituting these quantities in the second assertion of theorem 4 proves that (18) holds for
v =yn(M). Since, by AAK theory:

. 1 -
B NIV O arigy = Ul = onn Ty u )

it follows from (17) that the solution to (18) is unique. u

Remark 4 Equivalently, if f ¢ Cﬂj\ff,7¢, then By (M') is the unique positive real number § such
that

(Y 9 Wik = vl =1 (19)
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4.2 Uniqueness and error circularity when f V¢ € H* + C(T)

We now translate to problems 1 and 2 property (b) of AAK approximation stated in section
1.3. We begin with the bounded extremal problem:

Theorem 5 For M' € M,, the solution gy to problem 2 is unique. Whenever f ¢ Cﬁ,’w, it
satisfies

{'f_gN‘ :ﬂN(MI)>O a.e. OnK, (20)

W —gn| =M a.e.on T\ K.

Proof: if f € Cﬁ,ﬂ/,, then uniqueness is automatic as pointed out in remark 3. Assuming
now that f & Cﬁ,’w, uniqueness follows from theorem 4 and property (b) of AAK approx-
imation. We also know that the error is circular in this case, so that, in view of (19),
|(f V) wE;(M,)VM, —vy| = 1. Substituting gy wEI\ll(M,)VM, for vy as indicated in theorem 4
and taking into account that wﬁ:\l,(M')vM' has modulus 1/8x(M’) on K and 1/M’ on T \ K
leads us to (20). u

As for the bounded completion, we get:
Theorem 6 The solution hy to problem 1 is unique. Whenever f & CAJ\/],’W it satisfies
| —hy| =M ae.on T\ K . (21)

Proof: if f € Cy} ,, uniqueness clearly holds, see remark 2. Assume now that f ¢ Cj; . Let
hi, be a solution to problem 1 and gy € H*® + Ry, be such that

£V hy — gn ||z (my = YV (M). (22)

Clearly gy € By, with M' = M 4 yn(M) and ||f = gnllLe(x) < 7w (M) = By (M), since
(11) holds good from proposition 1. Therefore gy solves for problem 2 and, according to
theorem 5, is uniquely defined by this property. Moreover, we deduce from theorem 3 that
hx given by (8) is also a solution to problem 1. A direct computation yields

M
|¢—hN|= MW—QNL

and (20) implies (21). Tt remains to show that h} = hy. Using (20) again and the definition
of hl;, we can write

M =p—gn|<|p—hy|+|hy —gy| <M+yv=M ae onT\K

so that equality holds throughout, hence we see for almost every e € T \ K that h)(e”)
lies on the segment [1(e?), gn(e?)] at a distance M (e*) from v (e?). Since hy also has this
property, we get hi = hy as desired. [ ]
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5 Generic well-posedness in separable Holder—Zygmund
classes

Before we can describe a constructive solution to the bounded completion problem, at least
for generic A\,-data, we have to address a general difficulty with AAK approximation, namely
the map sending a function to its best approximant is discontinuous C(T) — H*® + Ry at
every non-meromorphic argument [26]; in particular, uniformly approximating a continuous
function by a rational one does not guarantee that the best AAK approximation of the
rational function will be uniformly close to that of the original function. The situation
improves if one restricts to smoother classes of functions. An attractive class here is the
separable Holder-Zygmund space A, (T). Indeed, rational approximants can be obtained in
Aa(T) upon convolving with approximate identities (for example the Fejér kernel, see lemma
4 below); moreover, AAK approximation maps A, (T) into itself [31] and is continuous there
precisely at those points ® whose associated Hankel operator I'¢ has non-multiple N + 1-st
singular value [29, thm.6]. To warrant this approach to AAK approximation, it only remains
to prove the intuitively obvious fact that the multiplicity condition is satisfied most of the
time. Therefore, we begin our constructive analysis by establishing that Hankel singular
values are generically simple for rather general spaces of continuous functions. In addition
to A (T), these will comprise all hereditary classes of type 2, in the terminology of [30]3,
where the non-multipleness of the (/N + 1)-st singular value is known to be necessary (and in
most cases sufficient) for the continuity of best meromorphic approximation with N poles.

Theorem 7 Let N > 1 be an integer and let B be either:
(1) the set of complex trigonometric polynomials of degree at most L > N,
or
(17) a complex Banach space of continuous functions on T densely containing T, and such
that the natural injection B — C(T) is continuous.
Define
On ={® € B; 04(I's) has multiplicity 1 for 1 < k£ < N}.

Then Oy is open and dense in B.

Let us point out the following corollary, which may be of independent interest and is logically
weaker than theorem 7 in case (i) and immediately follows in case (i7) from the Baire category
theorem (see e.g. [35]):

Corollary 2 The set of functions whose associated Hankel operator has simple singular
values 1s dense in B.

Proof of theorem T: it follows from the already used inequality (15) that

|0k(Pasae) — 0k(le)| < [|AP[|Loo(r) < Cl|AR|5, (23)

3For example Besov classes By, for 1 <p<oo,s>1/p,as well as B} or the Wiener algebra W.
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where C is a positive constant provided by the assumptions and || ||5 denotes the norm on
B. If the first N singular values of ' are simple and if we set

IISI}iSIlN Uj(Fq;) - 0']'_|_1(Fq>) =€> 0,
it is readily seen from (23) that the first IV singular values of I'gyre Wwill remain simple
provided ||A®||z < €/2C. This proves the openness of Oy.
It remains to show that Oy is dense in B. Since in case (i7) the set T is dense in B, it is
enough to treat case (i), so we set B to be the space of trigonometric polynomials of degree
at most L, where L > N. Since B is finite dimensional, the choice of the norm is irrelevant
here; to fix ideas, we shall identify B with C*/*! equipped with the Euclidean topology. We
shall prove that trigonometric polynomials whose associated Hankel operator has simple first
L singular values form a dense subset of B; this will a fortior: imply what we want.
Notice that the Hankel operator associated to the trigonometric polynomial

is equal to I'y where ¢ is the anti-analytic projection
q2)=qz "+ gt ez Py[l/z].

We single out the subset M of those ¢ € 27! P;_1[1/z] for which g, # 0. It is clear that
M, is open and dense in 2! P;_;[1/2] when the latter is identified with €, and it is enough
to show that the first L singular values of I'; are simple for ¢ in a dense subset of M.
The first L singular values of I', are the singular values of the finite Hankel matrix

g1 Q92 - d4dr-1 4L
G q -+ qr O

H,=| : + . 0 (24)
g 0 --- 0 0

which is obviously nonsingular as q; # 0 by assumption; the remaining singular values of I';
are of course zero.

For 1 < 5 < L we write ¢; = r; +1s;, where r; and s; are real. Then the singular values
of H, are the positive roots of det(’;'-[j;?{q — 02I) = 0, which is a polynomial equation in o
whose coefficients are themselves polynomials in the variables r; and s;.

Now a polynomial has no repeated roots if and only if its discriminant A is nonzero (see
for example [11, 19]). As A is a polynomial in the variables rq,...,rp,s1,..., S5, we have
to prove that it is not the zero polynomial, because then the set of coefficients ¢, ..., qr for
which it does not vanish will be dense in C* and we shall be done. Now, if A was identically
zero, that would mean that all L x L Hankel matrices H, defined by (24) have repeated
singular values. However we can easily construct one that does not by induction on L. For
L =1 the result is clear; for the induction step, supposing that we have a L x L Hankel
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matrix with top row gy, ..., gy whose singular values are simple and nonzero, we choose gz 1
very small but non-zero. It is plain if |gz4;| is sufficiently small, using the continuity of the
roots with respect to the coefficients, that the first /V singular values of the (L+1) x (L+1)

Hankel matrix with parameters qi,...,qr+1 stay close to those of the L x L matrix with
parameters ¢, ..., q; and therefore remain distinct, while the (L + 1)-st is smaller than the
previous ones but non-zero. [ ]

For many applications of AAK approximation, in particular to engineering and system the-
ory, one deals with functions having real Fourier coefficients and theorem 7 tells nothing in
this case because such functions already form a small subset of B. To warrant such applica-
tions, we observe that both theorem 7 and corollary 2 remain true when B is either the set
of trigonometric polynomials with real coefficients of degree at most L > N or a real Banach
space of continuous functions on T densely containing the trigonometric polynomials with
real coefficients. The proof of this would be virtually identical to the one of theorem 7, the
only difference being that coefficients are real throughout.

In order to apply theorem 7 to B = A,(T) and to the symbol

-1
(fVvy) W (MY (M 4y (M))?

we need a couple of lemmas. Though the first one is apparently well-known, we could not
locate it in the literature.

Lemma 4 IfT" denotes the closure of T in Ao(T), then T" = A\o(T), the separable Holder—
Zygmund class.

Proof: clearly T C A, since functions in T are differentiable. If f € T~ and € > 0, pick
g € T such that || f — g||o < €/2. Since w,(d) < €6*/2 for 6 small enough, we get for such §
and 0 <n <6

[fO+n)—FO) < [9(6+n)—gO)]+|(f—9)0+n) —(f—9)0)
< €0)2+ €62 = e

for every 6 € (—m, w|. Hence w(d) = 0(6%) so that f € A, (T).

We now show that for f € A\, (T), we have ||f, — flla = 0, where f, is a sequence of
trigonometric polynomials obtained by convolving f with an approximate identity K, that
may be for instance the Fejér kernel, see e.g. |24, 37]. By the well-known properties of such
a kernel, f, converges uniformly to f, so it is enough to show that

supwy_y, (8)/6% — 0.
50

Let € > 0 be given, and write w(d) = k50, where ks is bounded and ks — 0 as 6 — 0. Thus
ks < e/4 for § < 6y, say. Put for simplicity (S,f)(0) = f(6 +n). We have by definition:

|Snf — fllze(ry < ksd®, for 0 <n < 6. (25)

RR n® 3335



Since convolving with K, commutes with S, and does not increase the sup norm, we get
|Snfr = fulle(ry < ksd®. Hence for § < d;:

1S5 (f = fa) = (f = fa)llo(r) < 2ks0% < (€/2)6.
To get a similar estimate for § > d;, take 0 < n < ¢ and use f:r K, =1 to write:
Su(f = fa)(0) = (f = fn)(0) = _w [F(O0+mn)— f(0+n—y)— f(O)+ f(0 —y)|Kuly) dy.

Split the integral into 2 pieces: I; taken over |y| < d;, and I, the remainder. By (25) and
our choice of 61, we get I; < (¢/2)d*. As to Iy, we get the obvious upper bound:

Iz S 2]€55a Kn(y) dy
ly|>61
and f‘y|> 5, K{n becomes smaller than e /4 sup; ks for n sufficiently large depending only on ;.
Adding all this up we get sups.owys_y,(9)/6% < € for n large, as desired. n

Lemma 5 The function Q(F, p) = Fw, is continuous Ao (T) x AZ*(T) = Ao (T). Moreover,
for fized p € XJ*(T), the partial map Q,(F) = Q(F, p) is a homeomorphism on A\, (T).

Proof: since \,(T) is a Banach algebra, as follows immediately from:
Wap < ||B]| Lo (1) wa + [|@]] Loy ws

the continuity of Q reduces to show that p — w, is continuous A\J*(T) — A.(T). To this
effect, observe that on T: -
w, = exp(log p +ilogp) .

where fdenotes, for any f € C(T), the boundary value taken by the harmonic conjugate of
its Poisson integral. That Holder—Zygmund classes A,(T) are preserved by the conjugation
operator is well-known, see e.g. [16, thm.5.8] or (26) below; that the separable Holder—
Zygmund classes \,(T) inherit this property follows from lemma 4 applied to the inequality

[20, thm.1.3,I11]:
wif) < C (/ wa(t)dt+5/ “;_Pdt) : (26)

for a constant C' not depending on f. Alternatively, one may use here Privalov’s theorem

[10, thm.6]. Since taking the logarithm is continuous A\!*(T) — A,(T) and taking the

exponential is also continuous on A,(T), gathering things up yields the desired continuity

p = Wp.

Finally, when p € AY*(T), so does 1/p and the lemma follows from the identity Q' = € ,,.
]

We are now in position to establish the genericity result we are looking for. For both
statements and proofs, it is more convenient to handle G = f V ¢ as a whole.
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Proposition 3 The set U C \o(T) x A\JY(T\ K) of pairs (G, M) such that yx(G, M) # 0,
and also such that the Hankel operator with symbol Gw;}iv(w M) has simple N +1-st singular
values, 18 open and dense.

Proof: set
F:={G e X(T), G, € (H* + Rn) |, }-

We first show that F is meagre in \,(T). Indeed, for n € N, let
Fn:={G € F, G| = h, where h € H* + Ry satisfies || ||y (ry < n}.

Taking into account that the A\, topology is finer than the L* one, it follows from lemma 1
and weak-* compactness of balls in L>(T) that F, is closed in A\,(T) for each n. Moreover
F, has empty interior, because if G € F,, and ryy1 is a rational function having N + 1 poles
in D none of which is a pole of G, then G + ery; cannot belong to F,, when € > 0 because
(G + erni1)), does not even belong to (H* + Ry)|,. Appealing to the Baire category
theorem, F = U,enFy, is meagre in A, (T) as announced.

Next, for fixed G € A\,(T) \ F, we define a map

To: MOUT\K) — AT\ K)
M
M - —.
YN (G7 M)
We clatm that g is a homeomorphism.
To prove that it is bijective, we construct the inverse using proposition 2, namely T;'(Y) =
v(Y)Y where v(Y') is the unique positive real number such that

=1

ag F -1 -1
m Gy vy Uiva+y)

The continuity of T follows from that of vy given by proposition 1. The continuity of T(_;l
reduces to that of v(Y") defined above, which can be seen as follows. It is readily checked
that v = y(Y") is the unique solution to

v=(G,7Y).

Fix Y1 € AI9(T\ K) and let A\;, As > 0 be such that A\; < (Y1) < Ay. Since vy (G,7Y)
decreases with 7y, we necessarily get that

A= nv(G, A Y1) <0, A — (G A Y1) > 0.

By continuity of y, the same holds true for all Y; close enough to Y; in A7°%(T\ K) implying
that also A\; < y(Y3) < Ag.
This establishes the claim.
By theorem 7, (i7), and lemma 4, the subset Ony1 C Ay(T) of those F' for which I'r has
simple N + 1-st singular values is open and dense. Consequently, by lemma 5, for fixed
p € A*(T), the subset O, = Q,'Ony1 C Aa(T) of those G for which I'g,, has simple
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N + 1-st singular values is also open and dense. Let @ be a countable dense subset* of
APO(T \ K). Define a countable subset of A\}*(T) by:

Q:={(1v(I+Y (@), ¢€Q}.
Finally, let
G := ﬁ,069(9,0 N ()‘a(T) \f) :
By the Baire category theorem, G is dense in A, (T) hence the fibered product:

P ={(G,M); GeG, MeT;(Q)}

is also dense in A\, (T) x A} (T \ K) because @ is dense in A\}%(T \ K) by definition and Y¢
is a homeomorphism. Moreover, for each pair (G, M) € P, the Hankel operator with symbol

G Wl amnyvon @ = GIn (G, M)~ wavairgn)-1

has simple N + 1-st singular values. Since P C U, it only remains for us to show that U/
is open, and this is easily done. Indeed, in view of proposition 1, the map vy is a fortior:
continuous A, (T) x AF%(T\ K) — R thus the condition yx(G, M) > 0 defines an open set.
The condition of non—multipleness of the Hankel singular values does the same because it
behaves continuously in A*(T) with respect to the symbol:

Gw™?

N (G, MV (yn (G,M)+M) >
which in turn is continuous with respect to (G, M) € \,(T) x A\J%(T \ K). ]

Remark 5 An analogous of proposition 3 holds for Sy = Gn(G, M') and the Hankel operator
with symbol Gwﬁ*ﬂl,v 1> With respect to the pairs (G, M') belonging to

Ao(T) x {M" € \*(T\ K), M' = By at boundary points of K} .

6 A generic algorithm in Holder classes

We now describe a convergent procedure to compute the solution to problem 1 in the case
where (f V1, M) belongs to the open and dense subset U of A, (T) x AT%(T \ K) defined in
corollary 3.

Write G = f V. We shall assume that we are provided with a sequence (r,,) of rational
functions that converges to G in A, (T). Let (g,,) be a sequence of positive numbers decreasing
to 0. An algorithm to solve for problem 1 is obtained by performing, for each m, the following
steps.

1. Find a positive number 7,, such that

1= ona(T, e )| <em (27)

FmV(Am+M)

4Such a subset exists because A\}'°(T \ K) is separable by lemma 4 and every M € A\I9(T \ K) is the
trace on T\ K of some member of A, (T) obtained for instance by concatenating with the zero function on
K.
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2. Compute the best AAK approximant v,, to 7, w%_,iv(&erM) in H® 4+ Ry.
3. Set u -
TYm
b = ———— Vm W3, v(5 —1).
o+ M iV G M) * Frm + Mw

Then h,, converges in \,(T \ K) to the solution of problem 1 as m goes to infinity.

Because (G, M) € U, it holds that f & Cj;,,. We show first that (%,,) is bounded away from
0 and oo. It follows from (16) with ® = r,,, ¥ = wa_iv(am+M)’ and k = N +1 that if 5,, = o0

then oy (I ) — 0; the same applies to a subsequence, thereby contradicting

(27).
Further 4,, cannot go to 0. Indeed, as a consequence of (27), there exists g, € H* + Ry
such that

-1
TmW -~ ~
" 3m N (Fm+M)

I7om w;iv(ﬁth) — Gmll=m)y <1+em.

Let
fm = Gm W35y € H + Ry .
It then holds that

Tm = fm| < (1+€m) Ym a.e.on K,
Tm — fl < (T +em) (Gm + M) ae.on T\K.

Hence (f,,) is bounded and admits a weak-* convergent subsequence with limit in H> + Ry,
in view of lemma 1. This limit function is equal to f a.e. on K and belongs also to BJJ\VJ,W a
contradiction.

Extracting any subsequence of (7,,) with limit -, say, it follows from (27) and lemma 3 that

oviilaury ) =1

hence v = vy (G, M) by proposition 2. This shows that
B [f — (G, M) = 0.

That v, introduced in step 2 goes to the solution vy of the AAK problem (18) with v =
yn (G, M) is ensured by [29, thm.6] whose hypotheses are verified on U by proposition 3 and
lemma 5.

Hence, h,, defined in step 3 converges in A\,(T \ K) to the solution

M YN

hy = —— _w
N v+ M UN Wynv(yn+M) T v+ M

v,
to problem 1, in view of theorems 3, 4, and proposition 1, point (#ii).
Last but not least, each of these steps is constructive. Though we do not discuss here how to

obtain the sequence (7,,), as this depends much on the way G is given, we simply note that,
if the Fourier coefficients of GG are available, one can use Fejér approximants, as in the proof
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of lemma 4, but also Jackson or de La Vallée Poussin trigonometric polynomials. Computing
the singular value involved in step 1 and the associated Schmidt pair needed in step 2 (see
section 1.3) is straightforward since r,, is rational. Indeed, if 7, = p./qe with p, € Pg[z],
q¢ € Py[z], and for arbitrary p € A*(T) , we can write:

to—
rmwp:%—l-h
¢

where h belongs to H* and t,_y € P;_1[z] is easily computed from the values of p,,, w,, and
possibly a certain number of their derivatives at the roots of ¢,. Now, the outer function
Wov(v+m) being numerically available through (9), a solution 7., to (27) can be computed
using a dichotomy procedure.

An analogous algorithm works to solve for problem 2.

7 Conclusion

We have given constructive solutions to a pair of extremal problems in L*° that can be
regarded as band-limited versions of the Adamjan—Arov—Krein approximation problems.
Such approximation problems have recently found a new lease of life in applications to
robust identification and model validation. The idea is that they can be used to design nearly
optimal algorithms for system modelling from given experimental data. These approximation
problems have applications in the solution of related interpolation questions [5, 28|, which
can be used, for example, to test whether measured experimental data (either frequency
response measurements or input/output measurements) are consistent with certain a priori
assumptions on the system model.

Finally, we mention as an open question that of finding the closest to analytic extension
with fixed real part: this would be useful for the numerical solution of Dirichlet—Neumann
problems from incomplete data, which might typically be specified on the arc of the unit
circle. We note that there are possible applications of these methods in physical problems
such as fault detection.
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