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Abstract: In this paper, we focus on the register allocation phase of software pipelining.
We are interested in optimal register allocation. This means that the number of registers
used must be equal to the maximum number of simultaneously alive variables of the loop.
Usually two different means are used to achieve this, namely register renaming or loop
unrolling. As these methods have both drawbacks, we introduce here a solution which is a
trade-off between inserting mowve operations and unrolling the loop.

We present a new algorithmic framework of optimal register allocation for modulo sched-
uled loops. The proposed algorithm, called U&M, is simple and efficient. We have imple-
mented it in MOST (Modulo Scheduling Toolset). An experimental study of our algorithm
on more than 1000 loops has been performed and we report a summary of the main re-
sults. This new algorithm, that combines loop unrolling and register renaming, performs
consistently better than several other existing methods.
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Un nouvel algorithme rapide et optimal d’allocation de
registres pour des boucles ordonnancées modulo

Résumé : Dans ce papier, nous nous concentrons sur la phase d’allocation de registres du
pipeline logiciel. Nous nous intéressons a ’allocation de registres optimale. Cela signifie que
le nombre de registres doit étre égal au nombre maximal de variables en vie simultanément
dans la boucle. Habituellement deux moyens sont employés pour atteindre ce but, le renom-
mage de registres ou le déroulage de boucles. Etant donné que ces méthodes ont toutes les
deux des désavantages, nous introduisons une solution qui est un compromis entre insérer
des opérations de copie de registres et dérouler la boucle.

Nous présentons un nouveau cadre algorithmique pour ’allocation optimale de registres
de boucles ordonnancées modulo. IL’algorithme proposé, appelé U&M, est simple et ef-
ficace. Nous l'avons implémenté dans MOST (Modulo Scheduling Toolset). Une étude
expérimentale de notre algorithme sur plus de 1000 boucles a été réalisée et nous en présentons
les résultats principaux. Ce nouvel algorithme, qui combine le déroulage de boucles et le
renommage de registres, donne de meilleurs résultats que plusieurs méthodes existantes.

Mots-clé : allocation de registres, ordonnancement modulo, déroulage de boucles
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1 Introduction

Register allocation is very important for modulo loop scheduling (software pipelining) in
high-performance architectures especially when an increasing level of instruction-level pa-
rallelism is exploited. Software pipelining is often performed in two phases: (1) first derive a
schedule with a maximum computation throughput of a loop (i.e. minimize the initiation in-
terval) under a given resource constraint, (2) then allocate registers for the derived schedule.
In production compilers, the register allocation phase is usually performed using heuristics
which attempt to minimize the cost of spilling under a given number of registers.

Our objectives in this paper are somewhat different: we are interested in optimal register
allocation, i.e. minimize the number of registers required. We argue that this is an important
problem for situations where information of the smallest number of registers is required. For
example,

e When allocating registers interprocedurally it is beneficial to allocate a minimal num-
ber of registers to each procedure using such a solution. This reduces the amount of
register saving required at procedure call time, and can also improve interprocedural
register allocation [20].

e When performing global register allocation, it is often useful to do the allocation
hierarchically, i.e. it is useful to know the minimum register budget needed for a
particular code section (i.e. loops) as an input to the overall register allocation decision.

Optimal register allocation for modulo scheduled loops is known to be hard. We have
presented and analyzed the difficulty in Section 2 with the discussion of several existing
methods, e.g. Lam’s Modulo Variable Expansion [12], Eisenbeis’ method involving loop
unrolling [7] (EJL) and the meeting graph heuristic [8] (MTG). A short discussion on related
work is also included at the end of the paper and the readers can find more information in
the citations in these sections. In short, the optimal solution to this problem often requires
the insertion of “register moves” or loop unrolling. Brute force searching of the best solution
has often a prohibitive cost, while existing fast heuristics may either sacrifice the register
optimality or incur large unrolling overhead.

In this paper, we present a new method of optimal register allocation for modulo schedu-
led loops called U&M (for Unroll & Move), as it is a compromise between loop unrolling and
the insertion of mowve operations. We note that, for a modulo scheduled loop, the lifetime of
a loop variable often spans several iterations, but only at the portion corresponding to the
last iteration — called the “fraction-of-an-iteration-interval” or foai a term coined in Alt-
man’s Ph.D thesis [1] — is there an opportunity of register sharing. The rest of the lifetime
can be allocated to a “buffer” — a name coined by Ning and Gao [16] — implemented with a
number of registers moves or with unrolling. A very simple and effective heuristic has been
proposed to handle the fraction-of-an-iteration-intervals (foais) with a minimum unrolling
degree.

We have implemented our algorithm in MOST (Modulo Scheduling Toolset [1]). An
experimental study of our algorithm on more than 1000 loops from benchmarks such as the
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4 Sylvain Lelait, Guang R. Gao, Christine Eisenbeis

Livermore loops, Nas, Spec92 or Linpack has been performed and we report a summary
of the main results. For the benchmark programs we tested so far, our method performs
consistently better than Lam’s Modulo Variable Expansion method for the number of regis-
ters, and than Eisenbeis’ method, and the meeting graph method for the unrolling degree
of the loop.

The rest of this paper is organized as follows. In Section 2, we present the problem we
are dealing with and the existing methods we mentioned. In Section 3, we define the main
notions, present our method, and the algorithms we designed to compute an unrolling degree
of the loop. In Section 4, we focus on the complexity of our algorithms and show that our
method gives an optimal register allocation. In Section 5, we present experimental results,
which show the effectiveness of our method. In Section 6, we mention some other related
work, and finally we conclude.

2 A Motivating Example

In this section, we illustrate the problem of loop register allocation using the following
example. Our discussion is in the context of modulo scheduling since it is most challenging
to register allocation when parallelism between loop iterations is exploited.

LOOP

a[i+2] = b[i] + 1
b[i+2] = c[i] + 2
c[i+2] = a[i] + 3
ENDLOOP

In Section 2.1, we will first discuss the basic issues and trade-offs of loop register allo-
cation using register moves or loop unrolling techniques on the running example above. In
Section 2.2, we briefly compare how the several existing loop register allocation methods
perform on the given example and illustrate where these methods may be subject to impro-
vements.

2.1 Basic Issues and Trade-offs

There are two ways to deal with loop register allocation: using special architecture support
such as rotating registers, or without using such support. The latter may require the insertion
of register move instructions or loop unrolling. Although the focus of this paper is not on
special architecture support, it may be helpful for understanding the issues and trade-offs
to first describe the concept of the rotating register file using the given example.

INRIA
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2.1.1 Rotating Register File

We consider the allocation of variable a in registers. Since a[i]' spans three iterations
(defined in iteration 4 — 2 and used in iteration i), at least 3 registers are needed to carry
simultaneously ali], a[i + 1] and a[i + 2]. Furthermore, we should ensure that the generated
code stays the same from iteration to iteration. That is, the register allocation should be
cyclic over the whole loop — e.g. in this example, the same arithmetic operation on a should
see the same register assigned from one iteration to the next. This can be accomplished
through hardware mechanism (rotating register files) or through software means: register
moving or unrolling.

The hardware mechanism - named rotating register file [4, 5] automatically performs
the move operations at each iteration. At each iteration one pointer to the register file is
automatically moved one location ahead. Below R[k] denotes a register with offset k from
R.

e Iteration 7 o Iteration 7 + 2
R = b[i]+1 R[+2] = b[i+2]+1
bl[i+2] = c[i]+2 bl[i+4] = c[i+2]+2
c[i+2] = R[-2]+3 c[i+4] =R + 3

Perhaps the effect of the rotating register is best illustrated by looking at the data
dependence graph of this loop shown in Figure 1, where node S; stands for instruction
number ¢ of the loop. Imagine that a rotating register R of size 3 is allocated on the
arc between S1 and 52, carrying the “flow” of subsequent values of array a between the
two instructions. R acts as a FIFO “buffer”, and the value in R is automatically shifted
accordingly. Therefore, the instructions in the generated code will see the same operand R,
avoiding the explicit register copying.

()~
S +2

Figure 1: Data dependence graph of the loop

+2

In this case the code size is not increased by unrolling or insertion of move operations.
But you have to rely on this special hardware mechanism which does not exist in conventional
microprocessor architectures.

! The notation a[i] should not be understood like an array. It just express the fact that some variable a
generated at iteration ¢ is used some iterations later.
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6 Sylvain Lelait, Guang R. Gao, Christine Eisenbeis

2.1.2 Register Move Instructions

One possibility, called register renaming, for allocating a[¢] is to use 3 registers and perform
move operations at the end of each iteration [3, 15]: a[i] is in register R1, a[i + 1] in register
R2, afi + 2] in the register R3. Then you must use move operations to shift the registers at
every iteration:

LOOP

R3 = b[i]+1
b[i+2] = c[i]+2
c[i+2] = R1+3

R1 = R2
R2 = R3
ENDLOOP

Here, only the three registers used for array a are shown. The total registers requirement
will be 9 if both b and ¢ are also allocated to registers this way.

It is easy to see that if variable v spans d iterations, then you have to insert d — 1 move
operations at each iteration, but sometimes you may need one additional register and d
move. This is likely to have a bad impact on the instruction schedule. As a matter of fact
register move operations are usually performed by addition to 0. In addition, if adders are
pipelined this results in a very bad code.

2.1.3 Loop Unrolling

Another option is to perform loop unrolling. Here different registers are used for the different
instances of the variable. In our example shown below, the loop is unrolled three times, and
afi + 2] is stored in R1, a[i + 3] in R2, a[i + 4] in R3, afi + 5] in R1, and so on. To express
this, you have to write different code for each of the original three iterations in the unrolled
loop body, since the register assignment scheme changes.

LOOP

R1 = b[i]+1
b[i+2] = c[i]+2
c[i+2] = R2+3

R2 = b[i+1]1+1
b[i+3] = c[i+1]+2
c[i+3] = R3+3

R3 = b[i+2]+1
bl[i+4] = c[i+2]+2
c[i+4] = R1+3
ENDLOQP

In this case, we avoid inserting extra move operations. The drawback is that the code
size will be multiplied by 3 in this case, and by the unrolling degree in the general case. This

INRIA
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can have a dramatic impact on performance by causing unnecessary cache misses when the
code size of the loop happens to be larger than the size of the instruction cache. Again, for
simplicity, we did not expand the code to assign registers for b and c.

2.1.4 Useful Parameters

The impact of a loop register allocation scheme can be measured by 3 parameters. The
first one is the number r of registers used. A inescapable lower bound for 7 is the maximal
number of simultaneously alive variables, denoted as MaxLive [11]. The register allocation
is said to be optimal if it uses MazLive registers. The second one is the unrolling degree
u. A large unrolling degree implies large code size and may cause instructions cache misses;
u should therefore be as small as possible. The third one is the number m of extra mowve
instructions per iteration. The impact of this parameter is hard to measure because it
may sometimes be that the move instructions can be performed in parallel with the other
operations. Analyzing this requires analyzing the loop schedule, which is beyond the scope
of this paper.

2.2 Existing Methods: How Do They Perform on This Example ?

In this section we present several existing methods and their performance on the running
example in terms of the three parameters just defined. This is in contrast to our approach
for the same example as explained in the next section.

2.2.1 Lam’s Algorithm for Modulo Variable Expansion: m = 0, min u

In her algorithm, also called Modulo Variable Expansion, Lam [12] finds the least unrolling
degree that enables coloring. To achieve this purpose she computes the unrolling degree
u by dividing the length of the longest live range by the number of cycles of the loop. In
this example, the longest live range lasts 8 cycles, and the number of cycles of the loop is
3 cycles, so u = fg] = 3, and we should unroll three times. Then we can assign to each
variable a number of registers equal to the least integer greater than the span of the variable
that divides u. For our example, each variable a, b, ¢ is assigned 3 registers - R1, R2, R3
for a, R4, R5, R6 for b, R7, R8, R9 for ¢, and the loop is unrolled 3 times.
m=0,r=9,u=3‘

LOOP R8 = R3+3
R1 = R5+1 R3 = R4+1
R4 = R8+2 R6 = R7+2
R7 = R2+3 R9 = R1+3
R2 = R6+1 ENDLOOP
R56 = R9+2

One can verify that it is not possible to allocate on less than 9 registers when unrolling
the loop 3 times. But this method does not ensure a register allocation with MaxLive
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8 Sylvain Lelait, Guang R. Gao, Christine Eisenbeis

registers, and hence is not optimal. That is, as in this example MazLive = 8, we may be
able to use only 8 registers instead of 9. As we will see later, the round up to the nearest
integer for choosing the unrolling degree may miss an opportunity for achieving an optimal
register allocation.

2.2.2 Algorithms Minimizing the Register Requirements: m = 0, min r

There are several algorithms proposed to achieve an allocation with a minimum number of
registers equal to MaxLive. The algorithm of Eisenbeis et al. [7] successfully allocates the
minimal number of registers. Their method, however, does not control the unrolling degree
at all. Another relevant approach is by Eisenbeis et al. [8]. This work is based on a new
graph representation called ”meeting graph” that accounts in the same framework for r and
u. They are also able to allocate on r = MaxLive registers, with a better v than EJL in
general. The main drawback of that method is its time complexity [13]. For our example
the meeting graph method obtains:

LOOP R1 = R1+3 R4 = R4+3
R1 = R5+1 R4 = R5+1 R7 = R8+1
R4 = R8+2 R7 = R8+2 R2 = R3+2
R7 = R2+3 R2 = R2+3 R5 = R5+3
R2 = R6+1 R5 = R6+1 R8 = R1+1
R5 = R1+2 R8 = R1+2 R3 = R4+2
R8 = R3+3 R3 = R4+3 R6 = R6+3
R3 = R4+1 R6 = R7+1 ENDLOGOP
R6 = R7+2 R1 = R2+2

u=8,r=8,m=0‘

As you can see the loop unrolling degree u is much bigger in this case than the earlier
solutions although the number of registers used is optimal. This can lead to instruction
cache misses if the unrolled loop body becomes too big. Hence you can have two extreme
solutions. The first one is to use move operations without loop unrolling. This may have
a dramatic impact on the schedule. The other one is to use only loop unrolling. That
may cause spurious instruction cache misses or even be impracticable due to some memory
constraints, like in embedded processors. Our method combines both alternatives resulting
on a lower unrolling degree and generally less move operations executed.

3 The U&M Method

This section presents our new method. In Section 3.1, we introduce it intuitively and show
how it works on our example. Then in Section 3.3, we describe the algorithms more precisely.

INRIA
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3.1 Intuitive Idea of Our method

Our goal is to avoid a large unrolling degree while still achieving the use of a minimal number
of registers. Our approach is based on two observations.

1. In the works presented in Section 2.2.1 that minimize the unrolling degree, the loss of
registers comes from an over-approximation of the actual number of necessary registers.
For instance, the loop we deal with is scheduled with 7T = 3 cycles and each variable
is alive during 8 cycles. Under Lam’s method 3 registers are allocated to each variable.
But it really needs 2 registers for the 2 full T wrap around plus a fraction of 2 of
an iteration which may not actually need to occupy a register during a full iteration.
Therefore one very delicate point for saving registers is how to capture and color these
fraction-of-an-iteration intervals.

2. In the works that minimize the number of registers, large unrolling degrees are induced
by the fact that a least common multiple — “lem” — is computed. Roughly speaking,
if you must unroll p times for one set of variables and ¢ times for another one, then
you have to unroll at least lem(p,q) times. However, it should be obvious that the
registers allocated to the non-foai part of live ranges cannot be shared with others.
Only the foai parts should be the candidates for coloring.

Based on these observations our register allocation method is performed with three
phases:

e Phase 1 : Schedule the loop using a software pipelining algorithm.

e Phase 2: Allocate the remaining foai parts of the lifetimes into registers. Unrolling
may be required in this step.

e Phase 3: Allocate the non-foai parts of all live ranges using an existing efficient method,
interval graph coloring, without unrolling. Register moves may be used in this step.

Phase 2 aims at coloring the foais with an optimal number of colors. Thus unrolling
may be necessary to reduce the number of registers, even if each interval spans less than
one “turn” of IT cycles, as it is the case in our current example. These intervals are then
colored according to u, the computed unrolling degree. For allocating these foai lifetimes
we have designed a new heuristic that takes advantage of the fact that no interval spans
more than one iteration, and that usually such interval families do not need to be unrolled
on more than one iteration to be colored optimally. Our algorithm will aggressively look
for such an optimal coloring without using unrolling. Since this is a ”common case” under
cyclic interval graphs for foais derived in practice, our simple heuristic scores surprisingly
well.

The buffers are then allocated to registers in Phase 3 according to the allocation of the
foais during the second phase. The assignment of each buffer can be performed as follows.
Assume a buffer b of size d, and the last turn is a fraction-of-an-iteration interval. Then, we
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Figure 2: A lifetimes family and its register allocation with our method

allocate (d — 1) registers for b and his copies in the u-unrolled loop. The last foai and its
instances from other iterations are assigned the registers derived from Phase 2.

So if we apply our method to the same example as the other methods, we obtain the
following result. In Figure 2(a), variable lifetimes are depicted by intervals on a circle cut at
the origin. Thus we have a line where the last point is equal to the first one. Each variable
is alive during 8 cycles, this means 3 iterations as II = 3. Each variable is split into one
6 cycles interval and one 2 cycles interval with the latter being the foai. One can see it in
Figure 2(a) where lifetime @ is cut after 6 cycles and hence gives foai a/. The 3 foais a’,
b' and ¢’ are allocated on R1 and R2, by unrolling the loop twice. The buffer part of a,
(resp. b and c) are allocated on R3 and R4 (resp. R5 and R6, and R7 and R8). In theory
6 move per iteration should be inserted. However since each buffer is two iterations long
and the loop is unrolled twice, this means that each of the corresponding lifetimes do not
overlap with themselves and can be assigned to only one register. Thus we can alternatively
assign the buffer parts to each register and avoid the extra mowe instructions. This way we
obtain 3 move per iteration. The final register allocation is shown in Figure 2(b) and the
final code is generated as shown below, where ’Sy; S5’ denotes that S; and S are executed
in parallel.‘ m=3,r=8u=2 ‘

LOOP

R3 = R2 + 1; R2 = R3
R5 = R1 + 2; R1 = Rb
R7 = R2 + 3; R2 = R7
R4 =R1 + 1; R1 = R4
R6 = R2 + 2; R2 = R6
R8 = R1 + 3; R1 = R8
ENDLOOP

INRIA
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Figure 3: This interval family must be unrolled twice to be colored optimally

We can then summarize the results of the different methods as follows:
e Lam: m =0,r =9,u = 3.

e EJL and MTG: m =0,r =8, u=8.

e U&LM: m =3,r =8,u=2.

Thus we can see that our algorithm does better than Lam’s regarding the number of
registers and the unrolling degree, and better than the loop unrolling methods EJL and MTG
with regard to the computed unrolling degree. A reasonable number of move operations are
introduced to achieve this result.

In summary, there are two novel aspects of our approach. First, the 3-phases strategy
is new, which permits us the separation of the buffer register allocation from the foais, thus
reducing the overall unrolling degree in general. Second, the method of register allocation of
foais is itself novel, taking into consideration the features of the circular-arc graphs of foais
— a topic of the next subsection.

3.2 Circular-Arc Graph Coloring Problem Is Hard

We deal with cyclic interval families of live ranges generating circular-arc graphs as inter-
ference graphs [10] for usual register allocation. In the sequel of this paper, the maximal
width of an interval family I will also be noted rr. It corresponds to the maximum number
of lifetimes overlapping a point and is equal to MazLive. Circular-arc graph g¢-coloring is
known to be a polynomial problem, whereas finding the chromatic number of these graphs
is an NP-complete problem [9] like a general coloring problem. Fortunately some efficient
heuristics exist [10]. Below, we only briefly review with an example.

A typical situation is shown in Figure 3. It is known that although r; = 2, the graph
generated by I needs 3 colors without unwinding. Finding this 3-coloring is NP-hard in
general, and some heuristic methods have been presented in [10]. This interval family must
be unrolled on two iterations to be allocated with 2 registers.

However, we can try to unwind I into a number of u repetitions, and you may get it
colored with ry colors, the optimal you can do. So an interesting question is what is a
reasonable value of u, i.e. how much do you need to unwind in order to get a minimum
coloring, and how. Furthermore unrolling the loop on 7 iterations does not always ensure a
register allocation with r; registers [8]. Eisenbeis et al. [8] managed to give an upper bound
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Figure 4: The set of intervals is composed of 2 disjoint interval sets.

of unrolling for any cyclic interval family. This bound is equal to lem(ry,..r,,), where 7; is
the number of iterations spanned by a connected component of their meeting graph. Thus,
determining the intervals belonging to them is a key in our problem. But we will not use
the meeting graph as it can only be used on families of constant width. This feature obliges
them to enlarge their graph which can lead to excessive computation time.

3.3 Coloring of FOALI lifetimes: Our Solution

In this section, we discuss our main algorithms for coloring interval graphs derived from
foais. A useful concept used in our method is the tight interval set. The beginning and
the end of an interval ¢ of an interval family I on a circle C are denoted by b(:) and e(¢).
We have the set of the points which are not covered by interval i, P(i) = {p € C,p & i}
and the set of its endpoints E(i) = {b(i),e(i)}. So a tight interval set T is defined as
T={iel,VjeT,P(i)NP(j)#0VE®E) NE()#0}. It contains intervals which either
share an endpoint or do not cover at least one common point. Figure 4 shows an interval
family composed of two tight interval sets, namely {1,2,5} and {3,4,6,7}.

In general, it is useful to decompose the tight interval sets further — as much as pos-
sible — in order to reduce the total unrolling degree required to achieve an optimal register
allocation. There are many different ways for such decomposing. However, our experiments
indicate that for an overwhelming majority of the interval graphs derived from foais in real
loops (98.13% of 1394 real loops), there exists a decomposition with unrolling degree equal
to 1 that achieves the optimal register allocation. Based on such an observation, we present
a heuristic to aggressively decompose an interval family into subsets most of which possibly
span at most one iteration.

In the following we assume that 7 is a set of cyclic intervals, each spanning only a fraction
of an iteration. The graph associated to the interval family I will be colored using 7 colors
with at most an unwinding factor u equal to the minimum between the lem of the width of
the tight interval subsets building I and the lem of the width of the tight interval sets. The
number of iterations spanned by a tight interval set T' is noted w(T). A tight interval set
T can be decomposed in tight interval subsets ¢1, ...t,, whose number of iterations spanned
are noted w(t;).

INRIA
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3.3.1 Greedy Heuristic

The greedy heuristic consists of two algorithms, one to find an unrolling degree of the foais,
another to color the foais once they are unrolled. The aim of the first one is to find the
greatest number of tight interval subsets spanning one iteration. This is in contrast to other
algorithms such as MTG [8] which try to find a general optimal solution but do not focus
on such special decompositions. The principle of Algorithm 1 is the following. We start
with the first interval and take the next interval on the circle. If there is a choice, we take
the one which allows to build a tight interval subset with the intervals already visited, or
if it is not possible, the smallest one. Then we check if a tight interval subset ¢ can be
built with some of the intervals already visited; if several are possible we choose the one
which spans the minimum of iterations (w(t) minimum), and we remove ¢ from our list
and put its elements aside in the list C. We repeat this process until C' contains all the
intervals. Then we build the tight interval sets T; and compute their weight w(T;). Finally
we can compute the unrolling degree u = min(lem(w(Ty), ..., w(Tw)), lem(w(ty), ...w(ty)))
and apply Algorithm 2 to color the foais.

Sometimes, it is not possible to find an optimal decomposition with unrolling degree
equal to 1. In this case, our algorithm will still work and try to find an optimal solution
at a higher unrolling degree. Example 1 shows how our algorithms work for a foai family
when there are several tight interval subsets and an optimal decomposition exists with an
unrolling degree equal to 1.

Example 1 In the case of the example of Figure 4, Algorithm 1 gives the following result:
C ={1,5,2,6,4,3,7} and:

° T1 = {tl} = {1,5,2} with w(tl) =2
° T2 = {tz,tg} = {{7},{6,4,3}} with w(tz) =1 and ’lU(tg) =2.

Hence the unrolling degree computed is u = lem(2,1,2) = 2. Then we can compute the
5-coloring on the 2 iterations. Below 4; represents lifetime 4 at iteration j.

.Tl .TZ

— Color 1: 11,51,25 — Color 3: 71,7,
— Color 2: ].2, 52, 21 — Color 4: 61,42, 31
— Color 5: 62,41,32 <o

3.3.2 Hybrid Heuristic

In practice, we found that it is often useful to simplify and reduce the interval family before
the application of our greedy algorithm. Hence, we have designed the following two-step
hybrid method based on our greedy heuristic. This method is the U&M method.
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Algorithm 1 The Circular Register Relay Algorithm

Require: a set I of fraction of an iteration intervals of maximal width r;
Ensure: a cyclic register relay road-map C: an ordered sequence of nodes in |I|

1:
2:
3:

by

20:
21:
22:
23:
24:
25:
26:
27:
28:

Initialize the coloring sequence C, = 0, C = 0.
Starting with the smallest leftmost interval z, let I = I — {z}
while (I # 0) do {Main loop which visits each interval once}
z' = Next(zx)
Cp=Cyp +{z'}
if (end(z) # begin(z')) then
Check if 3y € C, such that end(z) < begin(y) < begin(z') and such that w(t(y,...,z)) =
min, (¢(z,...,x)). If so remove {y,...,z} from C}, and add it to C.
else {Check if =’ ends when a visited interval still in C, begins}
if 3y € C,, end(z') = begin(y)) then
Remove {y, ..., z'} from C, and add it to C.
end if
end if
I=1-{z}

: end while
: if (Cp # 0) then

w=1
while (Cp # 0) do {Loop which scans the remaining intervals in C,}
if (end(Cp(it — 1)) # begin(Cp(i7))) then
Check if 3y € Cp such that end(Cp (4 — 1)) < begin(y) < begin(Cp(3¢)) and such that
w(t(y,, ..., Cp(it — 1))) = min, (t(z, ..., Cp (4 — 1))). If so remove {y, ..., Cp(it — 1))} from
Cp and add it to C.
end if
w=14—1
end while
if (Cp # (Z)) then
Remove {Cp(1), ...,Cp(k)} from C, and add them to C.
end if
end if
Build the tight interval sets and their Tj.
Return C

INRIA



A New Fast Algorithm for Optimal Register Allocation in Modulo Scheduled Loops 15

Algorithm 2 Coloring algorithm of the unrolled lifetimes
Require: A cyclic interval family I and a relay map C
Ensure: a rr-coloring of the circular-arc graph G associated to I
: Unwind I w = min(lem(w(T1), ..., w(Tm)), lem(w(t1), ..., w(tn))) times
: fors=1tor; do
call Relay(i,C) beginning at iteration i
end for

: Procedure Relay(i,C)

: Get color number ¢

: Relay ¢ in the successive u iterations i.e. 4,4+ 1,..u,1,..4 — 1) according to C' and the ¢;s (or Tis
depending on the way w is computed) and color the intervals along the way.

The hybrid algorithm consists of two steps. First we simplify the interval family by
pruning intervals using the first step of the so-called fat-cover heuristic of Hendren et al. [10].
A fat cover is a set of non-overlapping intervals covering all the “fat points”, i.e. points
covered by MaxLive intervals, of the interval graph in one iteration. Hence each fat cover
built corresponds to a tight interval subset which spans one iteration. Then we apply the
greedy heuristic on the remaining intervals. By reducing the size of the interval family, we
reduce the number of choices made by the greedy heuristic, hence leading to a better result.
We present in Example 2 how the overall method works on a real loop.

Example 2 This example shows the complete process on a loop where the foai family needs
to be unrolled twice. Figure 5 shows the lifetimes produced from the loop ucbgsort-3 of the
benchmark Nasa7 of Spec92fp.

3 buffers are occupied entirely. They will be allocated to registers R1 for g, R2 for f and
R3 for d. The foai family I is composed of the following intervals: a, b, ¢, d' (a piece of d),
e, f' (a piece of f).

Let’s describe the way the decomposition is obtained and the unrolling degree is compu-
ted according to Algorithm 1. We start with the smallest interval beginning at the origin,
that is d', thus Cp = {d'}. Then we add ¢ which follows immediately d', b which follows
¢ and e which follows b, so C, = {d',c,b,e}. As e ends when d' begins, we can build
t1 = {d',¢,b, e}, with w(t1) = 2; we update C, C = {d',¢,b,e} and Cp, C, = 0. Then
we add a to Cp and f', Cp, = {a, f'}. As we had to go over the beginning of a to add
f', we can build a tight interval subset to = {a}, with w(t2) = 1. We update C and Cp,
C = {d,e¢,b,e,a} and C, = {f'}. Finally we build the last tight interval subset, t3, and
update C and C,. Hence t3 = {f'}, with w(t3) =1, C = {d',¢,b,e,a, f'} and Cp, = 0.

Thus, we obtained only one tight interval set T' with w(T") = 4, which has been divided
in 3 tight interval subsets. We have the following: ¢t; = {d’, ¢, b, e} with w(t;) =2, t5 =
{a} with w(t2) =1, t3 = {f'} with w(t3) = 1.

RR n“ 3337



16 Sylvain Lelait, Guang R. Gao, Christine Eisenbeis

Hence, we have v = min(lem(4),lem(2,1,1)) = 2, so we must unroll the foai family on 2
iterations to obtain a coloring with 4 colors using the decomposition with the ¢;s as it gives
the lower lem.

The coloring of the buffers is made according to the coloring of the pieces belonging to
them. We check if a buffer and its foai can have the same color in order to lower the number
of move instructions without changing the coloring of the other foais. We just have to insert
move instructions to ensure the validity of the live range d. For f it is obvious that we
don’t need to insert this move since we can just allocate the same register for fi, fi and f,
f4 to avoid it. This leads to the final allocation shown in Figure 5. The move instructions
are depicted by thick dashes inside a live range. After scheduling, the loop would require
the following mowve operations, number of registers and unrolling degree with the indicated
method:

¢ Buffers and register renaming [16] : m = 2,r = 9,u = 1.

Modulo Variable Expansion [12] : m = 0,7 = 8,u = 2.

e U&LM :m =1,r =7,u = 2.

Loop unrolling [7]: m =0,7r = 7,u = 4.

Loop unrolling [8] : m =0,r = 7,u = 6.

RL RL
° }—
| R1 @
(M gtf .
f ° 2 R7 . | R7
£ ® f21
‘ 1} R2 1 .
—e
d € el}ﬂo 2t R4 o
— e
dt O @ R 1
— c—— dh 1 B
blb— o — alF—R . QF———
R5 R4
a bl———— b2 ————e
L } al R6 2 R6

@ (b)

Figure 5: Allocation for the loop ucbgsort-8 from the Egntott benchmark with U&M

4 Some Theoretical Results

We present in this section some theoretical results about the complexity of our algorithms.
These are both polynomial and ensure an optimal allocation for the foai family.
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Lemma 1 Algorithm 1 always terminates and returns o list C where each interval of I
appears exactly once.

Proof: Let the interval family I has a width r;. We claim that a left-to-right sweep
through one iteration of the main loop will reduce the maximal width uniformly at least by
one. That is we can consider that the visited intervals have been removed from the graph
when the sweep starts from the next iteration. At the end, all intervals will have been added
to Cp. The last loop removes the remaining intervals from C), into C. Hence C' contains all
the intervals only once. m|

Lemma 2 Algorithm 1 has a complexity O(log II(n + logn)).

Proof: The main loop visits each interval only once and at each iteration the circle is
partially scanned. This leads to a complexity of O(logIIn) for the main loop. The second
loop visits each remaining interval in C, once and scans also partially the circle at each
iteration leading to a complexity O(log ITlogn). Hence the overall complexity of Algorithm 1
is O(log II(n + logn)). O

Now we present some results about the complexity of the coloring algorithm itself. This
leads us to conclude that our method, which includes Algorithms 1 and 2, is of polynomial
complexity.

Lemma 3 Algorithm 2 will fully color the circular-arc graph G induced by the u-unrolled
family I, which contains u x |I| intervals, with r1 colors.

Proof: The interval family is duplicated v = min(lem(w(T1), ..., w(Ty), lem(w(ty), ..., w(tm))
times. Thus each t;, resp. T, will require w(¢;), resp. w(T;) colors for its intervals and their
copies. As we have )7 | w(T;) = Y%, w(t;) = rr, we will have a coloring with rr colors. O

Lemma 4 Algorithm 2 has a complexity of O(un).

Proof: The unwound interval family has u x |I| intervals. Since it sweeps the family left-
to-right exactly once, and at each point in the sweep, the cost of picking the next one is
constant, the total cost is O(u x |I|). O

This is the best one can do since you have to color u x |I| intervals. Note that there is
no claim that our method will do the minimum unfolding. Hence the optimal coloring of
any graph associated with a cyclic interval family I, made only of fraction-of-an-iteration
intervals, can be determined in polynomial time. Furthermore we are to able to compute the
number of registers which will be used to allocate the whole loop. The following theorem
gives the total number of registers used to allocate the whole loop, foais and buffers.
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Theorem 1 The register allocation of any loop without spilling with our method will require
a number of registers equal to:

n
Z buffers; — |I| + rr

i=1

This achieves an allocation with an optimal number of registers.

Proof: A buffer-optimal scheduled loop will need Y"1 | buffers; for the lifetimes occupying
n buffers. In our case, the buffers will occupy only Thuffers = i, buffers; — |I| registers
since we will reallocate |I| fraction-of-an-iteration intervals. As said before, the foais will
occupy ry registers. Hence the whole loop will need Y7, buffers; — |I| + r; registers for a
valid allocation. Furthermore this is equal to MaxLive as MaxLive = r; + Tbuffers: O

Finally the following theorem allows us to compute the maximum number of move ope-
rations inserted in the u-unrolled loop.

Theorem 2 The number m' of move instructions inserted in the u-unrolled loop for a va-
riable i spanning fully d iterations is at most:

r_ [ d=1+(fixu) ifd>u
m= (d—1)(umod d) + (f; X u) otherwise

where f; =1 if i has a foai part, 0 otherwise.

Proof: We already know that the number of move operations inserted for a lifetime span-
ning d iterations is d — 1. When the loop is unrolled u times and d > u, then the lifetime last
longer than one iteration, and each of them requires L%J move operations. Hence d — 1
move instructions are necessary for the u lifetimes of the unrolled loop. Then we have u
move for the u foai parts of the lifetimes if there is any. When d < u, the lifetimes does not
last longer than one iteration, and we must allocate the u lifetimes of the unrolled loop with
d registers, so u mod d lifetimes have to be allocated to several registers. For each of these
lifetimes, (d — 1) move operations are necessary. The same as the previous case occurs for
the foai parts. O

In this case, we have m' = m x u, where m is the number of move operations per iteration
of the original loop. For instance, if a variable spans 5 iterations and the unrolling degree we
found is 2. Then if the original loop is executed 4 times, with the register renaming method
(4 x 4) 16 move instructions will be executed, whereas with the U&M method only (2 x 4)
8 move instructions will be executed. We did not actually make any measurements on the
number of move operations executed, but in some cases we should execute less and in some
cases more instructions than register renaming methods.
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5 Experimental Results

This section discusses the main experimental results. In Section 5.1, we present the way we
conducted the experiments. In Section 5.2, we described the main results we obtain, and
finally the whole results are presented and commented in Section 5.3.

5.1 The Experimental Testbed

We have implemented our new algorithm for loop register allocation in the MOST test-
bed [19], which was implemented at McGill University. It allows to compare several schedu-
ling heuristics and is able to generate optimal pipelined loops. We also implemented outside
MOST the heuristics MTG [8], EJL [7], and of Hendren et al. [10] to use our heuristics for
computing an unrolling degree and also to test Lam’s heuristic [12].

In our study, we used more than 1000 loops from several benchmarks, namely Spec92{p,
Spec92int, Livermore loops, Linpack and Nas. We scheduled these loops with DESP [21].

5.2 Summary of the Main Results

We tested the efficiency of our new approach in terms of unrolling degree of the foai family
and in terms of the total number of registers needed to allocate the loops. The main results
are summarized as follows:

e Our method to compute an unrolling degree is better than the EJL heuristic [7] in
general, and is almost always better than MTG [8] for finding the optimal unrolling
degree when it is equal to 1. The unrolling degree found is always lower than if the
whole loop had to be unrolled.

e The overall number of registers needed is always as good as, and sometimes better
than, Lam’s heuristic and achieves the optimal like MTG [§].

e Our heuristic to compute an unrolling degree is much faster than the MTG heuristic [8],
and as fast as the EJL heuristic [7].

In summary, at run time our method will improve the overall register usage and introduce
less spill code into loops when it is needed. Due to less unrolling the cache behavior will
also be improved.

5.3 Detailed Experiments and Analysis
5.3.1 Unrolling degree

We compared the U&M heuristic with two other methods. The first one is the method
of Eisenbeis et al. [7], noted EJL, which computes an unrolling degree by looking for the
order of a permutation on the intervals necessary to obtain a valid coloring. The second one
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developed by Eisenbeis et al. [8], noted MTG, introduces a new kind of graph and solves
the problem by looking for a decomposition of this graph.
In Figure 6, greedy denotes our greedy heuristic to compute an unrolling degree in the

foais,

and U&M our hybrid heuristic. The first column represents the test, the second one

represents the number of loops and the last one represents the percentage over the total of
loops. The same for the second part of the figure.

MTG better than greedy | 62 448 % MTG better than U&M | 5 0.36 %

MTG equal to greedy 1323 | 95.52 % MTG equal to U&M 1378 | 99.5 %
MTG worst than greedy | 0 0 % MTG worst than U&M | 2 0.14 %
greedy better than EJL | 72 5.2 % U&M better than EJL | 83 5.99 %

greedy worst than EJL | 44 3.18 % U&M worst than EJL | 5 0.36 %

greedy equal to EJL 1269 | 91.62 % U&M equal to EJL 1297 | 93.65 %

U&M better than greedy | 58 419 %

U&M worst than greedy | 0 0 %

U&M equal to greedy 1327 | 95.81 %

Figure 6: Comparisons between the heuristics MTG, EJL, our greedy and U&M heuristics

Figure 7 shows the related performance of each heuristic for each benchmark. We indicate
the percentage of loops which required to be unrolled once, twice, three times or more.
Some observations:

From Figure 6, the meeting graph heuristic gave almost always the best result, in only
2 cases over 1385 U&M was better.

Our heuristic gave a better result than EJL in 5.99% of the cases, the same result in
93.65 % of the cases and a worst result in only 0.36 % of the cases.

Our heuristic was worse than the meeting graph heuristic in only 5 cases (0.36%),
which is a very good result.

From Figure 7, we can see that between 91.84% and 100% of the loops need only to
be unrolled by one iteration, 1.3 % need to be unrolled by 2 iterations. That is, it
is always lower than the width of the foai family or the width of the whole interval
family.

Our heuristic is more efficient than the others methods to find the optimal unrolling
degree when it is equal to 1. In fact, it gives a worst result than MTG in only one
benchmark, Appsp.

This shows once more that our U&M heuristic has overall good performances over EJL,
and is a bit less efficient in general than the meeting graph heuristic. Moreover we can see
that most of the loops do not require to be unrolled (unrolling degree equal to 1). This is
an advantage for the U&M heuristic that aggressively tries to find a decomposition which
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Benchmark MTG U&M EJL
1] 2 1] 2 ] 3] >3 1] 2 ] 3] >3
Livermore 96.77% | 3.23% | 96.77% | 3.23% 83.87% | 16.13%
Linpack 100% 100% 100%
Spec92fp
Alvinn 100% 100% 94.44% 5.56%
Doduc 100% 100% 100%
Ear 100% 100% 95.52% 4.08%
Fpppp 100% 100% 100%
Hydro2d 96.91% | 3.09% | 97.42% | 2.58% 93.3% 3.09% | 2.58% | 1.03%
Mdljdp2 100% 100% 95.12% | 4.88%
Mdljsp2 100% 100% 75.00% 8.33% | 8.33% | 8.33%
Nasa7 97.87% | 2.13% | 97.87% | 2.13% 85.1% | 12.77% | 2.13%
Ora 100% 100% 100%
Spice2g6 97.09% | 2.91% | 98.06% | 1.94% 91.26% 1.94% | 2.91% | 3.89%
Su2cor 100% 100% 100%
Tomcatv 100% 100% 77.78% | 22.22%
Wave 100% 100% 100%
Spec92int
Eqntott 91.18% | 8.82% | 94.12% | 5.88% 82.35% | 11.76% | 5.88%
Espresso 99.5% 0.5% 99.5% 0.5% 95.46% 3.03% | 1.51%
Gcee 100% 100% 94.78% 4.02% 0.4% 0.8%
Li 100% 100% 100%
Sc 100% 100% 100%
Nas
Applu 94.81% | 5.19% 94.8% 3.9% 1.3% 90.9% 3.9% 1.3% 3.9%
Appsp 91.84% | 8.16% | 90.82% | 6.12% | 1.02% | 2.04% | 85.72% 9.18% | 1.02% | 4.08%
Buk 100% 100% 100%
Cgm 100% 100% 100%
Mgrid 100% 100% 92.68% 2.44% | 4.88%

Figure 7: Comparison of performances about computing the unrolling degree of the foais
between the heuristics EJL, MTG and our U&M heuristic

leads to an unrolling degree equal to 1. Hence in this case it is faster and more efficient
than the meeting graph heuristic which is more ”general purpose”, it does not try to find
an unrolling degree equal to 1, but only a low unrolling degree. Furthermore, as the foais
are "sparse”, we must enlarge the meeting graph much more than usual, and this degrades
its performance. Finally, our method requires a smaller unrolling degree than the heuristics
used previously in [7, 8] where they are applied on the whole live ranges of the loop variables.

5.3.2 Total number of registers used

We computed also the number of registers saved by this new method in comparison with
the method of Lam [12] and MTG [8]. In Figure 8, we computed the average number of
registers found by each heuristic per loop for each benchmark. We can see that our method,
U&M, allocates always with the optimal number of registers like the MTG method. We
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obtain always as good or better heuristic than Lam’s algorithm. The gains are sometimes
substantial like for Fpppp, Applu or Appsp where we gain between 1 and 2 registers in average
for loops which need 25.72 registers in average.

Benchmark | # loops | average # reg. Lam | average # reg. MTG | average # reg. U&M
Livermore 28 20.61 19.54 19.54
Linpack 27 10.15 9.89 9.89
Spec92fp

Alvinn 19 10.16 10.16 10.16
Doduc 22 13.50 13.32 13.32
Ear 53 9.47 9.28 9.28
Fpppp 17 23.47 22.47 22.47
Hydro2d 241 9.86 9.55 9.55
Mdljdp2 45 9.04 8.87 8.87
Mdljsp2 11 17.00 16.64 16.64
NasaT7 38 16.03 15.32 15.32
Ora 6 7.00 7.00 7.00
Spice2g6 98 9.41 9.18 9.18
Su2cor 9 5.78 5.78 5.78
Tomcatv 14 13.14 13.00 13.00
Wave 2 13.00 13.00 13.00
Spec92int

Eqntott 35 8.69 8.46 8.46
Espresso 173 5.72 5.64 5.64
Gee 256 6.80 6.74 6.74
Li 22 5.64 5.64 5.64
Sc 72 5.82 5.82 5.82
Nas

Applu 75 27.19 25.49 25.49
Appsp 84 28.24 26.58 26.58
Buk 34 4.74 4.74 4.74
Cgm 20 5.10 5.10 5.10
Mgrid 51 6.76 6.76 6.76

Figure 8: Gains in registers with respect to Lam’s heuristic and MTG

5.3.3 Execution Time of Our Method

We made also some execution time comparison in order to verify the timing of our approach.
We chose to compare our timing result with EJL and the meeting graph method since these
also try to minimize the loop unrolling degree. In Figure 9, the heuristics are labeled the
same way as before, the execution times are given in seconds. For each benchmark, we only
computed the average execution time for loops where it was measurable with the timing
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routine we used on the experimental system. Only the time required for computing the
unrolling degree has been measured, as the coloring time itself is the same in the three
heuristics. As expected the meeting graph heuristic is more time consuming because of the
unit intervals added to have a constant width. In some cases these new intervals slow down
the heuristic dramatically. In comparison with EJL, ours is also as fast or even faster, and
we are quite encouraged by this result, since hers is known to be very time efficient. The
examples presented in Figure 9 are the biggest in term of lifetimes handled by MOST in the
various benchmarks, and have between 30 and 55 lifetimes.

Benchmark | greedy | EJL | MTG | Benchmark | greedy | EJL | MTG
Livermore 0.003 | 0.027 100.2 || Nasa7 0.005 | 0.067 | 770.54
Linpack 0.01 0.01 25.27 || Spice2gb 0.00 | 0.043 5.18
Spec92fp Spec92int

Fpppp 0.005 | 0.05 7.04 || Eqntott 0.00 | 0.03 | 19.32
Doduc 0.005 | 0.015 6.63 || Gee 0.00 0.04 2.26
Ear 0.005 | 0.015 11.74 || Nas

Hydro2d 0.005 | 0.04 | 26.53 || Applu 0.005 | 0.06 0.9
Mdljdp2 0.005 | 0.075 | 287.42 || Appsp 0.00 | 0.05| 83.84

Figure 9: Execution times of the three heuristic on some examples

6 Related Work

In Section 2 we have already discussed several important contemporary works which are
most related to this paper. These are works about Modulo Variable Expansion [12] and
methods involving loop unrolling [7, 8].

Ning and Gao [16] only consider buffers to allocate the loop. Hendren et al. [10] can not
handle lifetimes which are longer than one iteration.

Mangione-Smith et al. [14], Rau [18], Eichenberger and Davidson [6] presented some
work related to register allocation and instruction scheduling, but they do not perform the
allocation effectively and only predict the register requirements for a given schedule.

Rau et al. [17]also present some interesting work with some heuristics which work very
well, but they mainly use hardware features like predicated execution and rotating register
file [5], which are beyond the scope of this paper. Furthermore the only method presented
which do not use these features is the Modulo Variable Expansion method. Bodik and
Gupta [2] also present a method to do the register allocation for arrays that can also lower
the number of move instructions inserted.
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7 Conclusion

In this paper we proposed a novel way to optimize register allocation in loops, when a buffer
optimal schedule has already been found. The original buffers are to greedy in registers, so
we coalesce pieces of buffers into the same registers, after a possible step of loop unrolling, to
minimize register use. Loop unrolling, another alternative to reduce register requirements,
may decrease performance due to instruction cache misses. Our method is a trade-off bet-
ween unrolling the scheduled loop body and register renaming, which still optimizes the
number of registers needed.

We designed a heuristic for this purpose, and compared it with two others heuristics
aimed at computing a loop unrolling degree. Our method combines the advantages of both
loop unrolling and register renaming. Compared to unrolling the whole loop, the unrolling
degree computed is lower, so we will have less problems with instruction cache management.
In comparison with register renaming [3, 15], we will use less or as many move instructions
between live range pieces as the loop will be unrolled to get an allocation with an optimal
number of registers. The experimental results we obtained with MOST show that our
heuristic is almost as efficient as MTG and is faster than the others heuristics. Furthermore
the number of registers used is always equal to MaxzLive like other methods dealing with
loop unrolling [7, 8]. we showed that our method is effective and gets an optimal result.

We plan to extend the method to compute the unrolling degree for general loops, where
live ranges are alive during several iterations, we also intend to study the possibility of
minimizing spill cost using our method. In addition we will measure the number of move
operation executed.
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